
Towards integration of optically active defects in
silicon photonics

by

Adam DeAbreu

M.Sc., Simon Fraser University, 2018

B.Sc., Simon Fraser University, 2016

Thesis Submitted in Partial Fulfillment of the

Requirements for the Degree of

Doctor of Philosophy

in the

Department of Physics

Faculty of Science

© Adam DeAbreu 2024
SIMON FRASER UNIVERSITY

Spring 2024

Copyright in this work is held by the author. Please ensure that any reproduction or re-use
is done in accordance with the relevant national copyright legislation.



Declaration of Committee

Name: Adam DeAbreu

Degree: Doctor of Philosophy

Thesis title: Towards integration of optically active defects in silicon
photonics

Committee: Chair: John Bechhoefer
Professor, Physics

Stephanie Simmons
Supervisor
Associate Professor, Physics

Michael Thewalt
Committee Member
Professor Emeritus, Physics

Simon Watkins
Committee Member
Professor, Physics

Erol Girt
Examiner
Professor, Physics

Rogério de Sousa
External Examiner
Associate Professor, Physics and Astronomy
University of Victoria

ii



Abstract

Modular quantum architectures are an encouraging means of reaching the large scales necessary

to unlock the potential of quantum technologies. Silicon-based spin-photon interfaces are a potent

combination for a scalable, modular architecture as they combine the long lived memories of solid

state qubits, the long range networking capabilities of photons, and the CMOS compatibility and

integrated photonics of silicon. In this work we push forward the understanding of two promising

spin-photon interface candidates based in silicon. Firstly, we study the properties of 77Se+ in a natSi

host material to measure the coherence properties and couplings to 29Si spins. We identify clock

transitions with coherence times more than an order of magnitude longer compared the coherence

times measured off the clock transition. The 77Se+ culminates in a presentation of a proposal to

utilize a 77Se+-29Si pair system as a spin-photon interface. Secondly, we demonstrate further steps

in the integration of the T centre into a silicon-on-insulator system by incorporating ensembles

into waveguide devices. We measure sharp homogeneous linewidths for waveguide ensembles and

find nearly lifetime-limited homogeneous linewidths in bulk silicon samples. In both environments

the T centre’s transitions are sufficiently coherent to predict the success of a remote entanglement

procedures using currently available silicon photonic cavities. In summary, this work continues

paving the path from a qubit candidate to an integrated qubit to a concrete technological solution

for both the 77Se+ and T centre spin-photon interfaces.

Keywords: spin-photon interface; silicon donors; silicon colour centres; quantum information; sil-

icon photonics
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Chapter 1

Introduction

In this thesis, I characterize two potential candidates for the building block of future quantum com-

putation and quantum communication technologies. This introduction chapter presents the what

and why of looking for a quantum technology in the first place. Next the desired requirements for

a quantum technology candidate will be outlined, concluding with a brief introduction to the candi-

dates in question: singly-ionized selenium-77 and the T centre, two spin-photon interfaces based in

silicon.

Following this introduction, Chapter 2 will discuss in detail the background theory necessary to

understand the experimental work and subsequent analysis. The experimental setups and method-

ologies will be laid out in Chapter 3. We will discuss the models used in the results and discussions

in Chapter 4. Finally, we will present the results and discussion of the 77Se+ and the T centre in

Chapters 5 and 6 before presenting concluding remarks in Chapter 7.

1.1 Quantum information technology

What does it mean for a system to be quantum rather than classical? Two key aspects are superpo-

sition and entanglement. Superposition allows a system to be in a linear combination of multiple

states at the same time. While classical systems can be in a probabilistic combination of multiple

states a superposition is a distinct phenomenon which includes a possible phase between the states

— a pure quantum effect. This provides two additional degrees of freedom when describing a quan-

tum system as opposed to a classical system. Entanglement is a phenomenon wherein two or more

systems are correlated in a manner than exceeds classical correlation. An entangled state displays

correlation in multiple orthogonal measurement bases such that the individual systems cannot be

fully described in isolation. One of the ramifications of these additional degrees of freedom is that

the number of possible configurations of a quantum system scales up very fast when more systems

(e.g. more two-level systems) are added. A quantum system of just 300 two-level systems would

have more states than particles in the universe [1, 2]. Any simulation of these particles would require

tracking all of these states.
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Two things become clear: 1) a classical computer cannot efficiently simulate large quantum

systems due to the incommensurate scaling and 2) a quantum system can explore a vastly larger

state-space for equal resources compared to a classical computer. The first point motivates the idea

proposed by Feynman [3]: if a classical computer cannot simulate quantum systems, then use a

quantum computer to simulate quantum systems. Potential simulations include novel phases of mat-

ter [4], chemical/drug simulation and synthesis [5, 6] and process engineering for more efficient

nitrogen fixation [7]. But quantum computers can do even more; the second point motivates the idea

to apply quantum computers to solve problems that are much more general than simulating quantum

systems.

By creating a computer that uses quantum bits, qubits, rather than classical bits, the uniquely

quantum properties can be harnessed for unique algorithms that can solve problems in novel ways.

These algorithms scale more favourably than classical equivalents and unlock problems that would

otherwise be intractable on a classical computer [8]. Examples include prime factoring [9], database

searching [10], optimization [11, 12], and machine learning [13]. Importantly, to perform these

algorithms a quantum computer requires a sufficient set of operations that can be performed on one

or more qubits. Much like how a classical computer can build up more complicated algorithms from

a small set of basic logical operations like AND, OR, and NOT, a quantum computer must be able

to perform a sufficient set of basic gates to be deemed universal and capable of running any given

algorithm [14]. An example of a universal gate set is the Hadamard (a single qubit operation) and

the Toffoli gate (a three qubit operation) [15].

Another application of quantum information is quantum communication. In this field quantum

properties are used to provide secure communication channels by leveraging the strong correlations

provided by entanglement [16–18]. In one possible implementation, called quantum key distribu-

tion (QKD), this is achieved by sharing entangled particles across a quantum channel resulting in

two participants sharing a system that is correlated in multiple orthogonal bases [19]. This allows a

bit string to be shared by measuring the entangled particles in randomly selected bases, comparing

measurement bases, and using the known correlation when the bases of the two participants match.

This bit string can then be used as a single-use key guaranteeing the classical encrypted message

is indecipherable to any eavesdropper on the classical channel [18]. This bit string can be proven

to be private [20] as any eavesdropper measuring the entangled particles before the recipients will

collapse the state, thus destroying the entanglement, and creating a signature that betrays the eaves-

dropper’s presence to the recipients. Furthermore, an eavesdropper cannot copy the shared states to

measure later due to the no-cloning theorem [21, 22]. The result is a communication channel which

is provably secure by the laws of quantum mechanics.

In summary, the fields of quantum computing and quantum communication promise very excit-

ing technological applications for quantum systems. The translation from academic work to indus-

try application is still in early stages: small scale demonstrations of quantum computers with 10s to

100s of qubits [23, 24] and quantum key distribution modules are available to purchase [25, 26] and

use over the cloud. Demonstrations, both in universities and in companies, are built on a huge range
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of physical platforms. From superconductors [27] to trapped ions [28] to photons [29] to quantum

dots [30], many different avenues are being pursued and studied. With such a wealth of possible

platforms it is important to consider what properties a quantum technology would have in the ideal

case.

1.2 The dream of scalability

At the time of writing, the record for most qubits in a universal quantum computer is 433 supercon-

ducting qubits on the IBM Osprey quantum processor [31]. Many more commercial ventures have

qubit numbers in the 10s-100s of qubits including QuEra (256 trapped atoms [32]), Google (53 su-

perconducting qubits [33]), and Quantinuum (32 charge coupled device (CCD) trapped ions [34])

with varying degrees of connectivity, gate fidelities, and applications. In contrast, a CPU contains

more than a billion classical bits [35]. For some applications, quantum computers need to be operat-

ing at the same scale as classical computers. For example: by one estimate of the number of qubits

needed [36], Shor’s algorithm for prime factoring on a 2000 bit input would require ≈ 60 million

physical qubits. Clearly there is a large divide between current technologies and the lofty goals of

quantum computing. This begs the question: what is impeding quantum processors from scaling to

these numbers?

One key challenge is size constraints, which may appear differently depending on the system.

Two examples are as follows: a superconducting system has qubits that require a relatively large

footprint (100–1000 µm scale [37]) and which require many control lines, all of which have to be

cooled to milliKelvin temperatures. A limitation becomes how many qubits and control lines can be

put on a chip and how many control lines can be thermalized in a cryogenic fridge while keeping

high device yields and low crosstalk [38]. Ions in optical traps on the other hand can be operated

without a cryostat (although they require high vacuums) but are limited by how many atoms can be

put in a trap before performance is hindered [39].

One possibility to remedy this issue is modularity. Many architectures being considered are em-

ploying smaller processors with interconnects to build up to a much larger processor [40–43]. The

natural method of mediating these interconnects (as noted in the DiVincenzo criteria [44]) is by us-

ing photons. Photons are ideal for interconnects as they are fast, easily controllable, and, other than

attenuation/dispersion in a material, do not decohere. While many systems can couple to photons,

few do so at energies in the telecommunication band, the most suitable band for interconnects. Su-

perconducting qubits can be coupled via microwave photons, however, for distances beyond on-chip

coupling, extensive, impractical, cryogenic microwave links are required [45]. Thus, many research

groups are investigating transduction to convert from the energy scale of a qubit to the energy scale

of a suitable photon for the interconnect [41]. While an active research topic, no scalable microwave

to optical transducer has been demonstrated [46].

Transduction is also an exciting research direction for quantum communication. Quantum key

distribution is limited by photon loss over long distances [47]. One method to circumvent this is
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to use quantum repeaters wherein entanglement can be set up piece-wise between repeater stations

which can be converted to end-to-end entanglement via entanglement swapping [19, 48]. These

repeaters often require a stationary physical qubit to act as a memory qubit during this entangle-

ment generation and swapping procedure. Thus, transduction from an appropriate photonic flying

qubit to wavelengths suitable for a stationary quantum memory is also of great interest to quantum

communication applications.

An alternative to transduction is to use a system that is a combination of both a long-lived

quantum memory and a photonic link directly at wavelengths suitable for interconnects. This class

of defects, known as spin-photon interfaces, is an exciting system for a modular architecture as it

removes the requirement for transduction. A solid-state spin-photon interface would have the benefit

of networking and modularity along with a long-lived stationary qubit that can be engineered and

fabricated at scale all without a need for transduction.

1.3 Spin-photon interface

As stated, a spin-photon interface combines both a long-lived solid-state spin and a photonic de-

gree of freedom suitable for a network compatible modular system. Across a wide variety of qubit

candidates this is achieved by having spin-dependent optical transitions which can be used to create

entanglement between the spin and the photon. We will discuss spin-photon interfaces in more depth

in Section 2.4, here we will give some details on what properties are important for a spin-photon

interface.

For starters, the ground state manifold of the system must be able to host a long-lived qubit, i.e.,

the spin. The coherence time of the spin must be long compared to the travel time of the photonic

link used to generate the long range interactions. General details of a spin systems are provided in

Section 2.3.

Secondly, the optical transition must be sufficiently coherent and sufficiently efficient, where the

specifics of ‘sufficient’ are based on the entanglement procedure and the rates needed for the net-

worked quantum computer. For a coherent transition, the spectral linewidth of the optical emission

needs to be narrow: as close as possible to the lifetime-limited linewidth. Furthermore, the emission

is ideally efficient with the majority of decays from the excited state occurring with the emission of

a resonant photon, i.e., a high Debye-Waller factor and a high radiative efficiency. A ‘strong’ transi-

tion is also a desirable trait; a high transition dipole moment means a high interaction strength with

light. General details of optical properties are provided in Section 2.2. The light-matter interactions

of a spin-photon interface can be further enhance by incorporating them into optical cavities – a key

component of many entanglement procedures (see Section 2.4 for more details).

For technological applications these spin and optical properties must be well studied for a robust

understanding upon which engineering processes can be made. However, in many instances the ex-

act sample in which a qubit is studied can change the properties due to isotopic and chemical purity

or defects in the material. From measurements in bulk isotopically/chemically purified material, to
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commercially available material, to integrated photonic devices, the properties must be mapped out

at each step. The work of this thesis is the study of two candidate spin-photon interfaces at different

steps along this pathway.

Solid-state spin-photon interfaces exist in a wide variety of solid-state systems. Some notable ex-

amples of solid-state spin-photon interfaces are the nitrogen-vacancy centre in diamond [49], defects

in silicon-carbide [50], and rare-earth ions in crystalline hosts (e.g. Yb:YVO4 [51], Nd:YSO [52],

Er:Si [53]). The state of the art of these spin-photon interfaces is presented in Section 2.5.1. The

choice of material for a quantum technology is key. Even with the modularity provided by a spin-

photon interface, working with a platform that can produce the individual modular components at

scale is crucial to achieve the numbers of qubits necessary for practical quantum information appli-

cations. This leads to the conclusion that a spin-photon interface in a scalable medium would be an

excellent candidate to achieve quantum technologies at sufficient scales for practical applications.

1.4 Enter silicon

Classical processors are based on silicon which the global complementary metal-oxide semicon-

ductor (CMOS) industry has forged into the defacto scalable platform through decades of research

and engineering [35, 54]. A qubit native to silicon would have a huge leg up in the scaling arms

race compared to other host materials. The yield and uniformity achievable in an industrial sili-

con foundry are unmatched. The integration of quantum systems into the foundry process has been

shown to produce exceptional results as seen in the comparison of quantum dots made in academic

cleanrooms and Intel’s foundries [55].

Furthermore, silicon photonics is an excellent platform for the photons needed for modular-

ity [56]. The high refractive index of silicon along with the properties of the readily-formed sili-

con dioxide allow for the production of high purity and highly uniform silicon-on-insulator (SOI)

wafers with a thin device layer above an oxide layer atop a silicon handle. On this platform there

are large libraries of low loss photonic devices, including waveguides [57], grating couplers [58],

switches [59], and, crucially, optical cavities [60, 61]. Even superconducting nanowire single pho-

ton detectors can be integrated with silicon photonics [62]. For control of photonic qubits at scale,

silicon photonics is a very promising platform.

Due to the many appealing aspects of silicon there are proposals to heterogeneously combine

qubit systems in other host materials with silicon photonics including Er3+:YSO [63] and InP/I-

nAs quantum dots [64] evanescently coupled to cavities and waveguides. However, the renewed

interest in silicon defects as spin-photon interfaces may preclude the need for these heterogeneous

approaches altogether. Spin qubits in silicon such as single donors and single acceptors have been

shown to possess long coherence times in their ground states [65, 66] with phosphorus breaking the

world record for coherence times: 39 minutes at room temperature [67].

All these promising features of silicon outline a clear research direction: investigate spin-photon

interfaces native to silicon. This has been the research direction of the Silicon Quantum Technolo-
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gies (SQT) group [68] at Simon Fraser University and this is the overarching goal of this thesis

work, with specific focus on the application and integration of identified spin-photon interfaces into

a quantum computing architecture.

The two spin-photon interfaces identified by the SQT group and further studied in this work are

the singly-ionized selenium double donor system [69] and the radiation damage T centre [70], both

of which will be discussed in the following sections. Prior to this work, these centres were studied in

bulk isotopically purified 28Si, a so called ‘semiconductor vacuum’, named for the absence of inter-

actions with spin-1/2 29Si in the crystal lattice. This purification provides two key benefits: optical

linewidths much narrower than those in natural silicon due to reduced inhomogeneous broadening,

and longer spin coherence times due to the absence of the nuclear spin of 29Si. By working with

this medium, the fundamental spin-photon interface properties can be determined by exploiting the

purified environment.

While excellent for research, bulk 28Si samples are not ideal for a technological application. In

most implementations, the control of individual qubits and the measurement of individual photons

are necessary, thus requiring single centres. These single centres must be incorporated into an inte-

grated platform — a silicon-on-insulator platform, as described above, suitable for silicon photonics.

Furthermore, the isotopic purification process is not trivial, nor are 28Si SOI wafers commercially

available [71]. Thus, we can consider a research pipeline towards a quantum technology starting

with studies in bulk 28Si samples, with the next steps going to a natural silicon environment: firstly,

as a bulk sample; and secondly, as an SOI sample. The main research goals at these different steps

are to understand how the different environments affect the spin-photon interfaces, both the optical

transitions and the ground state structure. How can the control of these systems be optimized in the

new environments? What detrimental effects are incurred by moving from 28Si to a more practical,

if less isotopically pure, environment? In this work, we study selenium in a bulk natural silicon

sample and the T centre in an SOI platform. We work to study the applicable spin-photon properties

of both centres in these new environments.

1.5 Selenium

Selenium incorporated into a substitutional site in silicon forms a double donor and, in the singly-

ionized state, is a spin-photon interface. In the Se+ charge state the remaining electron has a large

binding energy which results in a hydrogenic level structure possessing bound-to-bound transi-

tions [72]. While single acceptors/donors such as boron and phosphorus have weak bound exciton

transitions [73] the chalcogen double donors possess stronger bound-to-bound transitions [69]. Fur-

thermore, the decay was expected to have a high radiative efficiency as no phononic decays were de-

tected [69, 74]. In the ground state the remaining electron and nuclear spins result in spin-dependent

optically accessible transitions. The large binding energy results in optical transitions in the mid-

infrared band: 427.3 meV (2901 nm). While not in the industry standard telecommunication bands,
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the mid-infrared is not without its own extensive development [75] and importantly, mid-infrared is

compatible with silicon photonics [76].

This combination garnered initial interest in the system for quantum information applications [69].

Optical control of the ground state spin manifold for initialization and readout allowed measurement

of the long coherence times of the ground state spin, T2 = 2.14 ± 0.04 s, at low magnetic fields

in 28Si [69]. The optical properties were also measured, and a strong transition dipole moment of

1.98±0.08 Debye was found. Further work measured a zero phonon line (ZPL) emission efficiency

of 16 ± 1 % and a total radiative efficiency of 0.80 ± 0.09 % [77]. The low radiative efficiency

limits the applications of the Se+ centre, however, the high transition dipole moment is suitable for

a cavity implementation in the strong-coupling regime [78] (see Section 2.4.3 for more details).

Thus, the next steps for the Se+ spin-photon interface are to incorporate it into integrated sili-

con photonics. While much work was performed by this author on the implantation and diffusion of

selenium into SOI samples, along with the design and fabrication of mid-infrared silicon photonics,

this will not be the focus of this thesis. Here we focus on the intermediate step along the pipeline of

studying the selenium centre in a bulk natural silicon sample. Coherence properties of the ground

state manifold have only been studied in a 28Si environment, here we work to determine the ground

state structure, the coupling to 29Si atoms, and the coherence times of the newly accessible tran-

sitions. Furthermore, we investigate the 29Si atoms in the lattice as a possible additional quantum

memory. We study these questions and more with a hole burning readout scheme for optical detected

magnetic resonance (ODMR) (Sections 2.2.2 and 5.2) and pulsed ODMR (Sections 2.2.2 and 5.2).

This work culminates in a theoretical discussion/proposal of a novel implementation scheme for

the fabrication of selenium coupled to nanophotonic cavities for a quantum computing architecture

(Section 5.4).

1.6 T centre

The T centre is a spin-photon interface in silicon that has recently been re-discovered as a possi-

ble qubit candidate [70]. The T centre is a multi-particle defect [79], named not for its chemical

composition, but as part of an alphabetical catalogue of, at the time, unknown defects formed in

silicon after radiation damage and heat treatment [80]. These ‘radiation damage centres’ have been

known for many decades; however, their application in quantum information was only suggested

recently [70]. Defect centres, such as the G centre [81] and W centre [82], have been integrated into

silicon photonics [83–85] and look promising as single photon emitters. However, these centres,

along with the C centre, were shown to have no available ground state spin to act as a quantum

memory [86]. The T centre, on the other hand, does have a ground state spin and was shown to have

spin-dependent bound excitonic transitions with favourable properties in 28Si [70].

The T centre is composed of two carbon and one hydrogen atoms occupying a silicon substi-

tutional site. In the ground state there remains a bound, unpaired, electron that was shown to have

a long coherence time in 28Si, 2.1 ± 0.1 ms. The hydrogen also possesses a nuclear spin measured
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to have a 1.1 ± 2 s coherence time. The T centre bound exciton transition has a zero-phonon line

at 935 meV (1326 nm), in the telecommunication O-band – an ideal wavelength for long-range

networking. Initial measurements by Bergeron et al. [70] determined an excited state lifetime of

0.940 µs and a Debye-Waller factor of 23 ± 1 %. Measurements showed no signature of Auger

recombination indicating the T centre potentially had a high radiative efficiency compared to other

bound exciton transitions. Optical linewidths were determined to be narrow, < 30 MHz, in 28Si,

however, this was limited by inhomogeneous broadening. Following work investigated the T centre

integrated into SOI wafers [87] and, subsequently, in silicon photonic devices suitable for a confo-

cal study that identified single T centres [88] — the first all-optical measurement of isolated single

spins in silicon. In these later works spectral diffusion was shown to limit the linewidths to at best

600 MHz.

Compared to selenium, the T centre is further along the technological implementation pipeline

with SOI samples and silicon photonic devices already having been achieved. However, the devices

studied thus far, while suitable for a confocal study, are not suitable for an integrated quantum com-

puting technology. This thesis outlines work to integrate the T centres into a network-compatible

integrated device: T centres integrated into SOI waveguides. In particular, we investigate the yet un-

known optical coherence of the T centre emission in both an integrated environment (Section 6.3.1)

and compare with optical coherence in a bulk 28Si environment which is also measured for the first

time in this work (Section 6.3.2). In both cases we determine the achievable entanglement fidelities

of two T centres along with cavity parameters necessary to reach key benchmarks (Section 6.5).

Finally, we demonstrate for the first time the spin control of waveguide-integrated T centres and

measure a T1 population lifetime (Section 6.4).
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Chapter 2

Background Theory

Here we will lay out the relevant background theory necessary to understand the experimental results

and analysis in following sections. We will begin with a discussion of optical processes and include

a description of experimental methods to obtain optical spectra. We will then examine the physics

of optical processes modelled as two- and three- level systems. This will lead into a discussion of

magnetic resonance and phenomena present in solid-state spin systems.

From this general discussion we will then move to more specific background theory on spin-

photon interfaces including cavity coupling for entanglement generation. Finally, we will present

a literature review of prominent spin-photon interfaces before a discussion of the specific spin-

photon interfaces studied in this work: the selenium double donor in silicon and the T centre silicon

radiation damage centre.

2.1 Silicon as an optical medium

Silicon is a semiconductor with an indirect bandgap of 1.17 eV at 4.2 K [89] with a diamond cubic

crystal lattice. A substitutional site in silicon will have four nearest neighbours and thus four bonds.

The introduction of substitutional defects with more or less valence electrons results in defects with

donor or acceptor levels within the bandgap. While the electronic properties of some of these defects

have been thoroughly studied and used to great effect in electronic devices such as transistors, some

defects also exhibit useful optical properties in addition to their electrical properties. Two main

optical processes can occur at defects in the silicon matrix: 1, bound-to-bound transitions; and 2,

excitonic transitions.

As an example of bound-to-bound transitions, consider phosphorus: in a substitutional site it

will have four electrons bound to the nearest neighbours with one additional unpaired electron. At

low temperatures this unpaired electron is Coulomb-bound to the nucleus and will have, between

the lowest energy bound state and the ionized state (1s and the CB continuum in Fig. 2.1a), a

collection of excited states not unlike a hydrogen atom in a vacuum [90] (2s, 2p, 3s, ... in Fig. 2.1a).

Transitions between the ground state and these higher excited states may be driven by the absorption

or emission of a photon with equal energy to the transition. These transitions are known as bound-
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Figure 2.1: Bound-to-bound transitions. (a) A donor defect in silicon has a ground state within the
bandgap and higher excited states up to the conduction band (exact energies not to scale). Possible
radiative and non-radiative transitions can occur between the ground and first excited state including
zero phonon line (ZPL) and phonon sideband (PSB) transitions. (b) A donor defect with a bound
electron in the ground state (lower) and in a bound excited state (upper).

to-bound transitions as the electron remains bound in both initial and final state. An example of this

is shown in Fig. 2.1.

A defect with three valence electrons will have a bound hole when in a substitutional lattice site

and will have an analogous excited state spectrum to a donor. However, in this case the excited states

will extend to lower energy towards the valence band. Boron is an example of such an acceptor-like

defect.

While phosphorus was used as an example of a bound-to-bound transition, the transition en-

ergies are very small. This is due to the fact that the donor level of phosphorus is very close to

the conduction band with only a ∼ 45 meV binding energy [90, 91]. To excite the donor bound

electron to the conduction band is to ionize the defect – the hydrogenic spectrum of phosphorus

is compressed to this small energy difference. This makes manipulating the states technically trou-

blesome, with transitions in the 1–10 THz range, unsuitable for optical lasers. Donor, or acceptor,

levels further from the band edge will have energy level spectra extending across the difference and
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may have transitions with energies in the optical range allowing for more straightforward driving

with more accessible laser systems.

Phosphorus and boron defects can also support the second type of optical process, a defect

bound exciton transition. In silicon, excitons — electron-hole pairs bound by their Coulombic inter-

action — can be created in the lattice through e.g. electric injection of electrons and holes or optical

excitation of valence electrons to the conduction band. These ‘free excitons’ are mobile quasiparti-

cles which propagate through the silicon lattice and can bind to defects [92, 93]. These defect bound

excitons will have a recombination energy lower than the silicon bandgap as the exciton has a lower

energy when bound; the more tightly bound the exciton, the lower the recombination energy. Ad-

ditionally, these bound excitons can be generated resonantly through optical excitation of a defect.

An illustrative example is shown in Fig. 2.2a. Just as a bound electron or bound hole can possess

excited states so too can a bound exciton. If the hole of a bound exciton is more tightly bound with

a loosely bound electron, the electron will display an array of excited states between the bound ex-

citon ground state and the energy needed to ionize the electron. A schematic of these higher excited

states is shown in Fig. 2.2a. This is also true if the hole of the exciton is more loosely bound in the

same manner.

In both bound-to-bound and excitonic transitions in silicon an array of radiative and non-radiative

transitions can occur, this is shown schematically in Fig. 2.1a and Fig. 2.2a. Firstly, a system can ab-

sorb a resonant photon driving from the ground to the excited state. The strength of this transition is

determined by the transition dipole moment of the transition [94]. From the excited state, the system

can decay to the ground state and release either a single resonant photon or a lower energy photon

along with one or more phonons or localized vibrational modes (LVM) of the defect to conserve en-

ergy/momentum. The single photon process is known as zero phonon line (ZPL) emission whereas

the multi-particle emission is known as phonon sideband (PSB) emission as emitted photons are in

a band to lower energies. The ratio of ZPL to all radiative emission is known as the Debye-Waller

factor, or simply ZPL fraction, ηzpl.

In addition to radiative processes, there are also non-radiative processes. Either fully phononic,

through a meta-stable state, or via an intersystem crossing (a transition from a singlet to triplet ex-

cited state configuration, e.g. as in NV centre [95]). For donors/acceptors Auger recombination [96]

is another dark decay mechanism wherein the energy/momentum of the exciton recombination is

transferred to the bound electron/hole, ionizing the defect. Regardless of the mechanism, these tran-

sitions are dark and emit no light. The fraction of decays that occur radiatively is known as the

radiative efficiency, ηrad, or the quantum efficiency.
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Figure 2.2: Excitonic transitions. (a) A defect (D) with a bound exciton state (DX0) which is lower
energy than a free exciton (FE). A variety of radiative and non-radiative transitions occur between
the excitonic ground state and the defect ground state. Bound exciton excited states (DX1, DX2, ..)
can also exist above DX0. (b) A donor defect with a bound electron in the ground state (lower) with
a bound exciton (upper).
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2.2 Optical processes

In this section we will discuss, in a general sense, some of the properties of solid-state emitters.

This discussion will be kept general starting from a description of broadening effects present in

the spectrum of solid-state emitters and then moving onto a few key results of two- and three-level

systems.

2.2.1 Linewidths

An ensemble of defects probed simultaneously in a sample will give a spectrum that is the sum

of the spectra of the individual defects. As no sample and no experiment is ideal these individual

spectra will have a range of energies due to differences in the local environment, be it local defects

or strain [97], local isotopic composition of the lattice [86, 98, 99], or more. The resulting ensemble

spectrum is characterized by the inhomogenous linewidth, Γih as it is limited by the inhomogeneities

within the sample.

In the case of a spectrum of a single defect, the same discussion as above can be considered

but in the time domain rather than the spatial domain. As the local environment may vary across

a sample so too can the local environment vary in time due to, for example, fluctuating charges

on local traps known as charge noise [100, 101]. A spectrum will take a finite amount of time to

measure and thus will be an average of the spectra of a time ensemble of the defect. This is known

as spectral diffusion [102]. As spectral diffusion is a time dependent effect, any measurement of the

spectral diffusion limited linewidth, ΓSD, must consider the timescale of the measurement.

If then a spectrum of a single defect were to be measured ‘instantaneously’ (i.e. fast com-

pared to the dynamics of the system) the linewidth would be the homogeneous linewidth, Γhom.

This linewidth is the sum of two contributions: the lifetime-limited linewidth and pure dephasing

linewidth. The lifetime-limited linewidth is the ultimate linewidth possible for an emitter imposed

by the uncertainty principle. The emitter will spend τexc in the excited state and thus the energy-time

uncertainty principle imposes a minimum linewidth of

1/(2πτexc) [91]. This is also known the Fourier-transform limited linewidth as the optical spec-

trum will be the Lorentzian given by the Fourier-transform of the exponential lifetime decay.

In a realistic sample and environment the linewidth measured is generally larger than the lifetime

limited linewidth. The remaining broadening is encompassed by the pure dephasing linewidth, ΓPD,

which is a measure of the dephasing experienced during the lifetime of the excited state [102, 103].

This is a measure of how coherent the transitions is — how phase stable — and is an important

property for entanglement generation (coherence and decoherence are discussed in Sections 2.3.1

and 2.3.2 and entanglement generation is discussed in Section 2.4). The pure dephasing linewidth

may be due to e.g. temperature effects cycling to higher excited states [70, 86]. Another possibility

is fast spectral diffusion processes occurring within the timescale of the excited state lifetime, the

energy shifts induced are indistinguishable from a dephasing effect.
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Figure 2.3: Summary of linewidths. (a) An ensemble of defects with an inhomogeneous linewidth,
Γih, composed of defects in different local environments, xi. (b) a single defect will have a spectral
diffusion linewidth, ΓSD, composed of the defect at different times, ti, due to a fluctuating local
environment. (c) A single defect at a single time will have a homogeneous linewidth, Γhom, that is
larger than the lifetime linewidth, 1/2πτexc, by the pure dephasing linewidth, ΓPD.

All these linewidths are summarized in Fig. 2.3. For technological applications, lower linewidths

are better. A lower homogeneous linewidth is key for a coherent transition and is necessary for

some entanglement generation schemes (see Section 2.4.2). A lower inhomogeneous linewidth,

both spatially and temporally (i.e. SD), is beneficial for spin-photon interfaces to have the same

optical properties across the many copies in a quantum technology and at all times. In the study of

luminescent defects in solid state materials an understanding of all of these linewidths is necessary

for the engineering of quantum information technologies that can make use of the transition of

interest.

2.2.2 Saturation and hole burning

With these linewidths defined we can now model the optical dynamics of simplified systems that

incorporate a subset of these broadening mechanisms. The following effects are all at the timescale

of the excited state lifetime and so we can ignore effects of spectral diffusion that is slow compared

to these timescales. We will consider only inhomogeneous and homogeneous linewidths in addition

to the lifetime-limited linewidth.

We start our discussion with a two level system with ground state level 1 and excited state

2 (see Fig. 2.4a). In the absence of any drive on the system, there are only two rates: ω21 the

spontaneous decay rate from level 2 to 1; and ω12 the spontaneous excitation rate from level 1 to 2.

The spontaneous decay rate, ω21 is simply the inverse of the excited state lifetime. These two rates
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Figure 2.4: Saturation effects of a two level system. (a) the rates involved in a two-level system,
spontaneous emission rate, ωij , and driving terms, Wij . (b) Luminescence intensity and population
difference versus excitation power. Saturation is defined as the point when the population difference
is half of the low power population difference.

are related by the Boltzmann relation as [104]

ω12
ω21

= d2
d1
e−(E2−E1)/kT . (2.1)

Where di and Ei are the degeneracy and energy of level i, k is the Boltzmann constant, and T is the

temperature of the system.

The systems we study in this work — optically active defects in silicon — have transitions that

can be split into two regimes, infrared optical transitions and microwave transitions, corresponding

to the wavelengths of light necessary to drive the transitions. In both cases, we study these systems

at very low temperatures, < 4 K. In the optical regime, the energy difference between the levels are

much larger than the thermal energy and thus ω12 can be set to zero. In the microwave regime the

energy level differences are comparable to the thermal energy and thus, both rates must be consid-

ered. For the remainder of this section we will be considering only optical transitions, microwave

transitions will be discussed in Section 2.3.

Resonant driving can be modelled with a driving termWij between levels i and j. This will drive

stimulated transition, both upward and downward, with the two rates related as: diWij = djWji.

All these rates are shown in Fig. 2.4a. Figure 2.4b shows the key features of the two level system as

the excitation power, W12, increases. First the emission from this system increases with increasing

power where the emission is proportional to the population in level 2, N2. The photons emitted per

second will be N2ω21ηrad where ηrad is the radiative efficiency, the fraction of decays from level 2

to level 1 that emit a photon. In practice the intensity will be scaled by experimental factors such as

loss or detector efficiency, however, in all cases the emission will be proportional to N2.
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Figure 2.5: Saturation hole burning. One and two laser scans of an ensemble of inhomogeneously
broadened defects. Individual sub-ensembles are denoted in green. When driven with a pump laser
(red) and scanned with a probe laser a spectral hole appears due to saturation effects. (Left inset)
When pump and probe are detuned more than Γhom the total luminescence (L) is the sum of the
luminescence from the individual sub-ensembles. (Right inset) When pump and probe are detuned
less than Γhom they both excite the same sub-ensemble which has a luminescence limited by the
saturation curve to the luminescence at twice the power (P).

Figure 2.4b shows that the emission intensity initially increases with excitation but eventually

the intensity begins to saturate. This can also be seen in the difference in population between the

two levels, ∆N = N1 −N2, as a function of power. At large power the population tends towards an

even distribution between the two levels, increasing power beyond this does not increase N2 as the

drive is equally driving population down to level 1. This is used to define the saturation power, Psat,

as the power at which the population difference is half of the low power population difference. In

terms of rates the saturation power is when W12 = ω21/2.

In practice this can be determined from the emission intensity, I, versus excitation power, P ,

as [104]

I = I0
1

1 + Psat/P
(2.2)

where I0 is simply a constant.

We can now discuss a very important spectroscopic technique that will be employed repeatedly

through this thesis: hole burning [104]. This two-laser technique is shown schematically in Fig. 2.5.

A pump laser is tuned to the peak of an inhomogeneously broadened spectrum of an ensemble of

defects, a second laser is then swept about this central pump frequency. When the two lasers are far

detuned, much larger than Γhom, the lasers probe different sub-ensembles and the total luminescence
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from the system is the sum of the luminescence from each sub-ensemble, see Fig. 2.5 left inset.

However, when the detuning between lasers becomes comparable to the homogeneous linewidth

the two lasers begin to drive the same sub-ensemble. As explained above, the luminescence of a

single defect, or equivalently, a single sub-ensemble is not linear with power. In this regime the

power is increased but the luminescence only increases based on the saturation curve, less than the

sum of two ensembles, see Fig. 2.5 right inset. The result is that the two laser spectrum displays

a ‘hole’ at the pump frequency of lower luminescence within the spectral region where saturation

effects are at play.

What is the width of this spectral hole? As stated it is the spectral region wherein saturation

effects are relevant. If the two lasers are much, much weaker than the saturation power of the de-

fect then the saturation is only occuring when the lasers are within one homogeneous linewidth.

|fpump − fprobe| < Γhom and thus the hole linewidth is twice the homogeneous linewidth.

A laser tuned futher than Γhom can still drive the system appreciably if the laser has sufficiently

high powers. In this case the spectral region wherein saturation effects must be considered can be

much larger than the bare homogeneous linewidth. In fact the hole linewidth displays a saturation-

like curve of it’s own [104]:

Γhole = Γhom

(
1 +

√
1 + (Pprobe + Ppump) /Psat

)
(2.3)

It is important to consider which linewidth is being probed by this measurement method. We

have referred to an ensemble of emitters, but this may be a spatial ensemble or a temporal ensemble,

the explanation above is the same for both. Regardless of ensemble the saturation effect only occurs

when both lasers drive the same sub-ensemble in the timescale of the excited state lifetime as the

saturation effect is due to a redistribution of population into the excited state. As such the linewidth

being probed is the instantaneous homogeneous linewidth. This is true for all saturation holes even

in the presence other effects that might have longer timescales, eg, slow spectral diffusion, or hy-

perpolarization as will be discussed next.

2.2.3 Hyperpolarization

To discuss hyperpolarization we must now expand the two-level system to a three-level system, with

an additional ground state, 3, that possesses an optical transition to the excited state 2. If we consider

the ground states as spin states then the previous can be thought of as the zero magnetic field case

while now we will talk about the at field case. This is of course a natural extension as this is the

basis of a spin-photon interface. Levels 1 and 3 are the spin states separated by an energy in the

microwave band, and transitions to level 2 are spin-dependent optical transitions. A level diagram

with all relevant rates is shown in Fig. 2.6a. Such a level system, with all transitions being allowed,

is known as a lambda system. As will be discussed in Sections 2.5.2 and 2.5.3 both the 77Se+ and

the T centre can be modeled as lambda systems.
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Figure 2.6: Three-level system hyperpolarization. (a) Rates of a three-level system. (b) Popula-
tions of the three levels when a laser drives the 1-to-2 transition. (c) Transmission of a laser tuned to
transition 1-to-2 versus time for a range of starting population distributions (N1(0) in the legend).
(d) Total emission from 2 when the 1-to-2 transition is driven for a range of starting population
distributions (we set ω1 = ω3).
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As before we will assume all spontaneous excitation rates to level 2 are zero as the thermal

energies will be much smaller than the optical transition energies. We will also set all spontaneous

decay/excitation rates between levels 1 and 3 to zero. This is due to the fact that in the systems of

study ω13 and ω31 are much smaller than all other rates. The T centre has a ≈ 1 µs excited state

lifetime and a decay rate in the ground state (T1, see Section 2.3.1) greater than ≈ 16 s in 28Si [70].

Likewise 77Se+has a excited state lifetime of ≈ 10 ns and a T1 of ≈ 4 hours in 28Si [77].

With the introduction of a third level, and if the homogeneous linewidth is small compared to

the splitting between levels 1 and 3, then it will be possible to drive a single ground-to-excited-state

transition with the unaddressed state being a ‘dark state’. Every time a defect is excited there is

a chance that it will decay to the unaddressed state, thus, after sufficient time all the population

will be in the unaddressed state. This effect is known as hyperpolarization or optical pumping as a

single resonant laser can pump the population into a desired state. The resulting system is said to be

hyperpolarized as the population is pushed out of thermal equilibrium. This optical pumping effect

can be seen in Fig. 2.6b wherein the time evolution of the three level system is simulated with a drive

from level 1 to 2 turned on at time 0. The population in level 1, N1, decreases as the population in

level 3, N3, increases as it is the dark state in this scenario. N2 remains low for the evolution as any

population will decay down to levels 1 or 2, however, for a short time at the beginning the population

peaks before decaying down as the system hyperpolarizes. These decay curves in the populations

are collectively known as hyperpolarization transients.

This optical hyperpolarization depends on branching ratios of the excited state back to the

ground state — there must be a finite probability of decaying to the dark state for the optical pump-

ing to occur. Branching ratios may differ due to ground state degeneracies, spin-flip selection rules,

or selective cavity enhancement. The cyclicity of a transition is how many times the transition can

be excited before a decay occurs to the dark state. As we will discuss in Section 2.4 cyclicity is im-

portant for spin-photon interfaces. However, here we will assume that the branching ratios between

the two ground states are equal and the system has low cyclicity.

In quantum technology applications, it is necessary to measure the population in levels 1 and 3.

Experimentally,N1 andN3 can be probed by a transmission or emission measurement. Consider the

case where a laser is tuned to the 1-to-2 transition as is simulated in Fig. 2.6b and the transmission

of the laser is measured versus time. When N1 is large there will be high absorption and when N1

is low there will be no absorption as there is nothing present to absorb the light. This is shown

in Fig. 2.6c plotting the transmission versus time which shows a hyperpolarization transient. This

transmission transient probes the population present in level 1 at time t = 0.

As stated, an emission measurement can also be used to measure the population of a state.

Consider the same scenario with a laser tuned to the 1-to-2 transition, however, now we monitor the

emission from the system. This is shown in Fig. 2.6d. Notice how the emission transient matches

the N2 transient in Fig. 2.6b, in fact they are directly proportional as every decay from level 2 is

accompanied with the emission of a photon. Again, the hyperpolarization probes the population

present in level 1 at time t = 0.
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Figure 2.7: Three-level hole burning: steady-state. One and two laser scans of an inhomoge-
neously broadened ensemble of three-level defects in the steady-state regime (ground state splitting
= 5Γhom). Rather than a single spectral hole there are two anti-holes split by twice the ground
state splitting. These anti-holes occur when both transitions of a sub-ensemble are addressed by
the lasers. These sub-ensembles are shown in green and purple with slight shifts for clarity. (Inset)
Level diagram of two sub-ensembles of the inhomogeneously broadened ensemble of three-level
defects. The colours of the levels correspond to the spectra of the sub-ensembles shown in the main
panel. These two sub-ensembles are shifted in energy such that the pump laser (red in inset and main
panel) is resonant with the 1-to-2 transition for the green sub-ensemble and the 3-to-2 transition for
the purple sub-ensemble.
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As a further note, once the system is fully hyperpolarized at large times the system goes ‘dark’:

there is no emission and no absorption as can be seen for large times in Fig. 2.6c and d. We now

encounter an interesting dilemma: if the act of probing the system to generate luminescence causes

hyperpolarization which quenches luminescence, how can a spectrum be obtained? There are a num-

ber of ways to address this issue: firstly, non-resonant excitation as in photoluminescence measure-

ments can reveal the ground state structure without hyperpolarization as all transitions are excited.

Hyperpolarization can also be avoided by addressing the dark state with an addition drive such as

with two lasers each tuned to one of the two transitions or with a resonant laser and a microwave

tone to drive level 1 to 3. Finally, a transient measurement, where the spectrum is measured fast

compared to the hyperpolarization transient before the system is pumped to a dark state, can reveal

the spectrum. In this work we will be studying three-level systems using all of these techniques.

We will now discuss how the two ground states change a hole burning measurement. We first

consider hole burning in the steady-state regime where the measurement time-scale is much longer

than any dynamics in the system and any spectrum is the result after the system has reached a

steady-state equilibrium. We will consider an inhomogeneously broadened ensemble of emitters

with Γih larger than the ground state splitting (∆g) between 1 and 3 which is slightly larger than the

homogeneous linewidth. Explicitly we consider Γih = 50Γh and ∆g = 5Γh and equal branching

ratios to levels 1 and 3. One and two lasers scans in the steady-state regime of this ensemble of

emitters are shown in Fig. 2.7. Rather than being completely dark, the one laser scan shows a weak

signal. This is because there is a small overlap between the two transitions due to the finite linewidth.

This overlap can be seen in the sub-ensembles plotted within the inhomogeneous line. This overlap

means a single laser can drive both transitions of the lambda system – albiet weakly – and generate

signal without hyperpolarizing the system.

By adding the pump laser the spectrum displays not a single hole as in the saturation case but

two large ‘anti-holes’ at detunings equal to the 1-3 splitting. As discussed above, hyperpolarization

can be avoided when two lasers are resonant with the two transitions of the lambda system. The

pump will be resonant with the 1-to-2 transition of one sub-ensemble (the green sub-ensemble and

levels in Fig. 2.7) and will be resonant with the 3-to-2 transition of a different sub-ensemble (the

purple sub-ensemble and levels in Fig. 2.7). Thus when the probe laser addresses the green 2-to-3

transition or the purple 1-to-2 transition both transitions of these sub-ensembles will be address and

there will be an increase in luminescence signal as there is no hyperpolarization and thus a high

population in level 2 even in steady state.

In this steady-state hole-burning measurement there is also a small saturation hole at zero de-

tuning. Due to the 1-3 splitting a single laser will only show luminscence from the weak driving of

the overlap between the 1-2 and 3-2 transitions, but as before, increasing the power of this drive will

increase the luminscence in a sub-linear fashion and thus there will still be a saturation hole. How-

ever, this hole is obscured by the large anti-holes to either side. To properly obtain the homogeneous

linewidth a full rate equation model is needed, which we develop in Section 4.1.
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Figure 2.8: Three-level hole burning: transient. One and two laser scans of a inhomogeneously
broadened ensemble of three-level defects in the transient regime (ground state splitting = 5Γhom).
In addition to a spectral hole, there are also two anti-holes split by twice the ground state splitting.
These anti-holes occur when both transitions of a sub-ensemble are addressed by the lasers. These
sub-ensembles are shown in green and purple with slight shifts for clarity. In the transient regime
the hole is more pronounced as the probe laser is sensitive to the deficit of population in the pumped
levels. (Inset) Level diagram of two sub-ensembles of the inhomogeneously broadened ensemble of
three-level defects. The colours of the levels correspond to the spectra of the sub-ensembles shown
in the main panel. These two sub-ensembles are shifted in energy such that the pump laser (red
in inset and main panel) is resonant with the 1-to-2 transition for the green sub-ensemble and the
3-to-2 transition for the purple sub-ensemble. The colour dots denote the relative populations of the
ground state levels.

We can also consider hole burning in the transient regime, i.e., not at steady state but with

measurements made faster than the hyperpolarization time scale. Again we will consider an in-

homogeneously broadened ensemble of emitters with Γih = 50Γhom and a ground state splitting

∆g = 5Γhom and equal branching ratios to levels 1 and 3. One and two laser scans in the transient

regime are shown in Fig. 2.8. Here, there is a large signal from the single laser scan as the measure-

ment timescale is faster than the time it would take the probe laser to pump the sub-ensembles into

a dark state.

When the pump is added, a hole appears at zero detuning and two large anti-holes appear in the

spectrum at ±∆g. We can understand these features by considering the hyperpolarization transients

shown in Fig. 2.6d. In the transient regime the spectrum is measuring the emission at early times in

the transient which is direct proportional to the population in the addressed state. Without the pump

the populations in all the ground states of all the sub-ensembles are close to 0.5, however, the pump
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hyperpolarizes the two sub-ensembles it address (green and purple sub-ensembles in Fig. 2.8). This

unequal population is illustrated in the inset of Fig. 2.8. Thus when the probe addresses the depleted

states (green level 1 and purple level 3) there is very low signal – a hole – as there is low population.

Conversely, when the probe addresses the two high population states (green level 3 or purple level

1) there high signal – an anti-hole.

In the transient regime, the hole is not due to saturation effects as is the case in the steady-state

regime nor in the case of an ensemble of two-level emitters (as discussed in Section 2.2.2). However,

the hole can still provide a measure of the homogeneous linewidth as both the pump and probe

must address the same sub-ensemble. Equation (2.3) still holds for hyperpolarization holes [105],

although, the timescale of the linewidth measurement may not be instantaneous as in the case of a

saturation hole. The appropriate timescale in this case is the ground state thermalization time, i.e.,

the spin T1 lifetime (see Eq. (2.18) for more details on T1). For more details on hole burning in the

hyperpolarization regime see Ref. [106].

2.3 Spin Processes

In the previous section we discussed the dynamics and properties of optical transitions, i.e., transi-

tions due to electronic bound-to-bound transitions or excitonic transitions. In this section we will be

discussing the dynamics and properties within ground state levels. As mentioned above the ground

state levels (levels 1 and 3 above) can be considered to be spin levels in a non-zero magnetic field

and are the basis of a spin-photon interface. We will begin with a general discussion of these ground

state levels and transitions therein, then move into a discussion of the hyperfine interaction as well

as decohering interactions present in the ground state spin manifold.

2.3.1 Coherence

Firstly, we can note in what manner the ground state transition between levels 1 and 3 (see Fig. 2.6a)

is different from the ground-to-excited state transitions. In the ground state the energy differences

are on the order of gigahertz, in the microwave range, and at the temperatures we will be working

at, the thermal decay rate back to equilibrium is much slower than the driving rate. Furthermore,

spontaneous transition rates from 1-to-3 and 3-to-1 are approximately equal at the temperatures of

study, thus in thermal equilibrium there is equal population in both levels 1 and 3, assuming equal

degeneracies.

Most importantly, in the studies to follow the transitions from 1 to 3 will be driven in a coherent

manner, in contrast to the transitions to the excited state. The rate equation models introduced thus

far (see Section 2.2.3 for examples, see Section 4.1 for full details) are not the full description of

these systems, they are merely a classical approximation of the systems.

In the two level rate equation two numbers are tracked, N1 and N2, however, with the normal-

ization condition that N1 +N2 = 1, there’s only one degree of freedom needed to describe the full

system. A quantum mechanical description of the two level system requires a 2x2 complex matrix,
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a density matrix, ρ. The density matrix must be Hermitian, and have a trace of one, leaving three

real numbers needed to describe the system: the Bloch vector, a⃗ [107],

ρ = 1
2(I + a⃗ · σ⃗), (2.4)

where σ⃗ is a vector composed of the three Pauli matrices, [σx, σy, σz], and the requirement that

|⃗a| ≤ 1. The density matrix can represent either a pure state (|⃗a| = 1) or a mixed state (|⃗a| < 1).

In terms of state vectors, a pure state is a system that can be expressed by a single quantum state

vector whereas a mixed state is a probabilistic combination of multiple pure states.

This vector can also be mapped to spherical coordinates in a Bloch sphere as shown in Fig. 2.9

by defining our two eigenstates |0⟩ and |1⟩ as the north and south poles of a sphere. An arbitrary

pure state can be defined by a point on the surface of the sphere, as:

|ψ⟩ = sin θ2 |0⟩ + cos θ2e
iϕ |1⟩ . (2.5)

Whereas a mixed state will lie below the surface of the sphere at a location given by the Bloch

vector.

In a density matrix the diagonal values are known as populations, analogous to the populations

of levels in the classical description. The decidedly more quantum off-diagonal values are known

as the coherences of the system. On the Bloch sphere the classical states would lie at the poles and

along the Z-axis while the quantum states lie anywhere in/on the sphere.

With the addition of coherence to our system the control and dynamics become more intricate. A

transition can be described as coherent if the coherences of the density matrix remain known during

the transition. In the Bloch sphere representation this would be ensuring the phase information, ϕ,

is not lost during the transition. Coherently driving a transition will induce a rotation about an axis

in the Bloch sphere, ideally, keeping the Bloch vector at the surface of the Bloch sphere with a fixed

ϕ (see Section 6.4 for more details).

In an incoherent process the phase information is lost and the transition is only a transfer of

population between eigenstates. This is why the classical rate equations are valid as we are not in

the regime wherein the transitions are being driven in a phase coherent manner. Such a regime is

entered when the time and power of the optical drive are such that the transition can be driven faster

than any decays or dephasing processes within the system, which can be achieved with fast pulsed

lasers as applied to a variety of systems [108–110].

2.3.2 Decoherence

Now that we understand how coherent transitions differ from incoherent transitions, we can describe

the rates and manners of manipulation of the populations/coherences within the ground state that

will be relevant for the upcoming experiments in this thesis work.
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Figure 2.9: T1 and T2 decays visualized. T1 is a decay of out-of-equilibrium populations to a
statistical thermal equilibrium, in this case equal population in |0⟩ and |1⟩. T2 is a temporal decay
of coherence to a mixed state, a statistical mixture of |0⟩ and |1⟩, the origin of the Bloch sphere.
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As in the optical processes there is a decay constant associated with the decay from an out of

equilibrium population distribution back to equilibrium. In the optical processes model this was the

spontaneous decay rate ω21, in this coherent spin control model this rate is referred to as T1. This

is a decay back to a thermal statistical mixture in which the off-diagonal elements of the density

matrix are zero and the populations are determined by the Boltzmann distribution based on energy

spacing and temperature [104]:
N2
N1

= e−(E2−E1)/kT . (2.6)

In our systems of interest, based on the operation temperatures and the energy splittings, this is a

decay of populations back to a 50:50 ratio. On the Bloch sphere this can be visualized as a decay

of the magnitude of the Bloch vector from a pure state on the surface of the sphere to a mixed state

below the surface. This can be seen in Fig. 2.9.

By moving to the quantum mechanical description there is also the introduction of another

decay rate, T2. In the most general sense, this is a decay in the coherences of the density matrix,

it is a loss of phase information about the state and can be visualized using, for example, an even

superposition state on the Bloch sphere decaying to the origin as seen in Fig. 2.9. Mathematically,

this can be expressed as the decay of a coherence function, L, tracking the off-diagonal element of

a density matrix ρ:

L(t) = ⟨1| ρ(t) |0⟩
⟨1| ρ(0) |0⟩

. (2.7)

Note that in contrast to T1, a T2 decay does not change the populations but may change the

phase, ϕ, to an unknown value – this is equivalent to working with a fully mixed state and is not a

useful resource.

As is the case with optical linewidths having different definitions, so too must the physical

origins and time scales be considered for T2 decays. Two important dephasing rates are known as

T ∗
2 and T2. Analogous to the optical linewidths we can think of T ∗

2 as an inhomogeneous ensemble

dephasing (spatial or time ensemble) and the T2 as the homogeneous dephasing rate.

Thus far we have shown states in the Bloch sphere as stationary vectors, however, in reality

these vectors are precessing about the Z-axis at a frequency given by the energy splitting of the

two levels, known as the Larmor precession frequency. We can move from the lab frame where

the vectors are rotating and enter into the rotating reference frame to work with vectors that are

stationary. When working with ensembles of spins in a physical system inhomogeneities in space

or time can lead to an ensemble of frequencies, by, for example, inhomogeneities in the magnetic

field for a spin with a Zeeman interaction. However, the same rotating reference frame is used for the

ensemble of spins, leading to a distribution in frequencies about zero. An averaging of this ensemble

magnetization reveals a decay of in-plane magnetization with a time constant denoted as T ∗
2 . This

dephasing can be seen in Fig. 2.10a and b showing the X-projection of an ensemble of spins with

different frequencies oscillating in time along with the average in-plane magnetization.
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Figure 2.10: T∗
2 and T2. (a) Projection along the X-axis of an ensemble of spins with a Gaussian

spread of precession frequencies showing a decrease in magnetization when averaged. (b) The re-
sulting T ∗

2 decay of the transverse magnetization. (c) Projection along the X-axis of an ensemble of
spins undergoing phase jumps showing a decrease in magnetization when averaged. (d) The result-
ing T2 decay of the transverse magnetization.
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If we were to work with an ensemble with all the same frequency there would still be a decay

in phase information due to stochastic variations in the local magnetic field due to environmental

effects such as spin flips that cause random jumps in the phase due to spin-spin coupling [107]

(see Section 2.3.5 for more detail) or phase noise from experimental hardware [67]. Averaging the

ensemble over many iterations that have random phase jumps will lead to a decay of transverse

magnetization as shown in Fig. 2.10c and d. This is the homogeneous phase decay, T2.

It may seem purely theoretical to consider an ensemble with no inhomogeneities, however,

there are ways to measure T2 that cancel out inhomogeneities that might increase the phase decay.

These are done by driving the transition coherently to rotate the system about the Bloch sphere

such that inhomogeneities cancel out. This is known as dynamical decoupling [111] the act of

interleaving rotation pulses with wait times to eliminate deleterious terms of the Hamiltonian to

which a spin is subject. There are a range of dynamical decoupling pulse sequences that can extract

a T2 measurement and as such it is important to report the measurement method when reporting a

T2 value. The simplest measurement of T2 is the Hahn-echo pulse sequence [112] the steps of which

are shown in Fig. 2.11.

A requirement for a Hahn echo is the ability to rotate state vectors about the Bloch sphere. The

exact definition of these rotations is given in Section 2.3.3. Here it is sufficient to known that in

experiments we are able to rotate state vectors by arbitrary angles about arbitrary axes in the Bloch

sphere, e.g. a π pulse about the X-axis rotates |0⟩ to |1⟩.

A Hahn echo experiment starts by initializing the system into an eigenstate, in this case |0⟩
(Fig. 2.11a), via, for example, optical pumping to hyperpolarize the system (see Section 2.2.3). A

π/2-pulse is applied to rotate the system about the X-axis to a superposition state (Fig. 2.11b). In

the rotating reference frame the average magnetization will remain stationary but the components

of the ensemble will start to spread out. Systems with higher frequencies (red) accumulate addi-

tional phase, while the systems with lower frequencies (blue) lose phase during the first wait period

(Fig. 2.11c). After a time τ , a π-pulse is applied to rotate the system about the X-axis to invert the

system (Fig. 2.11d). Now those sub-ensembles with higher frequencies will again accumulate phase

which brings them back to the average phase and those systems with lower frequencies will again

lose phase which brings them back to the average phase (Fig. 2.11e). After an equivalent wait time,

τ , all the sub-ensembles are rephased. A final π/2-pulse (Fig. 2.11f) is applied to return the system

to an eigenstate for subsequent readout, via, in our case, an optical readout pulse (Fig. 2.11g). The

net result of this pulse sequence is the ensemble has 2τ of free evolution with static inhomogeneities

removed.
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Figure 2.11: Hahn echo pulse sequence of spatial ensemble. (a) initialization to 0 state; (b) π/2 x-pulse; (c) dark time, individual spins precess
with different frequencies (red, higher frequencies; blue, lower frequencies); (d) π x-pulse; (e) dark time, different precession frequencies rephase
the spins; (f) π/2 x-pulse moves rephased spins back to an eigenstate; (g) eigenstate readout.)
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2.3.3 Control

Next, let us discuss the manner in which we perform these rotation pulses. For our systems this

is done by applying an oscillating magnetic field at a frequency equal to the energy difference

of the two eigenstates. For a simple spin-1/2 system the oscillating magnetic field, B1, must be

perpendicular to the static magnetic field,B0, in order to drive the transition [113]. This is necessary

to drive transitions where the change in magnetic quantum number is ∆m = 1 (m = ⟨ψ|σz |ψ⟩
where σz is the Pauli-Z operator). For a ∆m = 0 transition the field oscillating field must be applied

parallel toB0 [114]. In the rotating reference frame the oscillatingB1 field will appear as a constant

field on the equator about which the spin will precess. The exact axis will depend on the phase of

the applied field.

We will consider a ∆m = 1 transition: an electron spin in a static field, Bz , along the Z-axis.

H0 = Bzγeσz, (2.8)

where γe is the gyromagnetic ratio of the electron and σz is the Pauli-Z matrix. In the lab frame

the spin precesses about the Z-axis with angular Larmor frequency ωL = Bzγe. Applying a MW

pulse with frequency ωMW and phase ϕ perpendicular to the Z-axis we get the following Hamilto-

nian [115]

H = ωLσz + 2Ω(cos(ωMW + ϕ)σx + sin(ωMW + ϕ)σy) (2.9)

where Ω is the Rabi frequency given by Ω = γe

∣∣∣B⃗1
∣∣∣. We can move to the rotating reference frame

rotating at the drive frequency, ωMW , to simplify. In this step we make use of the rotating wave

approximation [115, 116] wherein terms oscillating at ωL + ωMW are ignored as these frequencies

will be much faster than any other time scale in the system and thus average to zero. We get the

following Hamiltonian in the rotating reference frame

Hr = (ωL − ωMW )σz + Ω(cos(ϕ)σx + sin(ϕ)σy). (2.10)

Thus, a MW pulse with frequency equal to the Larmor frequency appears to the spin as a constant

field on the equator, inducing precession. The axis of rotation is determined by phase of the MW

pulse, ϕ, and the angle of rotation, θ, is determined by the Rabi frequency and the duration of the

pulse, θ = Ωt/2. A π/2 pulse about the X-axis is shown in Fig. 2.12 in both the lab frame and the

rotating frame.

Experimentally, to determine a π pulse (or any angle) a Rabi pulse sequence is performed.

After initialization a single MW pulse is applied then the populations are measured. Repeating

this sequence changing the MW pulse duration or power results in a oscillation in the measured

population as the MW transfers population back and forth between the levels.
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Figure 2.12: π/2 pulse. An oscillating microwave pulse, B1, perpendicular to the static field, B0,
drives a rotation about the X-axis of the Bloch sphere. Trajectories starting in the |0⟩ state are
shown in (a) the laboratory frame, and (b) the rotating reference frame (rotating wave approximation
applied).

2.3.4 Hyperfine interaction

Thus far, we have not talked in detail about the physical origins of the ground states considered.

Explicit description of the ground states of the defects under study will be provided in the following

sections, however, here we will consider one final aspect of the ground state applicable to both the

selenium and T centre defects, as well as any defect in a spinful environment (i.e. an environment

containing defects with non-zero spin): the hyperfine interaction. The following section follows the

descriptions in Chapter 3.1.3 of Ref. [113].

Hyperfine interactions, Hhf , in the defect systems relevant to this thesis are between the central

defect electron spin, S⃗, and the nuclear spin of a nearby nuclei, I⃗ , given by the hyperfine tensor, A,

as:

Hhf = S⃗ TAI⃗ (2.11)

where S⃗ and I⃗ are vectors of the Pauli spin operators for the individual spins.

The hyperfine interaction can be split into two components, an isotropic component known as

the Fermi contact interaction, and an anisotropic component, known as the dipole-dipole coupling.

The Fermi contact interaction has the form:

HF = aisoS⃗
TI⃗ (2.12)

where aiso is proportional to the electron spin density at the nucleus. The dipole-dipole (or dipolar)

coupling is anisotropic, depending on the orientation of the nuclear spin relative to the central spin

and the static magnetic field. The dipole-dipole coupling has the form:

HDD = S⃗ TTI⃗ (2.13)
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where T is the dipolar coupling tensor which, in the principal axes of the dipolar interaction, is a

diagonal tensor,

Td =


−T 0 0
0 −T 0
0 0 2T

 , (2.14)

where T is a scalar constant dependent on the system.

The dipolar coupling between electron and nuclear spins can be approximated with the electron-

nuclear point-dipole formula [113].

T = µ0
4πℏgeµBgnµN (3n⃗n⃗ T − 1)/R3 (2.15)

where ge and gn are the electron and nuclear g-factors, µB and µN are the Bohr magneton and

nuclear magneton, and ℏ is the reduced Plank’s constant. n⃗ is the unit vector connecting the central

electron and the nucleus (the static field is defined to be along the Z-axis) and R is the separation.

This hyperfine interaction is present for both the interaction of the central electron to any central

nuclear spins the defect may possess, as well as with non-central nuclear spins in the environment,

i.e., the spin bath.

For the spin systems we will be studying in this work the ground state structures are (ignoring

bath spins) a combination of this hyperfine interaction between an electron and nuclear spin local to

the defect and the Zeeman effect for each spin.

H = B0γeSz +B0γnIz + S⃗ TAI⃗ , (2.16)

where γe and γn are the gyromagnetic ratios of the electron and nuclear spins respectively, and A
is the hyperfine tensor including both Fermi contact and dipole-dipole interactions.

Depending on the form of the hyperfine interaction a wealth of energy levels are possible at low

magnetic fields. However, in this work we only study nuclei with spin-1/2, thus there is a common

feature the hyperfine coupled systems share: they form a singlet-triplet structure at low magnetic

fields. An example of an isotropic hyperfine interaction is shown in Fig. 2.13. In an isotropic system,

at zero field the three higher energy states become degenerate, the triplet, and the lower energy state

is a singlet of the electron and nuclear spins. At high fields, when the Zeeman energies are much

larger than the hyperfine energy, the electron and nuclear spins are good quantum numbers, i.e., Sz

and Iz commute with H . However, at low fields the electron and nuclear spins are no longer good

quantum numbers and the eigenstates become mixtures of the spin-states and the good quantum

numbers are the total angular momentum, j, and the magnetic quantum number, m.

As anisotropies are included the exact form will change but this general structure of three closely

spaced levels along with a far split lone state is seen repeatedly and we make use of the labeling

scheme of the isotropic case. Namely, the triplet is composed of T± states with m = ±1, and T0
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Figure 2.13: Isotropic hyperfine for a spin-1/2 nucleus. The low field spectrum of an isotropic
hyperfine system. Energy levels are labeled and their zero-field states in terms of electron (single
arrow) and nuclear spin (double arrow) are list. Zero-field j and m values are also listed.

with m = 0 and the singlet is labeled S0 also with m = 0. These labels and quantum numbers are

shown in Fig. 2.13.

As an aside, Fig. 2.13 shows a simple example of a system containing transitions of ∆m = ±1
(S0 ⇔ T±) and transitions with ∆m = 0 (S0 ⇔ T0). As mentioned in Section 2.3.3 the orientation

of the control pulses, B1, relative to the static field, B0, must be picked based on the ∆m of the

transition: for ∆m = 1 perpendicular B0 and B1 is required; for ∆m = 0 parallel B0 and B1 is

required [114].

2.3.5 Mechanisms of decoherence

As discussed in Section 2.3.2, decoherence (or dephasing) of the qubit causes a loss of phase in-

formation and produces a mixed state. Here we will discuss how coupling to bath spins leads to

the decoherence of the qubit. This discussion is motivated by the discussion of Ref. [117]. To stay

general we will discuss these interactions in terms of a ‘central spin’ which may be an electron spin,

a nuclear spin, or any two levels in the ground state of a solid state defect, e.g., S0 and T0 of an

electron-nuclear hyperfine coupled system. Regardless of the system we will consider a scenario

where we are driving an ensemble of spins with a microwave drive in the presence of a spin-bath.
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At low temperatures we can consider the qubit to be in the pure dephasing regime where T1 >>

T2. We will also consider no dephasing from noisy experimental hardware. In this regime coupling

to neighbouring spins in the bath via the dipolar coupling is the dominant form of decoherence. In

the surrounding bath of a central spin being used as a qubit there will be three relevant defect species

to consider; 1, the same species as the central spin in resonance with the microwave drive (i.e. same

ground states as the central spin); 2, the same species as the central spin but not in resonance (i.e. in

a different ground state outside the qubit manifold); and 3, different spins species, in silicon this is

predominately 29Si.

The Z-component of the dipolar coupling leads to an effective magnetic field that depends on

the spin state of the bath, as the bath spins flip the central spin experiences a fluctuating magnetic

field. This is known as spectral diffusion [117] similar to the spectral diffusion discussed for optical

processes as in both cases time dependent fluctuations in the environment (charges or spins) lead to

changes in transition energy which can cause dephasing.

In the static case without time-dependent spin flips the dipolar coupling can be corrected with a

π-pulse as in the Hahn-echo pulse sequence (see Section 2.3.2). This will correct for species 2 and 3

but species 1 are resonant and will also flip during the π-pulse leading to an uncorrected difference

of magnetic field before and after the π-pulse. This is known as instantaneous diffusion [113] and

has a decoherence time given by:

1
T2,ID

= πµ0ℏ
9
√

(3)
C

(
2π df

dB0

)2
(2.17)

where C is the concentration of resonant defects, and df/dB0 is the derivative of the qubit transition

frequency with respect to the static magnetic field, B0.

The final decoherence effect is flip-flops, energy-conserving pairs of flips of resonant spins due

to the X- and Y- components of the dipolar coupling. These flip-flops have two types, direct flip-

flops that involve the central spin and indirect flip-flops that involve pairs of spins in the bath (i.e.

two 29Si atoms). In Ref [117] the dephasing rate of indirect flip-flops was argued to depend linearly

on df/dB0 as the two flip-flopping species are coupled by a Z dipolar term to the central spin. Direct

flip-flops have no Z dipolar term and thus have no dependence df/dB0.

The combination of these decoherence rates leads to a phenomenological model of the T2 co-

herence time of a central spin [117]:

1
T2

= 1
T2,ID

+ 1
T2,iF F

+ 1
T2,dF F

, (2.18)

1
T2

= kID

(
df

dB0

)2
+ kiF F

(
df

dB0

)
+ kdF F . (2.19)

Where T2,ID, T2,iF F , and T2,dF F are the decoherence times for the discussed mechanisms, in-

stantaneous diffusion, indirect flip-flops and direct flip-flops respectively. k∗ are phenomenological

parameters. These decoherence mechanisms are illustrated schematically in Fig. 2.14.
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Figure 2.14: Decoherence mechanisms. Collection of decoherence mechanisms including spectral
diffusion (SD), instantaneous diffusion (ID), and direct/indirect flip-flips (dFF, iFF) as well as the
species responsible. Adapted from [117].

Here we can see that many of the dominant forms of decoherence depend on the sensitivity of

the transition energy to changes in the magnetic field, df/dB0. This leads to the idea of operating at

‘clock transitions’ where df/dB = 0 [117]. The name is derived from the use of clock transitions in

atomic clocks [118] to get extremely high stabilities as the operation condition decouples the system

from magnetic field fluctuations to first order.

2.3.6 Electron spin echo envelope modulation

While spinful defects in the environment can cause decoherence due to random fluctuations of the

spin, some of these effects can couple coherently into the system under study and be measured in

the Hahn-echo T2 transient. One such effect is known as Electron Spin Echo Envelope Modulation

(ESEEM) where oscillating spins in the environment cause oscillations in the transverse magnetiza-

tion of the spin under study [119]. It has since become popular for studying hyperfine and nuclear

quadrupole couplings in solids [113].

This effect was first observed by Ref. [119]. The qualitative explanation presented here follows

their original description. The ESEEM effect is shown schematically in Fig. 2.15 where the central
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Figure 2.15: Electron Spin Echo Envelope Modulation. (a) A nuclear spin (orange) experiences
an effective magnetic field from the central spin (blue), after the Hahn-echo spin flip of the central
electron, the nuclear spin precesses about the new effective field direction (dashed). Adapted from
Ref. [119]. (b) Oscillations appear in the Hahn-echo envelope due to the nuclear spin precession.
(c) Fourier transform of the modulation (see text).

spin under study (blue) has a dipolar coupling to a nearby non-resonant nuclear spin (orange). Each

spin experiences an additional magnetic field due to the dipolar coupling. The orientation of the

central electron produces two different dipolar fields Bd(±) at the nuclear spin depending on the

spin state of the electron, aligned (+) or anti-aligned (-) to the static field, and thus two effective

fields Be(±).

For a central electron originally in the spin up state the nuclear spin will be in an eigenstate

aligned to the Be(+) axis. After applying a π-pulse to flip the spin the effective field will flip to

Be(−). If the pulse is fast compared to the precession frequency of the nuclear spin then the flip

will be ‘instantaneous’ and the nuclear spin will not change during the pulse. After the pulse the

nuclear spin will precess about the new magnetic field direction as it is not in an eigenstate of the

new effective field. The precessing nuclear spin leads to an oscillating dipolar field at the central

electron. If the electron is then rotated π/2 the free precession signal displays interference beats in

time from the nuclear precession frequency. In practice, however, these interference beats are more

conveniently measured in a Hahn-echo sequence rather than a free precession.

A more quantitative description of the ESEEM process for a Hahn-echo pulse sequence results

in the following description of the modulation formula of the envelope [113, 119].

V (t) = 1 − k

4 [2 − 2 cos(ωαt) − 2 cos(ωβt) + cos(ω+t) + cos(ω−t)] (2.20)
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where the modulation depth, k, is:

k =
(

BωI

ωαωβ

)2

(2.21)

where ωα and ωβ are the precession frequencies from the two dipolar fields induced at the nuclear

spin and ω± are the sum and difference of these frequencies. ωα and ωβ are given by:

ωα,β =
[(
ωI +mα,β

s A
)2

+ (mα,β
s B)2

] 1
2

(2.22)

where ωI is the nuclear Larmor frequency in the static magnetic field. mα,β
s are the magnetic quan-

tum numbers of the two states of the qubit. In the case of an electron these are ms = ±1/2, in the

regime where the Zeeman Hamiltonian is much larger than the hyperfine term. Finally, A and B
contain the information about the dipolar coupling between the central spin and the nuclear spin,

and are given by:

A = aiso + T (3 cos2 θ − 1) (2.23)

B = 3T sin θ cos θ (2.24)

where θ is the angle between the vector connecting central spin to nuclear spin and the magnetic

field axis and aiso and T are the parameters of the hyperfine coupline described in Section 2.3.4.

The ESEEM modulation of the exponential T2 decay is shown in Fig. 2.15b along with the

Fourier transform showing the peaks at ωα, ωβ , and ω±. In practice however, a central spin will be

coupled to many nuclear spins within the bath. The result is simply the product of the modulation

formula for each individual nuclear spin, V ′(t) =
∏

l Vl(t), where each factor contains information

only about the central spin and one of the nuclear spins in the bath.

2.4 Spin-photon interface

A spin-photon interface is a system that can generate some form of entanglement between a long-

lived qubit state (i.e. spin) and some property of a photon. In this section we will discuss the idea of

a spin-photon interface and how it can be combined with photonic cavities to create useful quantum

information devices. This entanglement may be between spin and photon number [120], spin and

photon frequency [121], spin and chirality of the photon [122], spin and polarization [123], or spin

and a time-bin photon [124, 125]. Regardless of the physical mechanism the result is an entangled

state that has a mobile photon as one of the constituent particles which can be controlled and routed

either on chip or through a distributed network.

However, this spin-photon entanglement is just the first step for a quantum network or a quantum

computer. What is required is the entanglement of physically separated qubits which can then be

used for e.g. entanglement swapping in a quantum network or remote two qubit gates such as a

teleported CNOT [126, 127] in a distributed quantum computer. Thus, the next step is to use the spin-
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photon entanglement to generate spin-spin entanglement. In theory this is straightforward, it simply

requires a Bell-state measurement of the photons that projects the remaining spins into an entangled

state. In practice the details of the spin-photon entanglement and the manner of performing the

Bell-state measurement are system dependent.

Many proposals exist for generating high fidelity remote entanglement via photons and a recur-

ring feature of these proposals is the inclusion of photonic cavities. The use of cavities enhances

the matter-light interaction of a spin-photon interface which can lead to higher entanglement rates

and/or higher entanglement fidelities as is the case for emission-based entanglement schemes in-

cluding Refs. [124, 125]. There are also strong-coupling entanglement schemes such as Refs. [78,

128, 129] which utilize non-linearities of the spin-cavity system to generate spin-photon entangle-

ment. We will discuss both these cavity coupling methods for remote entanglement applications.

2.4.1 Purcell enhancement regime

A key metric for any light emitting atom or solid-state defect is the rate of emission. The emission

rate determines the brightness of a centre and the rate at which a centre can be used in a quantum

information processing architecture. One of the main uses of defect-cavity systems is Purcell en-

hancement which increases the emission rate of the defect. Furthermore, Purcell enhancement can

increase the radiative efficiency and decrease the effects of spectral diffusion and decoherence. The

following treatment allows us to understand this Purcell enhancement, following Ref. [130].

The origin of the spontaneous decay, Γ, from an excited state back to the ground state is coupling

between the transition and the quantized vacuum radiation field, this requires a quantum electrody-

namics treatment of the interaction, the result of which is

Γ = 2π
ℏ
µ2

egE
2
0ρ(ω0). (2.25)

Where µeg is the transition dipole moment of the transition from the excited state to ground state [94],

E0 is the electric field of the vacuum modes, and ρ(ω) is the photonic density of states at the location

of the emitter. In a vacuum this expression becomes:

Γvac =
µ2

egω
3
0

3πϵ0ℏc3 (2.26)

where ω0 is the angular frequency of the transition.

From Eq. (2.25) we can see that by modifying the photonic density of states the radiative rate

can be modified. The density of states of a photonic cavity mode as seen by the emitter placed at the

mode maximum of the cavity is

ρc(ω) = κ/(2π)
(ω − ωc)2 + (κ/2)2 , (2.27)
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which is a normalized Lorentzian with peak frequency ωc and linewidth κ. The modified sponta-

neous emission rate for the emitter placed in a cavity is

Γcav = 2µ2Q

ℏϵ0V
· (κ/2)2

(ω0 − ωc)2 + (κ/2)2 . (2.28)

Where Q is the quality factor, ωc/κ, and V is the modal volume of the cavity defined as the integral

of the electric field E⃗(r⃗) within the cavity [130]:

V =
∫
ϵ0|E⃗(r⃗)|2d3r⃗

max(ϵ0|Ẽ(r̃)|2)
(2.29)

The ratio of the decay rate in a cavity to the vacuum decay rate is the Purcell enhancement of an

emitter in a cavity, with the Purcell factor, FP given by

FP = Γcav
Γvac

= 3λ3

4π2 · Q
V

· (κ/2)2

(ω0 − ωc)2 + (κ/2)2 . (2.30)

On resonance (ωc = ω0) and accounting for the index of refraction n for an emitter in an arbitrary

medium, we get

FP = 3
4π2 · (λ/n)3

V
·Q. (2.31)

We must also consider a more realistic emitter that has, in general, more decay pathways than the

resonant optical transition discussed above. This resonant transition would be the zero phonon line

(ZPL) transition, however, there are also optical transitions to the phonon-sideband (PSB). ZPL to

PSB fraction is captured by the Debye-Waller factor, ηzpl. Furthermore, there may be entirely non-

radiative decay pathways, this is captured by the radiative efficiency, ηrad. The Purcell enhancement

is a resonant effect and only enhances the radiative ZPL emission. Thus the enhanced decay rate for

a given Purcell enhancement is [131]

Γcav = FP ηzplηradΓvac + (1 − ηzplηrad)Γvac. (2.32)

By integrating a spin-photon interface into a cavity the rate of emission is increased as the qual-

ity factor is increased or the modal volume is decreased. This also increases the radiative component

of the decay process increasing the quantum efficiency. Furthermore, a lower lifetime will decrease

the time over which spectral diffusion effects can occur, decreasing the pure dephasing linewidth.

Finally, as we will discuss in Section 2.4.2, the lower lifetime and lower pure dephasing linewidth

increases the coherence of the emitted photon. All these benefits help generate spin-spin entangle-

ment between spin-photon interfaces.
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2.4.2 Barrett-Kok entanglement and visibility

One particularly exciting remote entanglement protocol for spin-photon interfaces utilizing emis-

sion – and is thus aided by Purcell enhancement – is the one proposed by Barrett and Kok (BK

protocol) [125]. The idea is that a spin-photon Bell-state is created with the photonic degree of

freedom being a time-bin photon. These photons are routed to arrive at a beamsplitter at the same

time which erases which-path information. Recording photon arrivals at two detectors after the

beamsplitter performs a partial Bell-state measurement with a 50% success rate. Upon a successful

pattern of detector clicks (to be defined below) an entangled state is ‘heralded’. This means that

while the protocol is statistical in nature the success or failure is known. The click patterns herald

the successful creation of an entangled state.

Depending on the pattern of detector clicks one of the odd-parity Bell states will be heralded:

|Ψ±⟩ = 1/
√

2(|↑↓⟩ ± |↑↓⟩). However, an even-parity Bell state, |Φ±⟩ = 1/
√

2(|↑↑⟩ ± |↓↓⟩), cannot

be heralded hence the 50% success rate. Here odd or even parity of a Bell state is defined by the

sign of a parity measurement, σz ⊗ σz on the state: odd for negative, even for positive.

A schematic of the BK protocol is shown in Fig. 2.16. The steps of this procedure are as follows.

We assume a high cyclicity and unit efficiency: exciting a |↑⟩ spin will emit a photon and return to

the |↑⟩ spin state without a spin flip.

1. Put the two spins (A and B) to superpositions states:

1/
√

2(|↑A⟩ + |↓A⟩) ⊗ 1/
√

2(|↑B⟩ + |↓B⟩)

2. Optically excite the spin-up to excited state transition and wait for emission. This will entangle

each spin with the presence or absence of a photon, denoted |1⟩ or |0⟩ respectively:

1/
√

2(|↑A, 1A⟩ + |↓A, 0A⟩) ⊗ 1/
√

2(|↑B, 1B⟩ + |↓B, 0B⟩)

3. Perform a π-pulse to invert the spins:

1/
√

2(|↓A, 1A⟩ + |↑A, 0A⟩) ⊗ 1/
√

2(|↓B, 1B⟩ + |↑B, 0B⟩)

4. Optically excite the spin-up to excited state transition and wait for emission. Each spin will

now be entangled with a time-bin photon: a single photon is emitted early, in the first exci-

tation round (|e⟩ := |1, 0⟩), or a single photon is emitted late, in the second excitation round

(|l⟩ := |0, 1⟩).

1/
√

2(|↓A, eA⟩ + |↑A, lA⟩) ⊗ 1/
√

2(|↓B, eB⟩ + |↑B, lB⟩) =

1/2(|↓A↓B⟩ |eAeB⟩ + |↑A↑B⟩ |lAlB⟩ + |↑A↓B⟩ |lAeB⟩ + |↓A↑B⟩ |eAlB⟩)

5. Route the photons to a beamsplitter with single photon detectors on each output. If the photons

are indistinguishable the measurement of one early and one late photon photon corresponds

to measuring the photonic state 1/
√

2(|lAeB⟩ ± |eAlB⟩). Such a detection projects the spins

to a maximally entangled, odd-parity Bell state:

1/
√

2(|↑A↓B⟩ ± |↑B↓A⟩).
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Note, that this is a simplified description. There will be additional phases due to the relative arrival

time and frequencies of the photons which lead to the following heralded state [132]

1√
2

(|↑A↓B⟩ ± eiϕ |↑B↓A⟩). (2.33)

Where the plus or minus is determined by the click pattern of the two detectors and the phase is [132]

ϕ = (ωA − ωB)(τ2 − τ1) (2.34)

where ωA/B are the photon frequencies from A and B and τ1/2 are the arrival times of the first and

second photons.

Here we see why a high cyclicity transition is required: a high cyclicity ensures the spin becomes

entangled with the presence or absence of a photon in steps 2 and 4. If the transition has low cyclicity

then there is a chance that the optical excitation emits a photon but the spin flips during the excitation

and decay process. This creates the state 1/
√

2(|↓A, 1A⟩ + |↓A, 0A⟩) which has no spin-photon

entanglement and will fail to generate entanglement between the two spins.

If we assume a high cyclicity transition above then the next requirement for high fidelity entan-

glement generation is that the two photons from each emitter are indistinguishable [103]. This means

that the photons must be at the same frequency, same arrival time, and same spectral and temporal

wave-packet. The indistinguishability of photons is measured by a Hong-Ou-Mandel (HOM) inter-

ference measurement [133]. If two indistinguishable photons impinge on a beamsplitter a second-

order interference effect occurs resulting in both photons leaving the same port of the beamsplitter

— they never leave from separate ports. Suppose a polarizer is inserted before one of the ports

of the beamsplitter, as the polarization of one of the ports is rotated the incoming photons will

oscillate between maximum indistinguishablility (equal polarizations) and completely distinguish-

able (orthogonal polarizations). Recording the coincidence counts between the two outputs of the

beamsplitter there will be interference fringes as the polarization is continually rotated, the visibility

of these fringes is a measure of the indistinguishability of the photons. Specifically, if NI are the

counts at maximum indistinguishability and ND are the counts when fully distinguishable then the

visibility is V = 1 −NI/ND.

The visibility can be seen as a measure of the probability that the two photons interfere as

indistinguishable particles, with 1 − V probability that the photons act as distinguishable particles,

i.e., they pass through the beamsplitter without interference. For the BK entanglement protocol,

distinguishable photons result in no entanglement generation and result in the spins forming an

even mixture of the two odd-parity Bell states [134]. This can be seen from Eq. (2.33) which only

has odd-parity components due to the specific detector heralding pattern. Assuming everything else

is perfect the resulting spin state is a probabilistic mixture of the result from the indistinguishable

case — without loss of generality, the Bell state
∣∣Ψ+〉 — and the distinguishable case — a mixture
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Figure 2.16: Barrett-Kok entanglement. Spin-dependent emission from two spin-photon interfaces
interferes on a beamsplitter to eliminate which-path information. Upon the measurement of both an
early and a late photon (see text) an odd parity Bell state is heralded.

of the two possible outcomes, |Ψ±⟩.

ρf = (1 − V )
(1

2

∣∣∣Ψ+
〉〈

Ψ+
∣∣∣+ 1

2
∣∣Ψ−〉 〈Ψ−∣∣)+ V

∣∣∣Ψ+
〉〈

Ψ+
∣∣∣ . (2.35)

The fidelity of the entangled state is on average [132]

F =
〈
Ψ+
∣∣∣ ρf

∣∣∣Ψ+
〉

= 1
2 + V

2 . (2.36)

The visibility of two photons depends on, in the most general sense, excited state lifetime, fre-

quency detuning, homogeneous linewidth, and spectral diffusion linewidth as discussed in Ref. [103].

Spectral diffusion can be slow compared to the operation of an emitter and thus feedback and stabi-

lization of the transition energy can be performed via appropriate tuning mechanisms (electric-field

Stark tuning [135], strain tuning [136], etc.). If spectral diffusion is controlled and made negligible

the expression for the visibility is simply [137]

V = Γexc
Γhom

V = Γexc
ΓPD + Γexc

.

(2.37)

Where Γexc, Γhom, and ΓPD are the lifetime-limited, homogeneous, and pure dephasing linewidths

as discussed in Section 2.2.1.
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Figure 2.17: Cavity regimes. (a) Relevant rates in a coupled cavity-emitter system. (b) Energy
levels of the bare atom (green dashed) and bare cavity (purple dashed) as well as the hybridized
levels from the Jaynes-Cummings Hamiltonian (solid). Labels of the states are included (see main
text for definitions). (c-d) Leaky-cavity regime showing spectra and the enhanced emission rate.
(e-f) strong-coupling regime showing the split spectrum and the oscillating emission transient.

Purcell enhancement can increase the visibility of interfering photons by increasing Γexc. In-

creasing the lifetime-limited linewidth to be much greater than the pure dephasing linewidth the

photons become more indistinguishable and result in higher visibilities and higher fidelity entan-

glement from the BK protocol. This higher fidelity entanglement can then be used as a resource for

quantum computing and quantum communication applications.

2.4.3 Strong-coupling / high cooperativity regimes

In addition to the above discussion of Purcell enhancement and a possible entangling operations we

can also consider the properties of a ‘strongly-coupled’ emitter-cavity system which has alternative

remote entangling operations. This is in contrast to the ‘leaky-cavity regime’ which is the regime in

which Purcell enhancement occurs. The emitter-cavity system has three relevant rates [138]: κ the

loss rate of the cavity, g the emitter-cavity coupling rate, and γ the loss rate of the emitter. These

rates are shown schematically in Fig. 2.17a. The leaky-cavity regime is when κ ≫ g ≫ γ. The

strong-coupling regime, as the name suggests, is the regime in which the emitter-cavity coupling

is the dominant rate, g ≫ κ, γ. To understand this effect we must consider the Hamiltonian of the

emitter-cavity system, the Jaynes-Cummings Hamiltonian [138]:

H = ω0σ
†σ + ωca

†a+ g(σ†a+ σa†). (2.38)
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σ (σ†) is the atomic lowering (raising) operators of the emitter system and a (a†) is the annihilation

(creation) operators for a photon in the cavity. ω0 (ωc) is the frequency of the atomic transition

(cavity resonance). The two lowest, non-zero, eigenenergies, corresponding to states |±⟩, are

E± = ωc + ∆
2 ± 1

2

√
(2g)2 + ∆2, (2.39)

where ∆ = ω0 − ωc is the detuning between the resonant frequencies. These energy levels are

shown in Fig. 2.17b. We can consider tuning ∆ via, for example, tuning the energy levels of the

atomic system with magnetic fields, or tuning the cavity frequency with gas-deposition [139] or

laser tuning [140]. Far from ∆ = 0 the eigenstates are defined by where a single quanta of energy is

located: either the atomic system is in the excited state and there are no photons in the cavity, |e, 0⟩;

or the atomic system is in the ground state and there is one photon in the cavity, |g, 1⟩. At zero

detuning there is an anti-crossing where these two states mix as the quantum of energy oscillates

between the cavity and the atomic systems resulting in the vacuum-Rabi splitting between the |±⟩
states [138].

Note that there are no κ or γ terms in these expressions as these are irreversible loss terms

whereas the g coupling rate is a reversible interaction. This Hamiltonian, Eq. (2.38) is true for all

emitter-cavity systems but the effects of this splitting are only seen when the splitting 2g is much

larger than the loss terms which broaden the spectra.

The differences between the Purcell and strong-coupling regimes are outlined in Fig. 2.17c-f

showing the observed spectra as well as the emission time-dependence which shows oscillations

in time in the strong-coupling regime [138]. This is not unexpected as (ideally) the emission time-

dependence should simply be the Fourier transform of the spectrum. However, this oscillation show-

cases the other manner in which these regimes can be considered: the strong-coupling regime is

when an excitation in the emitter-cavity system can oscillate between a photonic excitation and an

emitter excitation (i.e. occupying the excited state) faster than either isolated system can lose the

excitation to the environment.

Finally, we can see how a strongly coupled emitter-cavity system can be used as a spin-photon

interface. If only one spin-dependent transition of an emitter is coupled to the cavity then the

vacuum-Rabi splitting is only present for the coupled spin-state as shown in Fig. 2.18b. Probing

the system at zero detuning would then give transmission or reflection that is dependent on the spin

state. This can be used to generate entanglement and perform a full Bell state measurement [128]

and can be the basis for a quantum computing architecture [78]. The schematic for this is shown

in Fig. 2.18d where two strongly coupled atom cavity systems are connected by two waveguides.

Injecting resonant light in the upper left waveguide, the light will only pass through the cavity to the

lower waveguide (or vice versa) if the cavity is also on resonance, i.e., when the spin is up. If light

is measured in the upper detector it could have been from the light passing through both cavities,

|↑↑⟩, or from passing through neither, |↓↓⟩ thus creating an even parity Bell state. Likewise a click

on the lower detector heralds an odd parity Bell state.
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Figure 2.18: Strong coupling entanglement. (a) A three-level system within a cavity with one tran-
sition resonant to the cavity can exhibit spin-dependent cavity spectra. (b) Strong-coupling regime:
vacuum-Rabi splitting of the cavity spectrum when the spin is in the coupled state. (c) High coop-
erativity regime: dipole induced transparency occurs when the spin is in the coupled state. (d) Two
four-port cavity coupled spin-photon interfaces with spin-dependent cavity spectra as in (b) or (c)
can generate entanglement via performing a parity measurement by probing along attached waveg-
uides (see text).
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In addition to the strong-coupling regime there is the high cooperativity regime that is in some

sense between the strong-coupling and leaky-cavity regimes. The cooperativity of a cavity-atom

system is a single value that captures all the relevant rates [52, 138]:

C = (2g)2

κγ
. (2.40)

This is a ratio of both the cavity-atom coupling to the cavity and atom decay rates. While the strong

coupling regime is when g ≫ γ and g ≫ κ the high cooperativity regime is a less stringent

requirement, only needing C ≫ 1.

In this regime there is not vacuum-Rabi splitting, however, dipole induced transparency can

result in a similar effect [128]. Dipole induced transparency can result in a dip in transmission that

can be used for entanglement in the same manner as in the strong-coupling regime [128]. This

transmission dip scales as [52]:

T = 1
(1 + C)2 . (2.41)

This effect is illustrated schematically in Fig. 2.18c.

2.5 Defects of interest

We have now discussed, in a general sense, the details and features of spin-photon interfaces: the

properties and dynamics of the optical transitions and the ground state spin, along with the in-

corporation of these interfaces into photonic cavities and use as sources for remote entanglement

generation. We will now briefly discuss some spin-photon interfaces and the state of art in the liter-

ature.

Afterwards we will discuss the two specific spin-photon interfaces that will be studied for the

remainder of this work: singly-ionized selenium-77 and the radiation damage centre known as the

T centre. We will discuss the known properties relevant for the following work as well as provide

the context for their study, the remote entanglement method most suitable, and remaining open

questions.

2.5.1 Literature review

As discussed, spin-photon interfaces have the ability to generate long-range entanglement of their

spin components through their photonic interface. This extremely useful ability has led to many

research endeavours into many different solid-state spin-photon interface systems. Here we will

discuss a few of the more developed systems.

Colour centres in diamond, especially the NV− centre, are some of the most well studied with a

nearly complete microscopic model developed back in the 1970s [141]. Composed of a substitu-

tional nitrogen paired with a carbon vacancy, when in the negatively charged state, NV−, the defect

possesses a spin singlet in the ground state with spin-dependent transitions in the visible wave-
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length, 637 nm (1.95 eV) [141]. Importantly, the NV− centre displays optically detectable magnetic

resonance (ODMR) at room temperatures with individual centres having been detected with ODMR

in a room temperature confocal experiment [142].

Optically, NV− centres possess a short excited state lifetime, ∼ 10 ns [143], with a high radiative

efficiency > 70% [144], although with a low Debye-Waller factor, ∼ 3% [145]. The NV− centre

has been incorporated into nanophotonic waveguides [135], and cavities [131] with Purcell factors

of ∼ 70 [131]. High visibilities from emission of two separate NV− centres has been measured and

entanglement has been generated using the Barrett-Kok entanglement protocol [132]. In the ground

state, coherence times of ≈ 1 ms have been measured at temperatures of 300 K [146]. The nuclear

spin of carbon-13 in the surrounding lattice has been used as a quantum register [147] with up to 50

nuclear memories coupled to a single NV− centre [148].

While there are many promising experimental demonstrations of NV− centre as a spin-photon

interface there are a few downsides to the NV− center. The wavelength of the emission is not

suitable for silicon photonics and the telecommunication network, requiring conversion to a longer

wavelength. The Debye-Waller factor is low, with large emission into the phonon sideband. This

requires photonic cavities to isolate the ZPL emission. Furthermore, due to the lack of inversion

symmetry the NV− is highly susceptible to charge noise resulting in large spectral diffusion [136].

Silicon-vacancy centres have been studied as an alternative as these have better optical properties:

Debye-Waller factor of 71%, low spectral diffusion, and very coherent emission [149]. However,

the SiV has worse ground state coherence properties, requiring milliKelvin temperatures for good

performance [150]. Other group IV-based defects in diamond — GeV, SnV, and PbV — are also

being studied [151].

Defects in silicon-carbide are a relatively recent area of study with a collection of promising spin-

photon interfaces. Silicon-carbide has commercially available six inch wafers [152], it is a com-

plementary metal-oxide-semiconductor compatible material [153, 154] and has a rapidly growing

integrated photonics library[155]. As in diamond, a large range of colour centres are present in

SiC [155, 156], of which the silicon vacancy centre, VSi, has garnered particular interest. VSi has

emission at 900 nm (1.4 eV) and Debye-Waller factor of 40% at 4 K [157], and a radiative efficiency

of > 20% [158]. The VSi centre has the benefit of having inversion symmetry and is very insen-

sitive to charge noise resulting in very low spectra diffusion, and a homogeneous linewidth only a

factor of two larger than the lifetime-limited linewidth [159]. Coherence times (Hahn echo) at room

temperature of 80–160 µs [160, 161] and coherent coupling to a 29Si nuclear spin via an ESEEM

signature in a Hahn-echo measurement have been measured. [159].

Single VSi have been isolated and studied [159, 160]. Vsi have been integrated into waveg-

uides and retain their optical coherence [162] and have been integrated into cavities [50, 163, 164]

showcasing a three- to ten-fold reduction in emission lifetime from Purcell enhancement and a co-

operativity of 1.4 [163].

Quantum dots epitaxially grown and self-assembled on III-V semiconductor substrates can be

made to emit in the telecommunication band [165–167] – along with the spin of the bound elec-
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tron or hole in the dot this comprises a solid-state spin-photon interface. These dots are randomly

grown resulting in a large inhomogeneous broadening in ensembles [168] due to local strain, size,

etc. ZPL fraction can be 90% for InGaAs dots at 4 K [168], near unity indistinguishability has

been demonstrated [169], and high quantum efficiencies have been achieved [168]. Integration into

cavities (FP =7.6) [169] with confocal access and within waveguides have also been realized [170].

The coherence times of dots have been measured to be as high as 4 µs (Hahn-echo, 4 K) with

advancement in fabrication to remove lattice mismatch [171].

With their excellent optical properties a range of technical milestones have been reached in-

cluding spin-photon entanglement of the emission and the spin of single carriers (electrons or

holes) within the quantum dot [172, 173], the generation of entanglement between separate quan-

tum dots [174], and to create photonic cluster states [175]. There are even commercially available

products that make use of cavity coupled quantum dots for single photon emission [176]. However,

some drawbacks exist: due to the random nature of the self-assembly process fabrication requires

first identifying dots and then fabricating cavities and devices around the dots [168]. Furthermore,

to scale up the system and integrate into silicon photonic based networks a hybrid approaches is

necessary requiring evanescent coupling to silicon waveguides and cavities [64].

Rare-earth ions in crystalline hosts are another promising category of spin-photon interfaces.

Rare-earth ions such as Yb, Nd, or Er possess intra-4f transitions that are well shielded by re-

maining valence electrons resulting in a very environmentally insensitive optical transition [177].

This insensitivity allows for the integration into a variety of crystalline hosts, including yttrium

orthvanadate (YVO), yttrium orthosilicate (YSO), or silicon, without the optical properties chang-

ing appreciably. Depending on the rare-earth ion studied the optical transitions are generally in the

range of 800–1000 nm (1.24–1.55 eV), however, erbium possess an optical transition near 1550 nm.

The high insensitivity gives near unit radiative efficiencies [178], although at the cost of long ex-

cited state lifetimes 0.1–10 ms[179, 180]. The emission is very coherent with near lifetime-limited

linewidths [179, 180]. The shielding from the environment can also produce extremely long coher-

ence times of the ground state qubit with a six-hour coherence time at 2 K [181].

Rare earth ions have been incorporated into nanophotonic cavities, both native to the crystalline

host [179], and evanescently coupled to silicon photonic cavities [63, 178]. Purcell enhancements

of 700 (assuming unit radiative and ZPL efficiencies) have been achieved [178] and single centers

have been identified [179, 180]. Photon mediated entanglement generation has been demonstrated

with two rare-earth ions in the same cavity [182]. Finally, nuclear spins in the host lattice have been

utilized as a register of quantum memory [51].

Erbium in silicon is a subset of the above but is worth mentioning in detail as it is another spin-

photon interface that satisfies a lot of the ideal requirements of a scaleable spin-photon interface,

as discussed in the introduction. As with the other rare earth ions, erbium in silicon possesses high

radiative efficiency transition but with a transition at 1550 nm (0.8 eV) putting it directly in the C-

band of telecommunication networks. The excited state transition is long, 0.1–1 ms and dependent

on the sub-ensemble measured, yet can be much shorter than erbium in other crystalline hosts [183].
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Erbium in silicon has been incorporated into silicon photonic waveguides [183, 184] with very

narrow homogeneous linewidths, 20 kHz [183]. Single centres have been coupled to silicon photonic

cavities with lifetime reductions of 60 [53].

2.5.2 Selenium

Selenium is a group-VI element which acts as a double donor when in a substitutional site in sili-

con [91] (shown in Fig. 2.19a). Through Fermi level tuning (e.g. boron compensation [77] or surface

effects [186]) the selenium double donors can be singly ionized leaving a single unpaired electron

in the ground state that is very tightly bound to the nucleus. In contrast to phosphorus, a group-V

single donor in silicon with a binding energy of 45.6 meV [90, 91], Se+ has a binding energy of 593

meV for the remaining electron [72, 91]. The high binding energy means that excited state levels

are spaced such that the ground to first excited state transition is in the optical regime, 2901 nm

(437 meV) [72].

In the ground state of Se+ the electron is in a spherically symmetric 1s orbital which is split

into 6 sub-levels from the six-fold valley degeneracy of the silicon conduction band [69]. Valley-

orbit interactions lift this degeneracy to a singlet, 1s:A; triplet, 1s:T2; and doublet 1s:E as shown

in Fig. 2.19b. Further spin-valley interactions split the 1s:T2 into a singlet, 1s:T2Γ7; and a doublet,

1s:T2Γ8 via a spin-valley interaction. Additional details on the orbital structure of the Se+ system

are given in Ref. [69]. Finally, the 77Se isotope possesses a spin-1/2 nucleus (the only stable isotope

to possess a spin) creating an isotropic hyperfine interaction with aiso = 1.66 GHz [69, 98].

The ground state Hamiltonian for the 77Se+ system — analogous to that of phosphorus — is [69,

77]

H = geµB

h
B0Sz − gnµN

h
B0Iz + aisoS⃗ · I⃗ (2.42)

where ge, and gn are the electron and nuclear g-factors, 2.0057 and 1.07 respectively [98], and aiso

is the hyperfine constant, 1.66 GHz [98]. µB and µN are the Bohr and nuclear magnetons, h is the

Plank constant,B0 the static magnetic field, and S⃗ and I⃗ are the Pauli spin operators for the electron

and nuclear spins.

In many ways 77Se+is similar to phosphorus in the ground state, however, the key differences,

and the reason 77Se+was investigated, have to do with the optical transitions available. In phospho-

rus the only transition is a weakly bound excitonic transition that does not interact strongly with

light and has very low radiative efficiency [67] due to the indirect bandgap of silicon and Auger

recombination [96, 187]. 77Se+on the other hand has a bound-to-bound optical transition that, al-

though forbidden according to effective-mass theory, is symmetry allowed [69] and so was expected

to have a high transition dipole moment. Furthermore, initial estimates expected very high radia-

tive efficiencies [74] as a seven phonon decay would be needed for a non-radiatve decay. Both of

these made 77Se+a promising candidate for a spin-photon interface. The main drawback is the op-

erational wavelength of 3 µm: while optical fibers and integrated photonics are available at this

wavelength, detectors and lasers at this wavelength are still in their nascency compared to the in-
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Figure 2.19: Singly ionized selenium-77. (a) Se+ is a substitutional donor with a single unpaired
bound electron. (b) Energy levels of 77Se+ showing the ground state and first excited states as
well as Zeeman/Hyperfine interactions at field (adapted from [185]. (c) Absorption spectrum of the
77Se+ 1s:A to 1s:T2:Γ7 transition for silicon with a natural abundance of isotopes and isotopically
purified 28Si (note the 28Si spectra is shifted in energy to account for the isotopic shift in bandgap).
(Insets) Predominant nearest neighbour isotopic compositions of the three peaks in the natural sili-
con spectrum (28Si are not labeled for simplicity).
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dustry standard fiber communication bands: O-band (original-band): 1260–1360 nm, and C-band

(conventional-band): 1530-1565 nm [188].

Initial studies of 77Se+in isotopically purified 28Si showed that in the absence of isotopic inho-

mogeneous broadening the hyperfine singlet and triplet states in the ground state could be resolved

optically at zero field [69, 98]. The absorption spectrum in both natSi and 28Si is shown in Fig. 2.19c.

Preliminary work used this fact to allow optical hyperpolarization and readout, which, along with

MW drive fields, allowed coherent control of the S0 ⇔ T0 qubit (see Section 2.3.4) at low field

and showed a Hahn-echo T2 of 2.14 ± 0.04 s [69]. Further work showed a T1 of over 4 hrs at low

temperatures, 2 K, and with sufficient protection from blackbody radiation [77].

Following studies of the optical properties [77] showed a transition dipole moment of 1.96 ±
0.08 Debye indicating a strong interaction with light in absorption. Properties of the emission were

also pinned down showing a Debye-Waller factor of 16±1 % and a radiative efficiency of 0.80 ±
0.09 % [77]. As a spin-photon interface operating in a cavity in the strong-coupling regime (see

2.4.3) would be the most viable avenue forward, assisted by the high transition dipole moment. It

was predicted that a cavity with a modal volume of (λ/n)3 and a quality factor of 104 would be

sufficient for a cooperativity of 1 [77].

In addition to selenium, both sulfur and tellurium are expected to have promising optical and

spin properties as they are also chalcogen double donors. 33S has a spin-3/2 nucleus meaning a

hyperfine interaction could be optically accessible in the ground state. Further work to study 33S

could definitely be fruitful. 125Te has a spin-1/2 and a ground state hyperfine splitting of ≈3.5 GHz

and has also been studied for quantum computing [186].

The operation of the 77Se+spin-photon interface in the strong-coupling regime as the basis for

a networked silicon based quantum architecture is outlined in both Ref. [69] and Ref. [78]. In both

cases the incorporation of 77Se+into silicon photonic cavities based in a silicon-on-insulator (SOI)

integrated platform is required. As commercially available SOI is predominately natural silicon

rather than isotopically purified 28Si, work towards studying the 77Se+system in natural silicon

was undertaken for this thesis work. The goals of this study were to demonstrate coherent spin

control with optical initialization and readout despite the inhomogeneous linewidth obscuring the

singlet-triplet splittings (see Fig. 2.19c) as well as to investigate the coherence properties of the
77Se+ system in the presence of 29Si spins. In fact, the 29Si spins can be very close to the 77Se+,

the inset of Fig. 2.19c shows the nearest neighbour silicon isotopes causing shifts in the transition

energy [98]. This means that those 77Se+ with the highest coupling to 29Si spins can be optically

selected and studied for possible quantum computing applications. The results of these investigation

are presented in Chapter 5.

2.5.3 T centre

In addition to defects like selenium and phosphorus which occupy a substitutional site of silicon,

introduced by implanting or diffusing the element into the silicon lattice, there are radiation damage

centres that are created by appropriate lattice damage and heat treatments [80, 86]. The T centre
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is one such defect, a multi-particle radiation damage centre [189–191], named ‘T’ as the chemi-

cal composition and structure were unknown at the time of its discovery. The proposed chemical

composition is two inequivalent carbons occupying a substitutional site in silicon with an additional

hydrogen and an unpaired electron in its ground state [191]. The chemical composition is shown in

Fig. 2.20a. The T centre is capable of binding excitons which have a ZPL recombination energy of

935 meV (1326 nm ) putting it in the telecommunication O-band.

While the T centre had been known and studied for many years, quantum information prospects

were only realized in 2020 [70]. The unpaired electron in the ground state possesses a paramagnetic

spin, which, when paired with the spin dependent excitonic transition in the telecommunication

O-band, made the T centre an exciting spin-photon interface for further study.

In the bound exciton excited state the ground state electron and exciton electron pair to form

a singlet, the remaining spin-3/2 hole is split by the lowered symmetry of the T centre resulting

in the spin-1/2 TX0 state and a higher energy doublet TX1 1.76 meV above TX0 [191], a level

diagram is shown in Fig. 2.20b. The spin-1/2 TX0 state exhibits a strong anisotropy with gh ranging

from 0.85 to 3.5, while the unpaired electron in the T centre ground state has an isotropic spin with

ge = 2.005 ± 8 [70] (although a small anisotropy was recently observed [108]). The ground state

electron and excited state hole splittings lead to four optical transitions labeled A, B, C, D from

lowest to highest energy, this is shown in Fig. 2.20b.

Initial magnetospectroscopy of the centre revealed that there are 12 inequivalent pairs of a pos-

sible 24 T centre orientations within the silicon lattice [70, 87]. It is these orientations and the high

anisotropy of the hole that leads to the large range of gh values. In the ground state the electron

was shown to have an anisotropic hyperfine interaction with the nuclear spin of the hydrogen. In the

diagonal basis the hyperfine tensor is [108, 192]

A =


−4.03 ± 0.01 MHz 0 0

0 −2.93 ± 0.01 MHz 0
0 0 4.50 ± 0.01 MHz

 (2.43)

The energy levels at low field are shown in Fig. 2.20b.

Photoluminescence spectra are shown in Fig. 2.20c, showing both non-resonant excitation and

resonant excitation (data from [70]) wherein the TX0 transition is driven resonantly and the emission

is measured with a spectrometer. In both excitation methods the PSB to lower energy is visible,

although for the non-resonant excitation spectra the PSB is superimposed over broadband emission

from other radiation damage centres [70, 82]. The lifetime of the transition was measured to be 940±
10 ns with a 0.23 ± 0.01 Debye-Waller factor [70]. The radiative efficiency has not been precisely

measured only a theoretical radiative efficiency in the range of 0.19–0.72 from DFT modelling [193]

and an experimental lower bound of 0.03 [88].

Thermal activation from TX0 to TX1 is possible for elevated temperatures leading to dephasing

and large homogeneous linewidths [70]. At low temperatures below 2 K when thermal activation

from TX0 to TX1 is frozen out the inhomogeneous linewidth in natural and isotopically purified
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silicon is 6.5 GHz and 33 MHz respectively [70]. Absorption measurements determined a transition

dipole moment of 0.73 ± 0.02 Debye [70] (assuming unit radiative efficiency) requiring a cavity

with modal volume (λ/n)3 and a Q factor of 104 to achieve a cooperativity of 1.

In addition to measuring the optical properties Bergeron et al. [70] studied the coherence prop-

erties of the ground state spins – both the unpaired electron and the hydrogen nuclear spin. In

isotopically purified silicon the coherence times of the electron and nuclear spins were measured to

be 2.1±0.1 ms and 1.1±0.2 s respectively, with T1 lifetimes longer than 16 s [70].

The excellent coherence times, taken with the very appealing and technologically accessible

telecommunication optical transition made the T centre an exciting candidate for quantum infor-

mation studies. Further work incorporated T centres into silicon-on-insulator samples via implanta-

tion [87] and confocal measurements of SOI samples resulted in the first isolation of single spins in

silicon [88].

As the basis of a quantum network, the T centre could be utilized as either an emissive defect

in the Purcell regime or in a cavity-atom system in the strongly coupled regime. In either case, the

T centre would need to be integrated into silicon photonic cavities and connected via waveguides.

Further studies would be required to establish the coherence properties of the optical transition

in integrated photonics to inform the cavities necessary for entangling procedures. While spectral

diffusion linewidths have been measured in both unpatterned SOI (1 GHz) and patterned devices (>

660 MHz) [87, 88] the homogeneous linewidth had not been measured. This thesis work investigates

the optical properties, including the homogeneous linewidth, of integrated T centres along with

comparisons to other materials.
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Chapter 3

Experimental Techniques and Sample
Preparation

In this chapter we will discuss the preparation process and details of the samples studied in the thesis.

In addition we will discuss the experimental setups and techniques used to study the samples.

3.1 Optical spectra

In addition to the experimental details specific to the selenium and T centre work, here we will

present a general discussion of optical spectra measurements. These techniques for measuring op-

tical spectra are important for understanding the samples and the centres of interest and will be a

common results among the following chapters.

Firstly, a transmission spectrum can be measured by sweeping the wavelength of a laser across

a transition and measuring how much light is transmitted through the sample. An example is shown

in Fig. 3.1a-b. A transmission spectrum can also be measured in a non-resonant manner by using

a broadband excitation source and using a spectrometer, such as a Fourier-transform interferometer

(FTIR) or grating spectrometer, to measure the transmission spectrum. A transmission spectrum,

I(ω), can be converted to an absorption spectrum, α(ω), as

α(ω) = − 1
L

ln I(ω)
I0(ω) (3.1)

where L is the length of the sample measured and I0(ω) is a reference spectrum without the sample.

An absorption spectrum factors out the sample geometry and results in a spectrum that is consistent

between samples that used to determine concentration of a defect via the transition dipole moment

or vice versa [94, 185].

In the same manner that a transition can be studied in transmission it can also be studied in

emission by sweeping a resonant laser across the transition and measuring the emission from the

sample (Fig. 3.1c). The monitoring of the emission can be done in the lower energy phonon sideband

as this allows the probe laser to be filtered out. The probe laser can also be removed via time-gating:
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Figure 3.1: Optical spectra. (a) Schematic of a transmission measurement: a sample is probed with
light, the ratio of output to input intensities at a given wavelength gives the transmission spectrum,
(b) Selenium spectrum showed as an example spectrum. (c) Schematic of a photoluminescence
excitation (PLE) spectroscopy measurement: a sample is probed with light and any resulting lumi-
nescence from the photon sideband is collected to create a spectrum. (d) T centre PLE spectrum
shown as an example spectrum collecting emission in the phonon sideband. (e) Schematic of a
photoluminescence (PL) measurement: a sample is illuminated with aboveband gap light driving
emission from emitters in the sample. The spectrum of the emitted light gives a PL spectrum, f) T
centre PL spectrum shown as an example spectrum (from [70]).
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by pulsing the probe and only measuring luminescence after the pulse. In this case all emission can

be recorded. This is known as photoluminescence excitation (PLE) spectroscopy, an example of

which is shown in Fig. 3.1c-d.

In addition to resonant excitation, the emission of a sample may be studied non-resonantly via

above bandgap excitation and photoluminescence spectroscopy. An above bandgap excitation with

energy greater than the bandgap energy excites free excitons. These excitons my bind to defects

where they can recombine to generate emission. Above bandgap excitation can also generate emis-

sion from bound-to-bound transitions such as in Se+ as seen in Ref. [69]. This can be explained as

follows: without excitation neutral Se will be compensated by neutral acceptors such as B to create

Se+ and B− defects; when excited by above bandgap light, the B− will be neutralized by the created

holes from the excitation; a donor-acceptor transition can again compensate the Se+ to Se++ and

B to B−; finally the Se++ can capture an electron from the above bandgap excitation which will

undergo a phonon cascade to the first excited state of Se+ before decaying to the ground state and

emitting a photon. In either case, this is known as photoluminescence (PL). A sample is excited and

a spectrum of the emitted light is measured with e.g. a FTIR or a grating spectrometer. An example

is shown in Fig. 3.1e-f. Additionally, a system can also be driven resonantly with the spectrum of

emission measured as above, this is known as resonant photoluminescence.

3.2 Selenium

This work aims to measure the ground state properties of the singly-ionized selenium-77 isotope

system (77Se+) in a natural silicon environment. This requires a natSi sample with sufficient 77Se+

concentrations, a cryogenic environment, and a setup in which to perform optically detected mag-

netic resonance (ODMR).

3.2.1 Sample

The sample used was originally created for the work in Ref. [77] as part of my Masters work. The

base material of the sample is a 1–5 Ω-cm P-type natural silicon wafer (0.5 mm thick), measured

to have [B] = (4.7 ± 0.7) × 1015 cm−3. The high resistivity is selected to compensate the selenium

to produce singly-ionized selenium. We perform a high temperature diffusion of selenium into the

wafer at 1200 ◦C for 7 days with a solid 77SeO2 diffusion source sealed together with the sample

in a quartz ampule. We use 77SeO2 as silicon sublimates intensely in selenium vapour resulting in

gross physical damage to silicon surfaces whereas SeO2 has been successfully used to diffuse into

silicon without surface damage [194]. The oxygen creates a passivating SiO2 surface through which

the selenium diffuses without etching. From the solubility and diffusivity of selenium [195] we

expect a nearly uniform selenium profile with a concentration > 1016 cm−3 in excess of the boron

concentration. We confirm the compensation of all the boron my measuring the boron split-off band

hole transition, 2p′ [196], see Refs. [77, 185] for more details.
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Figure 3.2: Experimental setup for selenium studies. Lock-in measurements are made on the
transmission of light through the selenium sample with a probe laser and an optional pump laser.
The sample is in a liquid helium immersion dewar, with Helmholtz coils around the sample. A
resonator (illustrated as a coil around sample) is used to deliver the MW driveB1 field, either pulsed
(arbitrary waveform generator, AWG) or continuous. ND filters and a shutter allow for power control
and pulsing of the laser.

After diffusion the sample was polished and etched in 10:1 HNO3:HF to remove the surface

oxide and any shallow diffused contaminants (Al, Ga, and As [185]) in the surface of the sample

(≈ 100 µm removed). The sample was then scribed and split into 4 pieces which were stacked to

have a higher absorption of the probe laser and therefore a greater optical depth when illuminated

normal to the surface.

3.2.2 Experimental setup

The experimental setup shown in Fig. 3.2 is used to perform a variety of optical and magnetic

resonance measurements on the selenium sample including optical wavelength scans, hole burning,

continuous wave (CW) ODMR, and pulsed ODMR.

At the center of the setup is a Janis liquid helium immersion dewar which is used to cool the

sample to 1.4 K by pumping on the helium bath below the superfluid lambda transition. The sample

is mounted in a loop-gap resonator to generate the B1 field: the sample is mounted within a quartz

tube (14 mm ID, ∼ 50 mm long) which is wrapped in copper tape with a slit cut down the length,

moving a paddle with copper tape closer or further from the slit changes the capacitance of the

resonator and changes the resonant frequency. The paddle is mounted such that it can be adjusted

via a rod extending to the top of the sample rod for in-situ tuning. MW signals are coupled into the
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resonator with a loop terminated coaxial cable. The resonator was tuned to the proper resonance

after every cooldown using a network analyzer.

Surrounding the dewar are homemade Helmholtz coils – to generate the static magnetic fieldB0

– positioned along two axes of the setup: parallel and perpendicular to the B1 field. These coils are

powered by an Agilent E36232A sourcemeter to provide current through the coils. The sourcemeter

is, in turn, connected to the controlling PC allowing a fully remote control of the magnetic field

environment. The coils were calibrated with a Gaussmeter, confirmed by the known splittings of the
77Se+ T+− transitions [69, 98].

MW signals to the resonator are generated using either a Agilent E8257 signal generator for

CW excitation or an Agilent M8190A arbitrary waveform generator (AWG) for pulsed excitation.

In both cases an optional 45 dB MW amplifier can be included to increase the power with 5, 10,

20 dB attenuators for fine tuning. The AWG was used to supply arbitrary pulsed MW waveforms

to the resonator with control of both frequency and phase. For pulsed experiments a PulseBlaster is

used to send triggering pulses to all relevant instruments, including the AWG, optical shutter, and

lock-in.

The sample is excited optically by either one or two Nanoplus 2902 DFB diode laser with

individual power control from separate ND filter wheels and individual wavelength tuning provided

by either a Thorlabs ITC4001 or an SRS LDC500 laser diode controller with approx5 nm of tuning

range. The ITC4001 was originally used but was upgraded to an SRS LDC500 as it has better current

stability. The probe laser is modulated with a 1 kHz optical chopper and aligned to pass through the

sample and be focused onto the detector. The probe also passes through a shutter for pulsed control.

The optional pump laser is aligned to pass through the sample avoiding the detector. Transmitted

light from the probe is measured with a Teledyne Judson Technologies liquid-nitrogen-cooled InSb

detector with a filter (cutting off above 3 µm) within the detector also cooled by the liquid nitrogen.

An external CaF2 lens is used to focus the laser light onto the detector area. Lock-in detection is

performed using a Zurich MFLI lock-in along with the 1 kHz optical chopper modulating the laser.

Continuous wave optical detected magnetic resonance

Experimentally we make extensive use of optically detected magnetic resonance (ODMR) which

consists of the application of microwave (MW) frequencies to the resonator which changes the

ground state populations resulting in a change in the transmission of a pump laser.

In the case of continuous wave (CW) ODMR we excite the sample with the chopped laser and

apply a single MW tone to the resonator. Without the MW tone the laser will hyperpolarize the

system, pumping the system into dark states resulting in low absorption, i.e., high transmission.

If the MW frequency is present and resonant with any transitions between the hyperpolarized and

depleted states the system will depolarize, bringing population back in resonance with the pump

laser. We measure this as a reduction of transmission of the pump laser using a lock-in measurement

with a long time constant relative to the chopping speed, generally 30 ms with a 12 dB/octave
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Figure 3.3: Pulsed ODMR transient readout. Schematic diagram of how the transient area is
measured which is proportional to the population (denoted ⟨σz⟩) in the state the laser is resonant
with. The equation shows how the area is approximated based on the area of two measurement
windows.

frequency filter roll off. In this manner the MW frequency can be swept and a transmission vs MW

frequency spectrum can be measured.

Pulsed ODMR

For pulsed ODMR we initially hyperpolarize the system as before, however, in this case a shutter is

used to block the light while the MW pulse(s) are applied. Upon opening the shutter a subsequent

hyperpolarization transient will occur, the depth of which will be a measure of the population in

the addressed state (see Section 2.2.3). We take the area above the transmission transient to be pro-

portional to the population in the addressed state. We again perform a lock-in measurement of the

transmission but with a much shorter time constant, generally 2 ms with a 24 dB/octave filter roll

off. To obtain the transient area – specifically the area above the transmission vs time transient (see

Fig. 3.3) – we integrate the demodulated signal for a measurement window during the transient and

subtract from it an integrated signal from a later measurement window after the transient has disap-

peared. Figure 3.3 shows a schematic diagram showing this transient measurement. The integration

is either done in post-processing of the recorded demodulated signal or the demodulated signal is

output from the lock-in to a voltage-to-frequency converter and a counter is used to measure output

of the converter. The counts for each measurement window are an analog measure of the area below

the transmission versus time transient.
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The pulsed measurements we perform are Rabi measurements (see Section 2.3.3) and Hahn-

echo measurements (see Fig. 2.11). A Rabi measurement allow us to calibrate the system to obtain

the pulse duration for π/2 and π pulses. These calibrations depend on the transition probed, the set

MW power, the cavity coupling and cavity Q factor. As such, we repeat the Rabi pulse calibration

every day to account for changes during cooldown and for every magnetic field and frequency to be

used.

For the Hahn-echo pulse sequences we use a method known as phase-cycling [69] to obtain

echo transients. For every dark time set we measure two Hahn-echo pulse sequences with different

initial π/2 pulse phases and take the difference of the transient measurements. The only difference

between the two pulses is the phase of the initial π/2 pulse. As discussed in Section 2.3.3 the

phase of a MW pulse changes the axis of rotation, the two phases used differ by 180 degrees to

have an initial X and an initial -X pulse. These phases are set by the AWG. The result is that each

pulse sequence refocuses the system to different eigenstates ±Z. The two Hahn-echo signals will

decay from a maximal/minimal signal to an intermediate signal. The difference signal decays from

a maximum to zero. This Hahn-echo method removes any background and importantly any slow

drift in the system.

3.3 T centre

In this thesis we integrate the silicon T centre with silicon photonic waveguides. This requires an SOI

compatible T centre fabrication recipe, the designing and fabrication of silicon photonic devices, and

a measurement apparatus able to probe the hundreds to thousands of on-chip devices at cryogenic

temperatures. Here we present the fabrication steps for the SOI sample as well as a description of the

photonic devices printed, and a description of the cryogenic alignment and measurement rig. Finally,

descriptions of additional bulk ensemble samples and measurement procedures are discussed.

3.3.1 Integrated photonic sample

The sample creation process begins with a 8 inch wafer of Czochralski SOI with a 220 nm device

layer (P-type, 50–100 Ω-cm) atop a 3 µm buried oxide layer all mounted on a 700 µm silicon handle.

The T centres are generated following the recipe from Ref. [87]: a two-step carbon and hydrogen

implantation scheme.

1. Carbon-12 implant at a dose of 7 × 1013 cm−2 and energy of 38 keV.

2. A rapid thermal anneal (RTA) at 1000 ◦C for 20 s in an argon background to substitutionalize

the carbon.

3. Hydrogen implant at a dose of 7 × 1013 cm−2 and energy of 9 keV. This is to both introduce

hydrogen and generate interstitial carbon.
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4. The wafer is diced to 2 cm×2 cm squares using a rough-cut manual cleave followed by a

precision deep-etch dicing process.

5. An anneal in 100 ◦C de-ionized water for 1 hour to increase hydrogen concentration.

6. RTA at 405 ◦C for 4 minutes.

Implantation was performed by Innovion, the first rapid thermal anneal was performed by Marvell

Nanofab. Simulations of the implantation profiles using the TRIM software are shown in Fig. 3.4a

along with a secondary ion mass spectrometry (SIMS) measurement of the carbon before the final

heat treatment. This SIMS measurement was done by EAG Laboratories. Note that the exact depth

of SIMS measurement may not be accurate as there was a contamination on the surface as noted by

the EAG technicians. The peak at 260 nm is indicative of the Si-SiO2 interface.

The devices fabricated on chip are the basis for any on-chip networked architecture: photonic

waveguides for routing light and a sub-wavelength grating coupler for coupling light on and off chip.

The design and layout of the devices and chip was performed by my colleagues Camille Bowness

and Daniel Higginbottom. The waveguides are 450 nm wide strip waveguides, selected to have

minimal loss while remaining single mode at 1326 nm based on simulations using Ansys Lumerical

software. The electric-field magnitude mode profile of the fundamental transverse electric (TE)

mode is shown in the inset of Fig. 3.4b.

A sub-wavelength grating coupler (GC) [58] is a periodic structure of high and low index ma-

terial that acts to Bragg diffract out-of-plane light to in-plane light or vice-versa. The grating is

arranged in elliptical curves so the defracted light is focused onto the input of a waveguide with

a tapered section to assist the mode matching. Conversely light can be outcoupled in the reverse

direction. A scanning electron microscope image of an example GC device is shown in Fig. 3.4d.

GC devices fabricated on this sample are full-etch GCs, low index etched sections have all silicon

removed (see Fig. 3.4c) as opposed to a partial etch GC which have a set depth of silicon etched

away. A full-etch device allows all fabrication to be done in one etch step rather than multiple etch

steps.

The GC parameters are optimized, in simulation, for transmission either at 1326 nm the ZPL

frequency (0.572 duty cycle, 0.325 fill factor, 672 nm period) or 1387 nm, the PSB frequency (0.606

duty cycle, 0.315 fill factor, 716 nm period) (see Ref. [58, 197] for parameter definition). Addition-

ally, all the features are biased and made slightly smaller or larger ([-9, -7, -5, -4, -1, 1, 3] nm) to

account for over/under etching during fabrication which can result in larger or smaller feature sizes

than expected. A to-scale side-on profile of a 1326 nm device (bias = 0) is shown in Fig. 3.4c. These

designs were the result of an optimization search performed on the three variables to maximize the

transmission into the fundamental TE mode of the waveguide (performed in Lumerical) at the two

wavelengths of interest. The GCs were design to operate at an incident angle of 38 ◦. Fabrication

of the sample was performed by Applied Nanotools using e-beam lithography with a negative pho-

toresist (i.e. the material that remains is exposed to the e-beam), namely hydrogen silsesquioxane

(HSQ).
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Figure 3.4: Integrated photonic components for T centre study. (a) Simulated implantation
profiles of carbon and hydrogen (TRIM) and measured carbon profile after initial heat treatment
(SIMS). (b) Waveguides are etched into the SOI wafer. (Inset) Electric field magnitude mode profile
of transverse electric mode within the waveguide. (c) Side-on schematic of a grating coupler show-
ing the sub-wavelength grating and the Bragg diffraction of light from out-of-plane to in-plane. (d)
SEM image of the fabricated grating coupler used for injection of light into the waveguide. Image
provided by Applied Nanotools. (e) Schematic of devices printed (not to scale). Left, waveguide
device, right, taper device.
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Two different waveguide devices were fabricated on the SOI sample these are shown in Fig. 3.4e.

The first is a single mode waveguide connecting two different GCs separated by 254 µm, the total

waveguide length is 360 µm. The second has a waveguide that tapers out to a greater width before

tapering back to the single mode width. This allows an environment that is more ’bulk-like’ than

the narrow single mode waveguide – the T centres will be further away from interfaces that might

have charge traps causing spectral diffusion. Devices that taper to a width of [1, 2, 5, 10, 15] µm are

fabricated.

Both devices have the middle section loopback to align with the grating couplers. This allows

for a third possible excitation pathway illuminating the middle of the waveguide/taper. This will be

discussed more below, see Fig. 3.5. The grating couplers used for each device are one ZPL-GC and

one PSB-GC. This combination allows for on-chip filtering when performing PLE measurements

detecting on the sideband. In experiments the PSB-GC only provided ≈ 10 dB of ZPL filtering, thus

necessitating additional filters on the detection pathway.

3.3.2 On-chip measurements

Coupling light in and out of these devices requires positioning optical fibers at precise locations

(≈ 10–20 µm vertically, ≈ 5–10 µm horizontally) and at a precise angle. This is achieved with a

fiber block: a quartz block that holds four optical fibers at a spacing of 127 µm. This fiber block is

polished to an angle of 25 degrees, which when accounting for the diffraction of the light exiting

the fiber, gives a light incidence angle of 38 ◦ when the fiber block surface is parallel to the surface

of the chip. The fiber block was fabricated by Fibertech Optica with a mounting into a brass ferrule,

it is shown schematically in Fig. 3.5b.

The fiber block addresses the requirement for a relative alignment between the fibers – a crucial

requirement for multi-port devices. To position the fibers to an absolute alignment with the device,

the chip is mounted on a three axis piezo-driven nanopositioner, Fig. 3.5b. Two Attocube ANPx101

and one ANPz101 stages are used as they are vacuum and low-temperature compatible. Alignment

is performed with an optical microscope to confirm vertical spacing at room temperature first be-

fore cooling down the chip, Attocube, and fiber block stack. Thermal contraction of components is

tracked by using a cryo-compatible reflection-based optical range finder (Philtec mDMS-RC100)

which is calibrated at room temperature before the cooldown. The entire optical stack is mounted to

the 1 K stage of a BlueFors dilution refrigerator with an operating temperature of ≈ 1 K (4 K) when

the 3He mixture is (not) circulating.

The chip was mounted to the Attocubes using a plastic clamp surrounding 3 sides of the chip

leaving the optically active area exposed. The sample is clamped to a copper sample mount that had

heat sinking to the 1 K BlueFors plate. The sample mount had an optional inclusion of a neodymium

(NdFeB) magnet (12.7 mm diameter, 3.175 mm thick) directly below the chip. The magnetic field

was measured to be ≈270 mT at room temperature and expected to be decreased to ≈230 mT at the

operating temperatures due to the spin reorientation below 135 K [198]. Mounted in sample holder,

at 1 K, we infer a field strength of 210 mT (see Section 6.3.3).
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Figure 3.5a illustrates the optical components used for resonant optical excitation and broadband

scanning for device spectroscopy. These capabilities are both provided by a Toptica CTL 1320 tun-

able laser locked to a Bristol 871A-NIR wavemeter with a PID loop allowing accurate wavelength

sweeps (tuning range of 1300–1370 nm). ND filters allow for power control. A 99:1 splitter is used

to divert the majority of the laser power to a Thorlabs PDA20CS2 photodiode to stabilize/measure

the power with the 1 % used sent to devices. Polarization control is provided by a polarizing beam-

splitter followed by a tunable half-wave plate. An Iridian 1326 ± 1 bandpass filter is included to

remove non-resonant emission. An additional optional laser is available to be combined into the

same pathway with a fiber beamsplitter. This second laser was either an identically setup Toptica

CTL 1320 tunable laser or a Nanoplus 1326 DFB diode laser (with SRS LDC500 laser diode con-

troller). In the case of the Nanoplus, ND filters and a 1326 bandpass filter are used along with

a Thorlabs MX10A for its power calibrated variable optical attenuator. Both lasers have an optical

modulator to provide fast optical pulsing. The modulators were either a Jenoptick electro-optic mod-

ulator (EOM) controlled by a Thorlabs MX10A or later a Brimrose acousto-optic modulator (AOM)

controlled with an amplified 100 MHz frequency source (Taitien NI-100M-2900) pulsed with a high

extinction RF switch (Mini-Circuits ZASWA-2-50DRA+, >90 dB extinction) to provide higher ex-

tinction. The EOM provides an extinction of 20 dB, while the AOM provides more than 60 dB. An

additional above-band gap laser is used to non-resonantly excite the middle of the devices: either a

450 nm continuous wave laser (Thorlabs CPS450) or a 965 nm pulsed laser (Picoquant LDH 965).

The output light can be directed to either a single photon detector with a 1340 nm longpass filter

to remove ZPL light for PLE measurements or to a high sensitivity grating spectrometer (Prince-

ton HRS-300 grating spectrometer imaged by a Princeton NIRvana liquid-nitrogen cooled InGaAs

camera) for PL spectra as shown in Fig. 3.5a. Time tagging of the single photon detector is done

with a Swabian Time Tagger Ultra. The single photon detector used was an avalanche photodiode

APD, (IDQ ID230 InGaAs/InP) and later upgraded to a superconducting nanowire single photon

detector SNSPD, (IDQ ID281). Output from either GC could be routed to either detector system.

For pulsed measurements either an SRS DG645 digital delay generator or a PulseBlaster TTL

generator was used to trigger relevant instruments with TTL pulses including the AOMs/EOMs and

the time tagger.

3.3.3 Bulk measurements

Bulk T centre sample measurements were performed by mounting samples in a stress-free manner to

the end of a sample rod which is cooled in a Janis VariTemp or Cryo Industries of America variable

temperature liquid helium dewar (< 1.4 K). Bulk photoluminescence is measured by exciting the

sample with a 200 mW 532 nm CW laser, 8 mm spot size, and the emission is collected and routed

to a Bruker IFS125HR interferometer with a Ge-diode detector. Specifics of the bulk samples used

and the hole-burning measurement details are outlined below.
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Figure 3.5: Experimental setup for T centre studies. (a) Waveguide devices (not to scale) are
probed with either an above bandgap laser or a tunable 1326 nm laser. The tunable laser uses a
wavemeter and a photodiode (PD) for wavelength and power stability. Power and polarization are
controlled with ND filters and polarization optics and a bandpass filter is used to remove non-
resonant light. The tunable laser can also be pulsed with an AOM. Upto two of these tunable laser
setups can be combined with a beamsplitter (BS). Emission from T centres is collected from the
output GC and directed to either a single-photon detector with filtering or a grating spectrometer.
(b) The SOI chip is mounted to the top of a stack of Attocube XYZ piezo stages to align to a fiber
block. The plastic top hat is omitted for clarity (see text). An optional permanent magnet mounted
below the wafer creates a vertical field as shown.
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Amplifier

Figure 3.6: Bulk SOI hole burning. Two tunable lasers excited a cryogenically cooled SOI sample.
Their frequency difference is measured with a fast detector and a frequency counter. The lumines-
cence is filtered and focused to a detector before a lock-in measurement is made using the chopper
as reference.

Bulk silicon-on-insulator

An unpatterned SOI T centre sample was prepared from a commercially available Czochralski

silicon-on-insulator (220 nm device layer, 3 µm buried oxide layer, 700 µm silicon handle) wafer

(P-type, 50–100 Ω-cm. Carbon-13 was implanted with a dose of 7 × 1013 cm−2 at 38 keV with

a following 1000 ◦C RTA for 20 seconds in argon. Hydrogen was then implanted at a dose of

7 × 1013 cm−2 at 9 keV with a following 100 ◦C anneal in de-ionized water for 1 hour and a

420 ◦C RTA for 3 minutes.

Hole burning on this sample was performed by my collegues Amir Alizadeh and Camille Char-

trand with a setup as shown in Fig. 3.6 (figure from Ref. [199]). Two Toptica CTL 1320 tunable

lasers were combined in a fiber beamsplitter and aligned to a liquid helium cooled sample in a

reflective pocket. A pick-off from the fiber was sent to a fast detector (MenloSystems FPD610-FC-

NIR, DC-600 MHz) to measure the beat frequency of the two lasers with an Agilent DSO0954A

oscilloscope acting as a frequency counter. The beat frequency gives the detuning between pump and

probe lasers. A lock-in measurement is made by modulating the probe light with an optical chopper.

The luminescence from the sample is filtered with a 1340 nm longpass filter and a 1375 ± 25 nm

bandpass filter to remove ZPL laser light and Raman excitation then focused onto a Ge diode de-

tector. The signal was amplified by a Ithaco 1201 preamplifier and then measured with a Princeton

Applied Research 5210 lock-in amplifier.
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Bulk 28Si

The bulk 28Si sample is from the Avogadro Project [200] with a 99.995 % 28Si isotopic purity, an

oxygen concentration less than 1014 cm−3, and a carbon concentration less than 5 × 1014 cm−3.

Rather than implantation, the T centres were generated via electron radiation with a ionizing radi-

ation dose of 320 kGy and energy 10 MeV. A 100 ◦C anneal in de-ionized water for 17 hours was

then followed by a sequence of anneals on a hotplate: 300 ◦C for 30 min, 350 ◦C for 30 min, 400 ◦C

for 60 min and 450 ◦C for 50 min. This sample was created as a result of the work from Ref. [70].

The hole-burning setup for the bulk 28Si sample is shown in Fig. 3.7. The measurement is per-

formed in a similar manner to the bulk SOI hole burning with the main difference being the laser

system used to excite the sample. In this case a stable laser system (linewidth < 2.6 kHz), developed

by my colleague Nicholas Brunelle, see Ref. [108], is used to generate the pump and probe fields.

The output of the stable laser system is split into two paths which are each modulated by iXblue

MPZ-LN-10 phase EOMs controlled by Stanford Research Systems SG386 signal generators to pro-

vide frequency tuning. A single modulation sideband is selected via filtering with Light Machinery

etalons (80 GHz FSR, >100 finesse). The output is power-stabilized and amplified before exciting

the sample. As before, filtering on the luminscence is done to remove ZPL laser light and Raman

excitation from the sample before focusing the light onto a Ge diode detector. After preamplification

a lock-in measurement is made using an additional slow modulation of one of the phase EOMs as

reference.
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SLS Input

Figure 3.7: Bulk 28Si hole burning. Input laser light from the stable laser system (SLS, see text) is
split and modulated with phase EOMs. Single sidebands are isolated with etalons then amplified be-
fore excited the cryogenically cooled sample. The luminescence is filtered and focused to a detector
before a lock-in measurement is made using an additional slow modulation of one of the EOMs as
a reference. Figure modified from Ref. [108].
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Chapter 4

Analysis Techniques and Simulations

4.1 Rate equation model

The simulated spectra shown in Section 2.2.2 and in upcoming chapters make use of a rate equation

model to simulate the dynamics of a multi-level system. Here we will walk through the details of

the model, and the Python code which is included in Appendix Section A.1.

We make use of a classical rate equation model as a full quantum mechanical description of the

system, such as a master equation model, would be unnecessarily complex. Equivalent to a master

equation in the high-decoherence limit, the rate equation matches the experiments which drive and

measure the systems in an incoherent manner.

We will keep the description general for a system with ng ground states (indexed with the

subscript ig), ne excited states (indexed with the subscript ie), nl driving fields (indexed with the

subscript il), and level degeneracies dj (indexed with the corresponding ground or excited state

subscript). To simplify, we will make the assumption that there is no population transfer between

excited states and no population transfer between ground states. This assumes that the T1 lifetimes

within the excited and ground state manifolds are much longer than optical driving and decay rates.

Much of the details of the dynamics are informed by the discussion in Ref. [104].

The rate equation is: 

...

Ṅie

...

...

Ṅig

...


=



[M ee] [M eg]

[Mge] [Mgg]





...

Nie

...

...

Nig

...


(4.1)

Where Nie (Nig ) are the populations within the excited (ground) states. The coefficient matrix can

be broken into four sub-matrices for the different driving terms, excited to excited, excited to ground,
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etc. These sub-matrices are defined as:

[M ee]ie,ie = diag
(∑

ig

−Wie,ig − ωig

)
[Mgg]ig ,ig = diag

(∑
ie

−Wig ,ie

)
[M eg]i,j = Wie,jg + ωjg

[Mge]i,j = Wig ,je

,

(4.2)

where a sum over ie (ig) denotes a sum over all the excited (ground) state indices. Wi,j and ωj are

the driving and decay rates respectively from state i to j. The upward and downward driving rates

are related based on the degeneracies of the involved levels as

Wij = dj

di
Wji. (4.3)

The degeneracies also determine the relative spontaneous decay rates based on the total excited

state decay rate, ω, weighted by the relative degeneracy of a ground state to the total number ground

states:

ωig =
dig∑
jg
djg

ω. (4.4)

The driving rates,Wij , are determined by the power of the driving field expressed as the effective

Rabi frequency, and the spectral overlap of the transition. This overlap is modeled by multiplying

the driving rate by a Lorentzian prefactor, L(f,Γ), with a linewidth, Γ given by the homogeneous

linewidth of the transition Γhom. The frequency, f , of the Lorentzian prefactor is determined by: the

frequency of the driving field(s), {fil
}; the relative detunings of the excited state and ground state

being addressed, ∆e and ∆g; as well as the detuning of the sub-ensemble from the inhomogeneous

distribution, fih. For nl lasers with frequencies {fil
} and resonant driving rates {Wil

} the total

driving will be the sum of all the driving rates from all the driving fields

Wig ,je(f⃗l, W⃗l, fih) =
∑
il

L(fil
− fih − ∆ig − ∆ie ,Γhom)Wil

. (4.5)

With the matrix differential equation established, the time evolution of the system can be solved

numerically to obtain the population in each level as a function of time. To obtain an optical spec-

trum we take the signal, S(f⃗l, ti, tf ), to be proportional to the population in the excited states. In

a PLE measurement the excited state population will be proportional to the emission rate of pho-

tons and any detector signal. In a transmission measurement the excited state population will be

proportional to the amount of light absorbed. We integrate this population over all sub-ensembles

by numerically integrating over all inhomogeneous detunings, fih, weighted by the inhomogeneous

lineshape given by a normalized Gaussian-Lorentzian sum, I(f,m,Γ), with a linewidth given by the
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Figure 4.1: Energy levels for steady-state solutions. Energy level arrangements for which steady-
state solutions are determined (see text). Excited state levels are indexed with even numbers, ground
state levels are indexed with odd numbers. (a) Three-level system, two ground states and one excited
state as in the case of the T centre in 28Si at zero magnetic field assuming an isotropic hyperfine
interaction. (b) Four-level system, two ground states and two excited states as in the case of T centre
in a natSi at non-zero magnetic field. (c) Five-level system, four ground states and one excited
state as in the case of the T centre in 28Si at zero magnetic field assuming an anisotropic hyperfine
interaction.

inhomogeneous linewidth, Γih, and m, a parameter between 0 and 1 for the Gaussian-Lorentzian

proportion. A Gaussian-Lorentzian sum is used as different broadening mechanisms can lead to

Gaussian lineshapes, Lorentzian lineshapes or a combination of the two [97, 201].

The signal function will depend on the evolution with time and so we integrate it over a time

period [ti, tf ] to match the experimental conditions. The final expression for the signal is:

S(f⃗l, ti, tf ) =
∫ ∞

−∞
I(fih,m,Γih)

∫ tf

ti

∑
ie

Nie(t)dt dfih. (4.6)

For the initial state we use a thermal equilibrium state with population evenly distributed in the

ground states as is the case for the systems and temperatures of study.

4.1.1 Steady-state solutions

Often the spectrum is taken on a timescale much longer than any dynamics of the system. In this case

the signal can be taken to be the population in the excited states in steady-state. The left-hand side of

Eq. (4.1) can be taken to be zero and the matrix equation can be solved analytically with the added

constraint that the sum of all populations is unity. Practically this is a much easier regime to model

as the computational time is much lower when the time evolution is not required. In steady-state

Eq. (4.6) becomes

S(f⃗l) =
∫ ∞

−∞
I(fih,m,Γih)

∑
ie

NSS
ie

dfih. (4.7)
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Where NSS
ie

is the population in the ie excited state in steady state. We list here the steady state

solutions for different combinations of excited and ground state levels that are used in the main text.

Three-level system with ground states levels 1, 3, and excited state level 2. See Fig. 4.1a for

the level diagram. This rate equation is used to simulate the T centre at zero magnetic field in 28Si

with the assumption of an isotropic hyperfine interaction, see Section 6.3.2. As an example here

is the rate equation in matrix form to be solved with the sub-matrices highlighted along with the

requirement that Ntot = N1 +N2 +N3 is conserved.
Ṅ2

Ṅ1

Ṅ3

Ntotal

 =


0
0
0
1

 =



[
−W21 −W23 − ω1 − ω3

] [
W12 W32

]
[
W21 + ω1

W23 + ω3

] [
−W12 0

0 −W32

]
1 1 1



N2

N1

N3

 (4.8)

Solving for N2 in steady state, NSS
2 ,

NSS
2 = W12W32

W12W32 +W12(W23 + ω3) +W32(W21 + ω1) . (4.9)

Four-level system with ground state levels 1, 3, and excited state levels 2, 4. See Fig. 4.1b for the

level diagram. This rate equation is used to simulate the T centre in a natSi waveguide in an applied

magnetic field, see Section 6.3.3. Equal ground state degeneracies and thus ωij = ω̄ ≡ 1/(2τexc).

This is the steady-state solution for the population in both excited states. Used in Section 6.3.3

∑
ie=2,4

NSS
ie

=

W12W14W32 +W12W14W34 +W12W32W34 +W12W34ω̄

+W14W32W34 +W14W32ω̄ +W12W32ω̄ +W14W34ω̄

2W12W14W32 + 2W12W14W34 +W12W14ω̄ + 2W12W32W34 + 3W12W32ω̄

+ 2W12W34ω̄ +W12ω̄
2 + 2W14W32W34 + 2W14W32ω̄ + 3W14W34ω̄

+W14ω̄
2 +W32W34ω̄ +W32ω̄

2 +W34ω̄
2

(4.10)

Five-level system with ground state levels 1, 3, 5, 7, and excited state level 2. See Fig. 4.1c for the

level diagram. Equal ground state degeneracies and thus ωij = ω̄ ≡ 1./(4τexc). Used to simulate

the T centre at zero magnetic field in 28Si with an anisotropic hyperfine interaction in the ground

state, see Section 6.3.2.
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NSS
2 =

W12W32W52W72

W12W23W52W72 +W12W25W32W72 +W12W27W32W52

+W12W32W52W72 +W12W32W52ω̄ +W12W32W72ω̄

+W12W52W72ω̄ +W21W32W52W72 +W32W52W72ω̄

(4.11)

4.1.2 Spectral diffusion

While not considered in any of the results to be discussed, we also include in the rate equation

code a method for modeling time dependent spectral diffusion. We include a time dependent detun-

ing, fSD(t), of the driving rates to account for a time dependent transition energy. Equation (4.5)

becomes

Wig ,je(f⃗l, W⃗l, fih, t) =
∑
il

L(fil
− fSD(t) − fih − ∆ig − ∆ie ,Γhom)Wil

. (4.12)

The exact form of fSD(t) will depend on the system being studied, we have in the code an imple-

mentation of a simple model for spectral diffusion. We assume the spectral diffusion can be defined

by a single time scale, τSD, and a single linewidth, ΓSD. During the time evolution of the system

every τSD seconds the detuning is updated to a random value drawn from a Gaussian distribution

with mean 0 and linewidth ΓSD [202]. Due to the random nature of this spectral diffusion model we

also include the ability to average the resulting spectrum over multiple iterations.

Figure 4.2 shows an example of a spectrum that could not be modelled without time dependent

spectral diffusion: single centre hole burning. In this example we consider a two level system with

no inhomogeneous broadening, only a homogeneous linewidth and a spectral diffusion linewidth,

nevertheless, the pump-probe measurement reveals a saturation hole. In this case the hole is burnt

into the temporal ensemble rather than the spatial ensemble. The pump plus probe spectrum is

much noisier than the probe only spectrum due to the large fluctuations in signal from the transition

energy fluctuation between being on and off resonance with the pump laser, we show a smoothed

(Savitzky-Golay filter) spectrum for clarity.

4.2 Cluster correlation expansion

In Section 2.3.5 a phenomenological understanding of the T2 coherence via df/dB and the cou-

pling of different spin dynamics in the bath is discussed. In the following experimental results,

extrapolations from measured coherence times are performed, however, this is not possible with

this phenomenological model without multiple well characterized samples. Instead we present here

an alternate model for simulating decoherence using time evolution of the qubit spin-bath coupled

system.

74



40 30 20 10 0 10
Probe detuning ( h)

probe
pump+probe(               ) smoothed 

1

2
SD

Figure 4.2: Single-centre hole burning. Model of a hole burning measurement of a single centre
(i.e. no inhomogeneous broadening) with a time dependent spectral diffusion linewidth 20 times
larger than the homogeneous linewdith. (Inset) Level diagram of the system showing the excited
state level energy shifting due to spectral diffusion.

Cluster correlation expansion (CCE) is a technique for simulating the dephasing of a qubit in the

presence of a spin bath [203, 204]. In this work we make use of the PyCCE python package [205]

to perform the CCE calculations for our defined qubit systems. Here we present the theoretical

description of the modeling procedure following the documentation of PyCCE [206].

As described in Section 2.3.2 a Hahn-echo T2 measures the loss of a qubit’s coherence due to

losing the phase of the superposition state. In the pure dephasing regime, T1 >>T2, the decoherence

is captured entirely by the evolution of the off diagonal elements of the qubit’s density matrix, ρ(t).

Thus we can define a coherence function as

L(t) = ⟨1| ρ(t) |0⟩
⟨1| ρ(0) |0⟩

. (4.13)

Cluster correlation expansion (CCE) is a method of modeling this coherence function for a cen-

tral spin (any two levels of a spin system) when coupled to a bath of nuclear spins in the environment

(as discussed in Section 2.3.4). In general these baths are composed of many spins so a full descrip-

tion of all spins is impractical on a classical computer. Hence, the main idea of CCE is to factorize

the bath-induced decoherence into irreducible contributions from smaller clusters within the spin

bath

L =
∏
C

L̃C =
∏

i

L̃{i}
∏
i,j

L̃{ij}... (4.14)
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Here i, j are indices of the bath spins within the cluster, with {i} denoting clusters of single bath

spins, {i, j} denoting clusters of pairs of bath spins, etc. Each cluster contribution is defined recur-

sively by the sub-clusters within:

L̃C = LC∏
C′ L̃C′

. (4.15)

LC is the coherence function of the central spin interacting only with the bath spins in cluster C and

L̃C′ is the contribution from a subcluster C ′ ⊂ C.

For example the contribution from a cluster of a single spin is simply the coherence function for

a bath with one isolated spin,

L̃i = Li, (4.16)

and the contribution from a cluster of two spins is,

L̃ij = Lij

L̃iL̃j
. (4.17)

By truncating the expansion in Eq. (4.14) to a cluster of size N the coherence function can be

approximated with only simulations of a maximum bath size N, rather than the full bath size. The

maximum cluster size considered is the order of the CCE approximation, i.e. CCE-2 only considers

up to pairs of bath spins, and CCE-3 only considers up to triplets of spin baths. CCE is shown

schematically in Fig. 4.3.

The simulation is set up by defining a maximum size of the spin bath surrounding the central spin

and populating it randomly with spins limited to appropriate crystallographic locations. Clusters, up

to the selected order, are defined for sets of bath spins within a given physical cluster size (these

dimensions are shown in Fig. 4.3). To achieve sufficient convergence a high enough max cluster size

should be selected along with an average over an appropriate number of random realizations of the

spin bath.

Finally, the coherence function for a given spin bath is defined as follows. The total Hamiltonian

of the system is split into two components conditional on the state of the central spin

HC = |0⟩ ⟨0|H0
C + |1⟩ ⟨1|H1

C . (4.18)

Where Hα
C is the effective Hamiltonian acting on the bath when the central spin is in the |α⟩ eigen-

state of the central spin. The coherence function for this cluster is determined by the time evolution

of the spin-bath density matrix, ρC as:

LC(t) = Tr[U0
C(t)ρCU

1†
C (t)]. (4.19)

WhereUα
C(t) is the time evolution operator for the effective Hamiltonian,Hα

C , and the given number

of decoupling pulses. For a Hahn-echo pulse sequence, i.e. single pulse applied at t1, the time
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Figure 4.3: Schematic of CCE. The decoherence of a central spin (states α and β in a bath of six
spins is approximated by considering the decoherence clusters of size one (L̃i), two (L̃{i,j}), and
three (L̃{i,j,k}) as described in the text. Rbath and Rcluster set the size of the simulation and the
range of interactions to consider. Interactions within a cluster are the spin-dependent Hamiltonians
H

(α/β)
C .
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evolution operators are:

U0
C(t) = e−i/ℏH1

C(tt−t1)e−i/ℏH0
C(t1), (4.20)

U1
C(t) = e−i/ℏH0

C(tt−t1)e−i/ℏH1
C(t1), (4.21)

(4.22)

where tt is the total time of the evolution.

The definition described in this section for the coherence function is known as conventional CCE

with other choices for the time evolution of the coherence function possible [205]. Furthermore,

different dynamics can be modeled with different number of re-focusing pulses, different pulse

lengths and different delay times.
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Chapter 5

Results and Discussion: Selenium

Armed with a natural silicon sample diffused with selenium we can now begin to examine the 77Se+

system in the nuclear spin bath from the natural abundance of 29Si. We begin by examining the

spectral properties of the natSi:77Se system including a two laser hole burning measurement. Next

we perform continuous-wave (CW) optically detected magnetic resonance (ODMR) investigating

the ground state Hamiltonian of the natSi:77Se system. Moving to pulsed ODMR we measure the

effect of the 29Si via electron spin echo envelope modulation (ESEEM) and assess the coherence

properties of the clock transitions available. Finally, we present a proposal for the use of a paired
77Se+-29Si system in a cavity-coupled quantum computing architecture.

5.1 Hole burning

Shown in Fig. 5.1 is a one laser absorption scan of the selenium 1s:A⇔1s:T2:Γ7 transition along

with a two laser pump-probe hole-burning measurement performed on the primary optical peak.

Measurements done at zero-field. As discussed in Section 2.5.2 the three optical peaks in this spec-

trum are due to the primary isotopic composition of the four silicon nearest neighbours to the se-

lenium defect. The lower insets in Fig. 5.1a show the primary isotopic combinations. Specifically

these are four 28Si, three 28Si and one 29Si, and three 28Si and one 30Si (or two 28Si and two 29Si).

We will refer to these optical peaks as the 28Si optical peak, 29Si optical peak, and 30Si optical peak.

In this natural silicon sample we are unable to resolve the zero-field hyperfine splitting in the

ground state due to the inhomogeneous broadening. We perform hole burning measurements at

zero applied magnetic field (background field ≲ 0.5 G) to demonstrate that we can hyperpolarize

a subensemble despite the inhomogeneous broadening. There are clear anti-holes as well as a hole

indicating the singlet and triplet levels are well separated relative to the homogeneous linewidths

and showcasing the ability to hyperpolarize the ensemble system into the singlet state and the triplet

states, noting that the triplet manifold is not a true triplet (see Sec. Section 2.3.4). The exact energy

levels of the singlet-triplet and the hyperfine interaction will be investigated in Section 5.2.1. The

splitting between the anti-holes matches a ground state splitting of 1.73±0.01 GHz which is close to

the expected 77Se+ hyperfine coupling of 1.66 GHz [65, 98]. ODMR measurements in Section 5.2
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Figure 5.1: Hole burning. (a) Single laser optical absorption spectrum of the natSi:77Se
1s:A↔1s:T2:Γ7 showing the three optical peaks corresponding (primarily) to the three isotopic
nearest neighbours as shown in the lower insets. The dip in the 28Si optical peak denoted with a ∗ is
due to residual hyperpolarization in the system from a previous measurement. (Inset) Hole burning
spectrum of the main peak showing a hole and anti-holes. (b) Hole and anti-hole linewidths versus
pump power showing extrapolated low power linewidths of 80 ± 6 MHz (hole, blue), 55 ± 3 MHz
(low energy anti-hole, orange), and 52 ± 2 MHz (high energy anti-hole, green) with the lowest
linewidth measured to be 48 ± 4 MHz (lower energy anti-hole).

confirm the singlet-triplet splitting is consistent with the 1.66 GHz from literature, we attribute

this discrepancy in the optical measurement to the calibration from laser current/temperature to

wavelength.

The ability to hyperpolarize the system is important for the following ODMR measurements

which will allow us to further measure the energy levels of the ground state. Here we have shown

that despite the large inhomogeneous linewidth we are still able to address the unresolved ground

states.

Even though there is hyperpolarization occurring we are still able to obtain a single laser

spectrum. One might expect that due to hyperpolarization and the small homogeneous linewidth

(< 62 MHz, value determined below) that a single laser scan would have almost no absorption

signal. While this is true in the steady-state regime, we work here in the transient regime wherein

we are able to obtain a signal at each wavelength step before the system has fully hyperpolarized.

This is due to having a very low laser power, 0.6 µW, 3 mm spot size, and scanning the wavelength

relatively fast, 50 ms per wavelength point, compared to the hyperpolarization time of > 200 ms

(see Fig. 5.2). We can see that the hole burning spectrum qualitatively matches the transient hole

burning depicted in Fig. 2.8.
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Due to working in the transient regime, the hole we are seeing is not solely a saturation hole, it

is a measure of the depleted population in the remaining dark state after hyperpolarization due to the

CW pump laser. Nevertheless measuring the hole linewidth as a function of power can still reveal

the homogeneous linewidth [207]. In this case the time scale of this homogeneous linewidth is the

ground state T1 lifetime, not the ‘instantaneous’ time scale for a saturation hole (see Section 2.2.2).

There is likely slow spectral diffusion contributing to this homogeneous linewidth. The T1 lifetime

has been measured to be up to 4.6 ± 1.5 h [77] with sufficient shielding from blackbody radiation.

In this setup we forgo this shielding and measure a T1 lifetime of 35 ± 2 s as shown in Fig. 5.2. In

fact, fast, low power scans immediately after the pump laser has been on for a long time show a hole

as it has not healed yet – this is present in the one laser scan in Fig. 5.1a as a dip in the 28Si peak

denoted with a star.

Once hyperpolarized via hole burning we measure the temporal decay back to thermal equilib-

rium, Fig. 5.2. The system is hyperpolarized with an optical pulse from a single laser after which

the system is allowed to evolve in the dark by blocking the laser with a shutter. The remaining pop-

ulation in the addressed state is measured with another laser pulse after this variable dark time. The

transient area (see Fig. 5.2 inset) is a measure of the population that has returned to the addressed

state.

Shown in Fig. 5.1b is the homogeneous linewidth measured from the hole and anti-holes as

a function of pump power. These linewidths are fit with Eq. (2.3). The extrapolated low power

linewidths differ between hole and anti-holes, however, at the lowest powers measured all features

begin to have nominally similar linewidths: minimum hole linewidth is 62 ± 6 MHz, and anti-

hole linewidths of 48 ± 4 MHz and 50 ± 6 for lower and higher energies respectively. The lower

energy anti-hole has a saturation power of 0.010 ± 0.02 mW while the higher energy anti-hole has

0.04 ± 0.01 mW. This asymmetry is not unexpected as the ground state of 77Se+ is an asymmetric

singlet-triplet. The hole, which is addressing both the singlet and triplet, is correspondingly an

intermediate saturation power, 0.024 ± 0.007 mW, approximately equal to the average of the anti-

hole saturation powers.

The lifetime limited linewidth, based on the 7.7 ± 0.4 ns excited state lifetime [77], is 21 ± 1
MHz. The lowest measured homogeneous linewidth we measure is within a factor of 2–3 of the

lifetime-limited linewidth, indicating this is a very coherent transition. This homogeneous linewidth

is an upper bound as the timescale for this homogeneous linewidth is the T1 lifetime meaning slow

spectral diffusion may be increasing the linewidth we measure. These holes measured in natural

silicon wafers are consistent with the hole burning results reported by Morse et al. [69] in bulk 28Si

(< 29 MHz) from which we can conclude that this difference in samples has not had a large effect

on the linewidth.
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Figure 5.2: T1. Population decay of the singlet-triplet transition. (Inset) Pulse sequence used for the
measurement: an initialization pulse, a variable dark time, then a readout pulse. The blue transient
area is the readout signal. Transients are approximately 100 ms long.

5.2 ODMR

With our ability to hyperpolarize the system we are now able to perform ODMR by driving the

resonator with a microwave (MW) tone and sweeping its frequency. When resonant with a transition

in the ground state the MW tone will depolarize the system leading to more absorption of the laser

light and thus a decrease in transmission.

In this section we use ODMR to measure the ground state structure as a function of magnetic

field and, furthermore, as a function of the isotopic surroundings. We can perform different vari-

ations of an ODMR experiment by varying the experimental configuration, by picking one of the

three isotopic peaks the pump laser is resonant with, and one of two MW drive orientations (parallel

or perpendicular to the static magnetic field B0. Figure 5.3 shows the ODMR spectrum at a few

magnetic field magnitudes for the six setups described.

As will be shown in the following section, these transitions are all between the singlet state(s)

and the individual components of the triplet state. We can associate the observed ODMR transitions

to T0-like transitions at ≈1.66 GHz that have minimal sensitivity to the magnetic field, and T±-like

transitions on either side of the T0-like transitions that split outward with increasing magnetic field.

The 28Si optical peak (Fig. 5.3 a, b) showcases familiar features as expected from the 77Se+

Hamiltonian (see [69]): T± lines are present, splitting linearly with the magnetic field in addition to

a T0-like peak that doesn’t shift significantly with magnetic field as expected for the S0-T0 transition.

The nominal labelling of transitions as T0-like or T±-like is shown in Fig. 5.3 b and apply to the
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Figure 5.3: ODMR spectra. ODMR spectra of the three optical peaks for parallel and perpendicular
B-field arrangements. Insets illustrate which spectral peak is probed (a-b: 28Si peak; c-d: 29Si peak;
e-f: 30Si peak) as well as the magnetic field orientations (a, c, e: B1 ∥ B0; b, d, f:B1 ⊥ B0).
The zero-field transmission is scaled to be normalized and all other spectra are scaled by the same
amount then offset for clarity. The optical peaks determine the isotopic composition of the nearest
neighbours, while the B-field orientation illustrates the ∆m of the transitions. The transitions in all
six panels map roughly onto the singlet to triplet transitions, T0 and T±, which are labelled explicitly
in (b).
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ODMR from all three optical peaks. Where the transitions deviate from the expected form is in the

structure present in the T0-like transition with at least two separate transitions present – these will

be discussed in the following section. As expected based on the S0-T0 transition having ∆m = 0,

the T0-like peak is stronger when B1 ∥ B0 and is much reduced when B1 ⊥ B0.

Interestingly, the T± peaks do not have significantly different amplitudes between the two differ-

ent B-field orientations despite the S0-T± transition having a ∆m = ±1 predicting a perpendicular

alignment to be preferred. While the transition can be driven in CW ODMR we observe that coher-

ent Rabi oscillations are only possible when the field is oriented perpendicular as expected. Coherent

control of these MW transitions is discussed in Section 5.3.

The 29Si optical peak (Fig. 5.3 c, d) displays a much more involved ODMR spectrum, showing

at least three distinct peaks at zero field which split to six separated peaks under an applied B-field.

At this optical peak there is a 29Si atom in the nearest neighbour position to the selenium which

is clearly introducing a large hyperfine coupling which introduces more non-degenerate transitions

to the expected singlet-triplet structure. The system is now composed of three spin-1/2 particles

leading to eight energy levels. As we will see in the next section the singlet-like levels are nearly

degenerate and so six transitions are resolvable from the six ‘triplet’-like levels to the averaged

singlet-like level. Again we see for the S0-T0-like transitions a parallel field is preferred indicating

these are m ≈ 0 transitions. The magnetic quantum number of these transitions is investigated

further in Section 5.2.1. As in the case of the 28Si optical peak we can identify T0- and T±-like

transitions. The central two peaks near 1.66 GHz shift minimally with B-field and are thus T0-like,

while the outer four transitions are T±-like as they split to higher and lower energies nearly linearly

with applied magnetic field.

Finally, the 30Si optical peak (Fig. 5.3e, f), despite lower signal, can be seen to be very similar

to the 28Si optical peak. This is expected as 30Si has no spin. The 30Si optical peak also contains

those selenium centres with two 29Si atoms in the nearest neightbours, however, such centers will

have much lower concentrations and are not resolved in the spectra measured.

5.2.1 Hamiltonian determination

We have now seen that the ODMR of the 28Si optical peak and 29Si optical peak display ground

state structures that deviate, in different ways, from the 77Se+ ground state seen in previous work in
28Si [69]. Here we investigate the ground state energies more thoroughly via ODMR and magnetic

field sweeps to higher fields and at higher resolution. We will no longer consider the 30Si optical

peak as it appears to have the same structure as the 28Si optical peak but with lower signal.

Further investigation is necessary as an exact mapping of the ground state will be needed to

inform which of the energy levels will be used as a qubit and to determine the optimal field for their

use. Furthermore, the coupling to 29Si atoms is clearly affecting the ground state structure which

leads to an exciting possibility of using a 29Si nuclear spin as a quantum memory. Nuclear qubits in

the bath have been used as quantum registers in other material to great effect [51, 208].
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Figure 5.4: ODMR versus magnetic field.ODMR spectra as a function of magnetic field with a
slice at zero applied magnetic field (lower inset) and a slice at the maximum applied magnetic field
(upper inset). (a) Primary 28Si optical peak, transitions for different orientations of 29Si (further than
NN) along with the uncoupled case are plotted (see text and Table 5.1 for details). Upper inset labels
the primary ODMR peaks (see text for labelling definitions). (b) same as (a) going to higher fields
and at a higher resolution. (c) 29Si optical peak with transitions for a ⟨111⟩1

29Si plotted (see text
and Table 5.1 for details). Upper inset labels the two primary ODMR peaks. (d) same as (c) going
to higher fields and at a higher resolution.
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The ODMR spectra for the 28Si and 29Si optical peaks are shown in Fig. 5.4 in two regimes,

lower resolution frequency scans measuring all the transitions, as well as higher resolution scans to

higher fields focusing on the T0-like lines. In all cases we additionally plot the energy levels from

the Hamiltonian of a 77Se+ system with a hyperfine coupling to a 29Si atom. The exact form of the

hyperfine coupling will depend on the position of the 29Si relative to the central 77Se+ defect, e.g.

the 29Si optical peak will have a coupling to a nearest neighbour 29Si while the 28Si optical peak

will have coupling to 29Si atoms further than the nearest neighbours. In general, the Hamiltonian is

H = B0γeSz +B0γnIz +B0γ29I
29
z + a77S⃗

T · I⃗ + S⃗ TAI⃗29, (5.1)

where S⃗, I⃗ , and I⃗29 are vectors of the Pauli matrices for the electron, 77Se nuclear spin, and the
29Si nuclear spin. Likewise γe, γn, and γ29 are the gyromagnetic ratios for the three spin species:

28.07 GHz/T, −8.156 MHz/T, and −8.458 MHz/T respectively. a77 is the isotropic hyperfine cou-

pling between electron and 77Se nuclear spin and A is the anisotropic hyperfine tensor between the

electron and 29S nuclear spin.

From Ref. [209] we have a tabulation of the anisotropic hyperfine couplings to 29Si with dif-

ferent crystalographic symmetries – a subset of which are shown in Table 5.1. The labelling of the

different 29Si centres is determined first by the crystallographic symmetry and secondly by the mag-

nitude of equivalent symmetry centres, e.g., the label ⟨110⟩1 would denote the strongest coupling
29Si centre with ⟨110⟩ symmetry.

In addition to the 29Si centre involved we will also introduce a further labelling convention

for those hyperfine couplings sufficient to split the T0 line. We will label the two lines T±
0 for the

higher and lower energy transitions. We keep the standard T0 label for those sub-ensembles without

sufficient hyperfine coupling. When appropriate we will also refer to the coupled 29Si to further

differentiate lines, e.g. ⟨111⟩1 T+
0 versus ⟨111⟩2 T+

0 . These labels are shown in Fig. 5.4. Note that in

the upper inset of Fig. 5.4a the T−
0 line is not resolved as it overlaps with the T0 of the unsplit sub-

ensembles. Labelling with the nuclear spin state of the 29Si would be appropriate as well, however,

the exact nuclear spin of an energy changes with field as will be discussed below.

To assign a 29Si centre to the results we see, we take, for simplicity, the three centres that have

the highest magnitude of hyperfine interaction, namely, ⟨111⟩1, ⟨111⟩2, and ⟨110⟩1 from Table 1 in

Ref. [209] with hyperfine parameters aiso and T (see Section 2.3.4) as shown in Table 5.1. However,

the tabulated values in Ref. [209] have a sign ambiguity where only the relative sign between aiso

and T is measured. These results resolve this sign ambiguity: the ODMR spectra are only fit well

with the negative of the tabulated aiso and T (appropriate signs are shown in Table 5.1).

Finally, we neglect the singlet splitting to simplify the analysis of the data in Fig. 5.4 as in

all cases the S0-like states are split much less than the triplet-like states and much less than the

linewidths of the ODMR transitions (see Fig. 5.5 as an example of the splitting present). It is likely

that in all cases we are at least partially driving transitions from both the S0-like states, although the
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Label aiso (MHz) T (MHz) Orientation
⟨111⟩1 -28.89 -12.52 111
⟨111⟩2 -9.63 -0.57 111
⟨110⟩1 -7.54 -0.52 110

Table 5.1: Hyperfine values. The three highest magnitude hyperfine interactions as determined by
Ref. [209] along with the labels we will use the remainder of the thesis. The labels are based on
the identified crystallographic symmetry and the subscript denotes the magnitude of coupling, e.g.,
⟨110⟩1 denotes the strongest coupling 29Si centre with ⟨110⟩ symmetry. The absolute values are
from Ref. [209], however, the signs are determined from this work.

exact ∆m character will play a role as will be discussed below. For all Hamiltonians we average the

singlet-like energy levels when determining the transitions.

The ⟨111⟩1
29Si is clearly from a nearest neighbour site; it has the correct orientation and the

largest coupling strength. This is confirmed by performing a one parameter fit to the ODMR spectra

obtained on the 29Si optical peak. The one free parameter is the isotropic hyperfine coupling of

electron and nucleus of the 77Se+ centre as this simply sets the overall energy level of the splitting.

This is shown in Fig. 5.4c and d showing good agreement with the data.

For the 28Si optical peak the ODMR spectra contains contributions for all locations of 29Si

(other than nearest neighbour) to varying degrees. To simplify we consider only the next two high-

est hyperfine coupled 29Si atoms with all other contributions being considered to have negligible

hyperfine coupling. These are shown in Fig. 5.4a and b after a one parameter fit as above to set

the overall energy level of the system. This does capture the predominate features of the ODMR

spectra, T±, as well as the primary features in the T0-like transition. The primary T0 peak is due

to an uncoupled (or negligibly coupled) 77Se+ defect. Additionally, the two side peaks in the T0

line are well matched by the ⟨111⟩2 and ⟨110⟩1 coupled 29Si. At ≈5 G the predicted transitions of

⟨111⟩2 and ⟨110⟩1 match the two peaks to higher energy of the T0 line. There are likely further ele-

ments from other 29Si hyperfine couplings with weaker couplings, however, these are not as clearly

resolved within the ODMR linewidths.

We average the two S0-like states when determining the transition energies from the Hamil-

tonian for simplicity of comparison with the spectra, however, the S0-like states differ in a more

important way than the small energy difference – the magnetic quantum number, m, i.e., the net

spin of all constituent particles. Figure 5.5 shows the energy levels of the ⟨111⟩1
29Si coupled

system along with a colour coding based on the m value of the state at the given magnetic field.

Explicitly we determine the eigenstates of the Hamiltonian of a 77Se+ coupled to a ⟨111⟩1
29Si and

determine the expectation value of the sum of Pauli-Z operator for each spin species. We plot the

⟨111⟩1 coupled system as it has the largest splittings for clarity but the salient features are consistent

for the other 29Si couplings.

In Fig. 5.5 we can see that from the singlet states to the T0-like transitions there are both ∆m ≈
0,±1 transitions. Thus, it is likely that only a single branch of S0-like states is being driven in either

S0-T±
0 transition. As well, we might expect that regardless of B-field orientation there will be a
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Figure 5.5: ⟨111⟩1 magnetic quantum number. The transition frequencies from the ⟨111⟩1
29Si

Hamiltonian (see Eq. (5.1)) color-coded by the magnetic quantum number, m, i.e., the net spin of
all constituent particles. All frequencies are referenced to the lowest energy level at zero-field. Note
the broken axis, the energies in the lower axis are scaled up by a factor of 10 to show the two levels.

S0-T±
0 transition that can be driven, however, from Fig. 5.3b, e, we see that the perpendicular case

was weaker than the parallel case. The difference may be due to the fact that in the perpendicular

case the ∆m = 1 is coming entirely from the flipping of the 29Si nuclear spin which has a much

smaller gyromagnetic ratio than an electron and so the weaker ODMR peak may be indicating the

lower sensitivity to the drive field rather than anything about selection rules.

Each pair of levels – the T±-like pair, T0-like pair, and S0-like pair – all differ by ∆m =
1 indicating that the difference may be primarily a 29Si spin flip. Figure 5.6 shows that in fact,

at most magnetic fields this is exactly the case and that the 29Si nuclear spin is almost always a

good quantum number. This is exciting as it opens up the possibility of using the 29Si nuclear spin

as an additional qubit while remaining in the low-field regime. As mentioned before, coupling to

bath spins have been leveraged to gain additional quantum memories. Furthermore, while a bare

or weakly coupled 29Si nuclear spin would have a linear dependence on magnetic field from the

Zeeman effect, here we see that in the T0 manifold the difference in energy is sub-linear, and in fact

possesses clock transitions, which may be used to enhance the nuclear spin coherence. This will be

discussed further in Section 5.3.2.
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Figure 5.6: ⟨111⟩1
29Si spin composition. The energies levels from the ⟨111⟩1

29Si Hamiltonian
(see Eq. (5.1)) color-coded by the expectation value of only the 29Si spin. Except at ≈ 10 G the
nuclear spin is a good quantum number. Note the broken axis, the energies in the lower axis are
scaled up by a factor of 10 to show the two levels.

5.3 Pulsed ODMR

With the ground state fully mapped out for both the 28Si and 29Si optical peaks we can now move

from continuous wave ODMR to pulsed ODMR wherein we probe the temporal dynamics of the

qubits defined by the different transitions identified in the previous section, namely, T−, T0, T+
0 for

the 28Si optical peak, and T+
0 and T−

0 for the 29Si optical peak. As stated before, this investigation

will inform the optimal operation points for a 77Se spin system in natural silicon. Furthermore, we

aim to investigate clock transitions within these different ground state manifolds.

For all pulsed ODMR experiments Rabi pulses sequences are done every day to calibrate π

pulse lengths. This is done for every transition frequency at every magnetic field to be investigated.

This ensures that any changes in the resonator cavity or Q-factor day to day or any other coupling

changes are compensated.

5.3.1 Electron spin echo envelope modulation

As discussed in Section 2.3.6, 29Si nuclear spins in the bath couple to the central spin during a

Hahn echo measurement leading to oscillations in the transient. Here we investigate electron spin

echo envelope measurement (ESEEM) of the transitions of interest. Due to low optical signal from

the 29Si optical peak we focused on the 28Si optical peak for these measurements. High resolution

Hahn echo measurements are shown in Fig. 5.7 along with their Fourier transform power spectra.
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The measurement of Hahn-echo transients is performed as described in Section 3.2.2, however, note

that we plot the Hahn echo results versus τ rather than the full dark time, 2τ .

The most prominent ESEEM features are seen in the T− transient (Fig. 5.7a, b) with much

higher modulation depth than the T0 or T+
0 transients. We are in the regime where B (see Eq. (2.23))

is much less than the Larmor frequency of 29Si, thus, when the magnetic number of the two states

is close to zero, as is the case for the T0 and T+
0 transitions, the ESEEM modulation frequencies are

approximately equal to the Larmor frequency of 29Si, ωα,β ≈ ωI . As well the modulation depth, k<

is much less than 1 (see Eq. (2.21)). The result is that driving the T0 and T+
0 result in low ESEEM

modulation, whereas the T± levels with m = ±1 have much higher modulation depths

With a high ∆m the T− transition shows near 100% modulation of the envelope with frequen-

cies at multiples of the 29Si Larmor frequency, 8.46 MHz/T [210]. This measurement is repeated at

multiple magnetic fields (Fig. 5.7c inset) and the peak frequencies in the power spectrum are plotted

versus magnetic field. Overlaying the expected Larmor frequencies of 29Si (no fit parameters) show

excellent agreement. We can compare this result to literature by recognizing that, at low field, the

singlet and T± levels are identical to the levels of an NV− center: a spin-1 system with a zero-field

splitting which splits the spin ±1 levels from the spin 0 level. Van Oort et al. [211] see ESEEM

results that are near identical to these results but with the 13C Larmor frequency as the modulation

frequency.

The ESEEM of the T0 and T+
0 levels (Fig. 5.7d-g) are more subtle with lower modulation depths

due to the ∆m of the transition being lower. In this case the power spectra show distinct features

without repetition as seen for T±. T0 shows a low frequency peak and a peak at 2ω29 while the T+
0

shows two peaks centred on at ω29.
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Figure 5.7: ESEEM experiments. Hahn-echo decay curves probing differ-
ent ODMR transitions (ODMR spectra in insets) of the 28Si optical peak,
plotted versus τ , half the total dark time, 2τ . All Hahn-echo measurements
shown are at 7 G B-field. (a-b) Hahn-echo decay and Fourier transform for
the T− transition (B0 ⊥ B1). (c) Peak frequencies of the T− power spectra
at different magnetic fields (decays shown in inset). Dashed lines are mul-
tiples of Larmor frequencies. (d-e) Hahn-echo decay and Fourier transform
for the T0 transition (B0 ∥ B1). (f-g) Hahn-echo decay and Fourier trans-
form for the T+

0 transition (B0 ∥ B1).
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Figure 5.8: ESEEM simulations. Coherence function and power spectrum
for different central spins simulated using PyCCE at first order. Coherence
functions are plotted versus τ , half the total dark time, 2τ . (a-b) The T−
transition of a bare 77Se+ center. (c-d) The T+

0 transition of a ⟨110⟩1 cou-
pled center. (e-f) the T0 transition of a bare 77Se+ center. (c-d) The T+

0
transition of a ⟨111⟩2 coupled center.
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We can understand these results further by comparing to simulations. In Section 2.3.6 we outline

the procedure to model ESEEM oscillations in a Hahn-echo coherence transient for a central spin

with modulation from many nuclear spins. However, cluster correlated expansion (CCE, see Sec-

tion 4.2) can also be used to model the ESEEM oscillations. CCE-1 reduces to ESEEM, considering

the effects of the central spin coupled to only and a single bath spin. Each bath spin is considered

separately with the modulation from each bath spin multiplied together.

With this motivation we perform CCE-1 simulations of the transitions of interest within a bath

of 29Si atoms with a 4.7% density. We make use of the PyCCE package [205] to encode the Hamil-

tonian and level structure of our central spin, generate properly placed 29Si atoms for 100 random

realizations of a lattice and to perform the evolution and generation of the coherence function L. We

consider a bath with a radius of 8 nm and we consider a cluster cutoff radius of 1 nm. We consider

the T0, and T− of a bare 77Se+, and T+
0 transitions for both a ⟨111⟩2 and a ⟨110⟩1 coupled 29Si

to form the central spin. The results of these simulations are shown in Fig. 5.8. Note that CCE-1

models the modulation but not the exponential decay due to the loss of coherence on a T2 time scale.

For the T0 and T− transitions we consider just a 77Se+ defect with no 29Si coupling as the

central spin. From Fig. 5.4 there is some contribution from coupled 77Se+-29Si centres, however,

we assume that the bare uncoupled transition is dominant based on these weakly coupled centres

being the most common. The T+
0 ODMR line is composed of two primary centres: a 77Se+ coupled

to either a ⟨111⟩2 or a ⟨110⟩1
29Si. We consider these two cases separately when defining the central

spin. In both cases we choose the appropriate S0 sub-level such that the central spin simulated is a

∆m ≈ 0 transition as this should be the dominant transition in the experiment due to the parallel

B0-B1 arrangement.

We can see immediately that the T− simulation matches the data very well showing the peaks

at multiples of ω29 (Fig. 5.8a-b). In the coherence the peaks do decrease at longer τ values despite

there being no loss of coherence in simulation, this may be to due to the modulation frequencies

washing out. This washing out effect is present in the other results as the modulation depths drop off

with longer evolution times. This may indicate that the Hahn echo result is limited by the spin-bath

oscillations not the intrinsic coherence time of the transition.

The T0 simulation (Fig. 5.8e-f) has the low modulation depth as seen in the data along with the

spike in frequency at 2ω29. However, there is a large amount of power at ω29 that doesn’t match the

data. It is not clear why this additional power is not seen in experiment.

The T+
0 simulations (Fig. 5.8c-d and g-h) both have large power at ω29 as seen in the data. How-

ever, the ⟨111⟩2 coupled transition more closely matches the data. It is likely then that the ⟨111⟩2

coupled centers are the primary constituent of the T+
0 line, consistent with the larger coupling, and

the higher detuning from T0 and the higher signal strength. For the following discussion and simu-

lations we will consider that the T+
0 is exclusively due to ⟨111⟩2 coupled centers.
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Figure 5.9: Clock transitions. df/dB0 of transitions of interest for the two optical peaks as shown
in the insets. (a) df/dB0 of the bare T0 and the two ⟨111⟩2 T±

0 transitions. For the latter transitions
both the ∆m ≈ 0, 1 branches are plotted. Curves are cut off where anti-crossings occur at low
B-field (see Fig. 5.4). (b) The T±

0 transitions of the ⟨111⟩1 system for both ∆m ≈ 0, 1. Clock
transitions occurring where df/dB0 = 0 are marked with vertical lines.

5.3.2 Clock transitions

As discussed in Section 2.3.5 many forms of decoherence are dependent on df/dB0, the sensitivity

of the transition energy to the external magnetic field. This motivates the search for operational

sweet spots, known as clock transitions (CTs) [212], where df/dB0 goes to zero.

In the previous section we mapped out the transition energies versus magnetic field. Armed

with the model Hamiltonian we can determine the CTs available in the system and measure T2

coherence times on and off the CTs. Figure 5.9 shows df/dB0 versus magnetic field for the primary

peak transitions: the 28Si T0, the ⟨111⟩2
29Si T±

0 , and the ⟨111⟩1
29Si T±

0 .

The T0 transition, which is the standard S0-T0 transition of an isotropic hyperfine system, only

has a CT at zero field. This has been shown to be an excellent CT in selenium [69] and in phos-

phorus [65]. However, this CT is at zero-field exactly, thus, there are limitation on how close to the

CTs the B-field can be set while still being able to resolve the T0 transition from the overlapping

with T± at low field [65]. The inability to drive only the S0-T0 transition lowers the accessibility of

this CT. In our sample, the overlap of T0 with T± occurs below ≈ 5 G. Nevertheless, we investigate

this line as a comparison for other CTs such as the T+
0 transition which exhibits a CT above 10 G

making it accessible for a T2 measurement or for use as a qubit. The additional hyperfine coupling

to the ⟨111⟩2
29Si introduces more accessible CTs.

The hyperfine coupling to a ⟨111⟩1
29Si also introduces CTs as seen in Fig. 5.9b. In addition

to being at B0 > 0, the ⟨111⟩1
29Si coupling has two additional benefits. Firstly, due to the larger

interaction strength of the hyperfine coupling, the individual transitions are even more split than

those of the 28Si optical peak allowing for easier resolution of the individual transitions. Secondly,

the optical isotopic shift results in an optical peak where (nearly) all centres have the same domi-
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Figure 5.10: df / dB0 at different angles. The df/dB0 of the T+
0 transitions of the ⟨111⟩1 transition

along with upper and lower bounds at each field value for a collection of B0 angles. The green lines
are when B0 is along the ⟨111⟩ crystal axis as in Fig. 5.9. The steep drop at ≈ 13 G is due to an
anti-crossing that apprears at certain angles.

nate hyperfine coupling to 29Si. In contrast, the 28Si optical peak has multiple different hyperfine

couplings present in addition to a dominate signal from a sub-ensemble with negligible hyperfine

coupling.

Looking closer at the ⟨111⟩1 T+
0 transition there are two CTs at ≈ 14 G and ≈ 22 G. Here we

see a possible issue: as the ‘T+
0 ’ transition is actually two transitions with ∆m = 0 or 1 with CTs

at slightly different magnetic fields, we may be unable to exactly probe the system at df/dB0 = 0.

The ∆m = 1 transition should be sub-dominant given B0 ∥ B1 however it could have deleterious

effects, this will be discussed further below.

Due to the anisotropy of the hyperfine tensor of the interaction with the 29Si ⟨111⟩1 we have an

additional knob to control the system: the angle of static field relative to the ⟨111⟩ direction. While

this will have a multitude of effects including changing transition energies and magnetic fields at

which CTs occur, a possibly very exciting outcome would be if the two CTs of a single ∆m branch

become a single CT with d2f/dB2
0=0. This would result in a CT that is insensitive to magnetic

fields at both first and second order, possibly increasing coherence times dramatically.

Figure 5.10 shows the df/dB0 of the T+
0 transitions for a multitude of different B-field angles

sampling across all possible directions. Unfortunately, as can be seen from the inset, there is never an

angle where the CT has both df/dB0=0 and d2f/dB2=0. Nevertheless the peak |df/dB0| between

the two CTs drops by a factor of ≈ 4 (≈ 3) for the ∆m ≈ 0 (∆m ≈ 1) transition. If in application

the exact magnetic field cannot be set then minimizing |df/dB0| across this band may be favourable.
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Figure 5.11: Clock transition: 28Si optical peak. Hahn-echo T2 lifetimes versus (a) |df/dB0| and
(b) magnetic field for the primary ODMR peaks, T0 (blue) and T+

0 (orange), for the 28Si optical peak.
|df/db| in (a) is determined from the corresponding Hamiltonian (T+

0 transition of a ⟨111⟩2
29Si

coupled system, orange, and the T0 transition of an uncoupled system, blue) at the experimentally
set magnetic field values shown in (b). Dashed lines are a fit to Eq. (2.18). Simulated Hahn-echo T2
values from CCE-2 (red) are included as well.

Coherence times: 28Si optical peak

To assess these CTs we performed a Hahn-echo T2 measurement for the four lines of interest for a

range of magnetic fields up to 30 G. Of particular interest is the dependence of the Hahn-echo T2 on

df/dB0 and to determine how much enhancement is possible by operating at the CTs. Furthermore,

with four possible transitions with which to use as a qubit we aim to determine which has the most

promising features for future use as a qubit.

For each magnetic field and drive frequency we first perform a Rabi pulse sequence to obtain

calibrated π and π/2 pulses. The measurement of the Hahn-echo transient is performed as described

in Section 3.2.2.

Figure 5.11 shows the same dataset of T2 times for the transitions of the 28Si optical peak plotted

both versus |df/dB0| and versus magnetic field. For each of the two ODMR peaks, the uncoupled

T0 and ⟨111⟩2
29Si coupled T+

0 , |df/dB0| is calculated using the Hamiltonian in Eq. (5.1) with the

corresponding hyperfine values. When determining the transition energy we use the branch of S0

that results in a transition with ∆m = 0 as we expect this to be the dominant transition for the

magnetic field orientation (B0 ∥ B1).

As predicted the T0 transition shows minimal increase in coherence times as the low |df/dB0|
regime at low magnetic field cannot be accessed. The T+

0 transition on the other hand shows a clear
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peak in coherence time of 10.8 ± 0.9 ms at 12.3 G, a factor of 7 times greater than when measured

off the CT. A dramatic increase and thus an ideal operation point for use as a qubit.

The coherence times versus |df/dB0| of the ⟨111⟩2 T
+
0 line are fit with Eq. (2.18) shown as

a dashed line in Fig. 5.11. For this fit we allow for a correction factor to the experimentally set

magnetic field to account for any errors in the field calibration because a slight error in magnetic

field can skew |df/dB0| substantially when near a CT. This correction factor is an additional fit

parameter. From the fit we determine:

kID = 0 ± 200 kHz/γ2
e ,

kiF F = 13 ± 4 kHz/γe,

kdF F = 0.07 ± 0.02 kHz,

(5.2)

where here we are normalizing by the electron spin dipole moment, γe. k∗ are the proportional-

ity constants for the different decoherence mechanisms introduced in Section 2.3.2: instantaneous

diffusion, indirect flip-flops and direct flip-flops.

As a comparison for these values we can determine an expected kID from the approximate Se+

concentration. As an upper bound we can consider all boron has compensated one-to-one a Se0 to

Se+, thus [Se+] = [B] = (4.7 ± 0.7) × 1015 cm−3. This would give kID ≈4 kHz/γ2
e which is much

smaller than the errorbars of this fit indicating this dataset is insufficient to accurately measure kID.

A method such as tip-angle [69, 77] might be better suited.

kiF F is very large compared to those determined in Ref. [66] (10–30 Hz/γe) which investigated

Bi donors in 28Si. This is expected as their sample was in isotopically purified material (100 ppm
29Si) whereas here we have a natural abundance (≈ 5% 29Si), 500 times larger, which agrees with

the 500–1000 times larger kiF F . kdF F is quite large as compared to Ref. [66] (1–6 Hz) which may

be due to the much higher concentration of resonant Se+ centres.

In addition to fitting with Eq. (2.18) we also compare the T2 times to the expected coherence

times from CCE-2 simulations. We simulate Hahn-echo T2 coherence decays for a ⟨111⟩2
77Se+-

29Si pair system in a bath of 29Si spins with a 4.7% isotopic abundance. These simulations are

done in the same manner as the simulations in Section 2.3.6 however we use a cluster size of two to

capture the decoherence from the spin bath. As before we make use of the PyCCE package [205] and

average the one-pulse coherence function over 50 random realizations of the lattice. We consider

a bath with a radius of 8 nm and we consider a cluster cutoff radius of 1 nm. After averaging the

coherence function over all lattice realizations we fit the result with a stretched exponential [66] to

obtain a Hahn-echo T2.

The simulations show qualitative agreement with the data but with higher coherence time across

the board. This may be due to the high concentration of selenium centres limiting the experimental

results, an effect that is not included in the simulations. The maximum T2 is determined by kdF F

which is predominately set by the concentration of resonant Se+ centres. Another possibility is that

the T+
0 transition isn’t fully resolved from the T0 transition of the uncoupled Se+ centres nor the

96



0 1 2 3 4
|df/dB| (GHz/T)

0

5

10

15

20
T 2

 (m
s)

0 10 20 30 40
Magnetic field (G)

(a) (b)
111 1 T0
111 1 T +

0
111 1 CCE-2

Eqn. (2.17)

Figure 5.12: Clock transition: 29Si optical peak. Hahn-echo T2 lifetimes versus (a) |df/dB0| and
(b) magnetic field for the two primary ODMR peaks, T+

0 and T−
0 , for the 29Si optical peak. df/dB0

is derived from the Hamiltonian determined in Section 5.2.1. Dashed lines are a fit to Eq. (2.18).
Simulated Hahn-echo T2 values from CCE-2 are included as well.

⟨110⟩1 T+
0 line, either of which may hinder the coherence by driving multiple transitions simulta-

neously.

Coherence times: 29Si optical peak

In the same manner as the previous section, we study the coherence times of the two primary ODMR

transitions, ⟨111⟩1 T±
0 , for the 29Si optical peak. Figure 5.12 show the T2 coherence times measured

for the ⟨111⟩1 T±
0 transitions of the 29Si optical peak. Again we display the coherence times versus

the magnetic field set during the experiment and versus the calculated |df/dB0| from the Hamilto-

nian, Eq. (5.1), and the corresponding hyperfine values as well as using the ∆m = 0 branch of S0

due to the magnetic field orientation (B0 ∥ B1).

The T+
0 transition shows very clear enhancement of the coherence times at the two CTs with

a maximum measured T2 = 20.3 ± 1.5 ms at 20.5 G, a 12 times enhancement over the non-CT

magnetic field values. Compared to the coherence times measured for the bare uncoupled Se defect

there is a factor of 9 increase. On the other hand the T−
0 transition shows no enhancement at the

expected CT at ≈ 7 G – this will be discussed later.
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Again we fit the ⟨111⟩1 T+
0 results with Eq. (2.18) in the same manner as above. We obtain:

kID = 390 ± 180 kHz/γ2
e ,

kiF F = 0 ± 3 kHz/γe,

kdF F = 0.06 ± 0.01 kHz,

(5.3)

where we are normalizing by the electron spin dipole moment, γe.

Here we now see very different results as compared to the ⟨111⟩2 T+
0 fit result. The kID value

indicates a concentration 100 times larger than would be expected based on the upper bound on the

Se+ concentration. The exact source of this |df/db|2 dependent decoherence unknown.

kiF F is lower than the ⟨111⟩2 T+
0 fit result, although not to a significant extent given the large

error bars. The kiF F values should be about the same as the two systems are in the same isotopic

environment. It could be that the large kID is obscuring the smaller effect of the kiF F leading to an

underestimate in the fit result. The dataset may be insufficient to determine both accurately. kdF F is

approximately the same as before, consistent with the hypothesis that the limitation being the 29Si

in the environment.

To get an estimate of T2 versus magnetic field for the T−
0 transition (which showed no enhance-

ment) we take the fit parameters from the T+
0 versus df/dB0 dataset (Eq. (5.3)) and apply them to

the T−
0 transition. We make the assumption that the two transitions will have the same sensitivity to

the environment as they are merely different ground state manifolds of the same sub-ensemble of

centres. Thus the only difference in the predicted T2 times is that we use the |df/dB0| values from

the S0 ↔T−
0 transition (using the ∆m = 0 branch). This is plotted as a blue dashed line in Fig. 5.12b

showing that the experimental data points likely missed the much sharper CT which could explain

the lack of T2 enhancement seen for the T−
0 transition. This shows that the T+

0 transition is a better

manifold for a qubit as the CT enhancement over a much broader band in magnetic field rather than

a very sharp enhancement.

Finally, we use the same CCE-2 simulation method as above but for the 29Si coupled in the

nearest neighbour position. In this case the modelled coherence times agree quite well as seen in

Fig. 5.12. The exact positions of the peak coherence are slightly shifted compared to experiment but

the magnitude of the max coherence agrees within our experimental error. The offsets of the peaks

could be due the calibration of the magnetic field at the sample, from the fitting above the optimal

correction factor for the magnetic field was 10% higher than the experimentally determined value.

Higher than in the previous section which was measured on a different day indicating the need for

more frequent field calibrations.

As the simulations only consider a single centre, the agreement between simulations and exper-

iment means the high selenium concentration isn’t limiting the coherence times. Nor are we being

limited by poor selectivity of the transition being driven: the T+
0 transition is well separated from

any other transition. Furthermore, the simulations only drive the ∆m = 0 branch from S0. Exper-
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imentally, we cannot resolve the two branches and yet the agreement with simulations suggest we

are not being limited by driving these two ∆m branches.

The simulated coherence times also seem to match the fast quadratic drop off with |df/dB0|
without a large offset as seen in the ⟨111⟩2 comparison. This could mean that the kID and kdF F

effects are well captured by the spin bath alone and the concentration of 77Se+-29Si centres is sub-

dominant. This is in contrast to the comparison of simulations to data for the ⟨111⟩2 T+
0 transition in

the 28Si optical peak which suggested the concentration of Se centres was having a non-negligible

effect. This makes sense as these 77Se+-29Si pairs are only 5% of the centres and therefore a lower

concentration of resonant defects in the bulk. The spin-bath being the dominant factor could help

explain the high kID despite the concentration being lower than the 28Si optical peak. Furthermore,

the agreement between simulations and our experimental results show that we are not limited by the

overlap of the S0 levels. We are not driving two transitions in a manner that is lowering coherence

possibly due to the magnetic field orientation doing a good job of selecting a single ∆m branch.

The peak coherence times of both simulations and experimental results for the ⟨111⟩1 T+
0 tran-

sition are larger than the ⟨111⟩2 T+
0 transition. The fact that the simulations match the experiments

means this difference isn’t due to the concentration of Se centres. It could be due to a higher order

effect: the second derivative of frequency with respect to magnetic field is smaller for the ⟨111⟩1 T+
0

transition than the ⟨111⟩2 T+
0 transition (see Fig. 5.9) which could be limiting the coherence of the

latter.

Nuclear-like transitions

In addition to providing more accessible CTs for the 77Se+ hyperfine qubit, the presence of a 29Si is

itself an additional qubit available to be used in the system. As shown in Fig. 5.6 the transition be-

tween the ⟨111⟩1 T+
0 and T−

0 states is nominally a 29Si nuclear spin flip. This is promising as nuclear

spins in silicon and other solid state systems have been shown to possess much higher coherence

times as compared to the central optically accessible spin [51, 67, 70, 208, 213]. The presence of

two available qubits in one center has promising applications for a memory/client architecture suit-

able for distributed quantum computing [214]. The optically active S0 ↔ T+
0 transition can act as a

broker spin-photon interface for long range entanglement, while the 29Si nuclear spin can act as a

long lived memory qubit for storage during entanglement operations.

These transitions are not solely from a nuclear spin flip as the system is highly coupled at

these low fields and the nuclear spin is not a good quantum number. However, as stated above, the

nuclear-like transitions may still have long coherence times. While attempts were made to drive

these nuclear-like transitions, no coherent Rabi oscillations were observed. Here we present the

results of our models and simulations created to provide a prediction of the nuclear-like coherence

times and any possibility of CTs.

Figure 5.13a shows df/dB0 of the T−
0 ↔ T+

0 transitions showcasing CTs at ≈ 11 and ≈ 67 G.

By inspecting the ∆m characteristic of the transitions we see that while the higher field is a ∆m = 1

99



0

5

10

df
/d

B 
(G

Hz
/T

)

0 20 40 60 80 100
Magnetic field (G)

0

25

50

75

T 2
 (m

s)
1

0

1

m

(a)

(b)

Figure 5.13: Nuclear-like clock transition. (a) df/dB0 versus magnetic field for the T−
0 ↔T+

0
transition coloured by the ∆m of the transition. (b) Hahn-echo T2 coherence times from CCE-2
simulations with a natural abundance of 29Si.

indicating a nuclear spin-flip as the nominal transition, the lower field is ∆m = 0 indicating that

the transition is between a non-trivial composition of all three spins.

Figure 5.13b shows the simulated coherence times based on CCE-2 utilizing 50 random lattice

realizations with a bath radius of 8 nm and a cluster radius of 1 nm with a 4.7% 29Si abundance. The

coherence decays are each fit with a stretched exponential and the Hahn-echo T2 coherence time is

extracted for each magnetic field. Here we see that the two CTs have very different enhancements of

the coherence despite both having df/dB0 = 0, clearly the second order dependence on magnetic

field (d2f/dB2
0) is coming into play [66], as was suggested for the different peak coherence times

in Section 2.3.1. The higher field CT has a very low d2f/dB2
0 as the transition is approaching that

of an uncoupled 29Si. As the field increases df/dB0 approaches a constant value equal to the 29Si

Larmor frequency of ≈ 8.46 MHz/T.

The use of both the central spin microwave CT and this nuclear spin radio frequency CT may

prove challenging as they occur as different magnetic fields. Optimization of the integrated system

will be needed to have both a long lived memory qubit and a broker qubit with sufficient coherence

times. In any case, experimental work will be necessary to measure the coherence time of this

nuclear-like transition for which these ∆m values will help inform the resonator geometry for future

studies.
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Figure 5.14: Out-diffusion of implanted selenium. Secondary Ion Mass Spectroscopy (SIMS)
measurement of selenium implanted silicon before and after heat treatment.

5.4 Proposal

We can now take what we’ve learned and consider applying it to a quantum technology application.

Specifically, we have measure the hyperfine interaction between 77Se+ and nearest neighbour 29Si

and how the system possesses, not only a long lived clock transition, but also an addition nuclear

spin qubit. As discussed previously, the most suitable application for selenium is the incorporation

into silicon photonic cavities in the strong-coupling regime to generate photon mediated remote

entanglement [78, 128]. Cavity parameters have already been determined based on the optical prop-

erties of the Se+ 1s:A ⇔ 1s:T2:Γ7 transition [77]. Here we propose the integration of a 77Se+-29Si

pair into the cavity rather than a bare 77Se+ defect. This method results in two qubits coupled to

the cavity that could form the basis of a client-memory system [214]. Furthermore, we will demon-

strate that this proposal is advantageous from a fabrication standpoint and even from a coherence

properties standpoint.

Incorporating selenium into the mode maximum of a cavity is non-trivial. Morse et al. [69]

proposed implantation of selenium, however, selenium is a large atom that experiences significant

out-diffusion after implantation with low uptake into substitutional sites [215, 216]. Furthermore,

careful Fermi-level engineering is needed to produce selenium in the proper charge state, requiring

co-implantation and uptake into the lattice or other methods [186]. These issues make it a chal-

lenging prospect to incorporate a single selenium in a substitutional site, in the proper charge state,

in the mode maximum of a photonic cavity. As an example of the difficulties of the implantation
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procedure, Fig. 5.14 shows the issue of out-diffusion with selenium implantation. This captures just

one of the fabrication difficulties without addressing the issues of Fermi-level engineering.

The conventional method for incorporating selenium in a cavity would be to lower the final con-

centration of selenium in the material until on average the number of selenium atoms in the mode

maximum is on the order of one. This may be accomplished by lower fluences of selenium im-

plantation or lower concentration diffusion processes. Both of these methods have their fabrication

difficulties, not least of which being confirming selenium concentrations. Working with 77Se+-29Si

pairs would mean that the selenium concentration could be 20 times larger than the desired re-

sult and using the 5% abundance of 29Si to reduce the effective concentration. The 20x increase

in selenium concentration would increase the signal of concentration calibration measurements –

an important step for determining optimal implantation/annealing recipes. It may even assist with

fabrication constraints as it is easier to implant 10–100s of ions rather than 1–10s of ions [217].

If we now consider a 28Si isotopically purified material there are yet more possible benefits for

the fabrication of 77Se+-29Si pairs. While not commercially available, isotopically purified silicon

can be obtained at wafer scales for silicon spin qubits [71] and isotopically purified SOI material

is starting to be investigated for optically active silicon defects [218]. The benefits to coherence

times and linewidths are well known [69, 70, 86, 98, 99] so we will consider the scenario where

the benefits of utilizing 28Si SOI outweigh the fabrication issues. We will consider an SOI sample

with a 99.95% 28Si isotopic purity. This is below the purity achieved in bulk samples, e.g. samples

from the Avogadro Project [200] with a 99.995 % 28Si, but is the state of the art for molecular beam

epitaxy 28silicon-on-insulator wafers [218].

For a 28Si SOI sample we suggest modifying the incorporation procedure as follows: perform

high concentration implantation or diffusion to have selenium in the correct charge state in the sam-

ple without the aim of having only a single Se+ (or 77Se+-29Si pair) in the mode maximum – aim to

have high concentration throughout. For reference 10–100 selenium atoms in the mode maximum

of a cavity with modal volume (λ/n)3 is a concentration of ≈ 1013 −1014 cm−3, this is much lower

than the concentrations of Se in the samples studied in this work, ≈ 1015 cm−3. Next perform deter-

ministic single ion implantation (or low fluence) implantation of 29Si ions into the mode maximum

of the cavities. This placement along with the high concentration of selenium will result in the de-

terministic placement of an 77Se+-29Si pair into the mode maximum. 29Si deterministic placement

is much easier than deterministic Se+ placement as 1) 29Si will be much more readily incorporated

into the lattice rather than out-diffusion as is the case for selenium, and 2) the implantation of 29Si

will not effect the Fermi level nor does it require a co-implantation to properly incorporate it. This

process is shown schematically in Fig. 5.15a.

As established in Fig. 2.19c the optical transition of an 77Se+-29Si pair is well resolved from the

unpaired Se centres. This means the precisely placed 77Se+-29Si pair will not be obscured by the

spectra of the background Se+. Figure 5.15b shows a 77Se+ spectrum in 99.991% 28Si [69] which

has a purely Lorentzian linewidth of 0.87 µeV. At the relative detuning from 28Si optical peak to

the 29Si optical peak this Lorentzian has an amplitude over three order of magnitude lower than the
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maximum. Thus, there will be a negligable amount of bare 77Se+ centres resonant with the 77Se+-
29Si pairs. The optical cavity can simply be shifted from the bare 28Si 77Se+ spectrum as shown in

Fig. 5.15b comparing to a cavity with a Q-factor of 104 (the requirement for C=1 [77]).

We can also consider the detrimental effects of higher selenium concentration on the spin co-

herence time. The results of this work has shown that the ⟨111⟩1 T+
0 coherence is not limited by the

concentration of selenium in the surroundings as evidenced by the good agreement with the single

defect simulations (see Section 2.3.1). The samples studied in this work have 10–100 times more

selenium than we are proposing here. Furthermore, decoherence from instantaneous diffusion and

direct flip-flops depend on resonant defects. The 77Se+-29Si pair qubit levels are detuned from the

bare Se+ S0 ↔T0 transition by ≈4 MHz which may be sufficient to avoid decreases to coherence,

although more work is necessary to confirm this hypothesis.

Finally, we can consider the achievable spin coherence times possible for an integrated 77Se+-
29Si pair as compared to a bare 77Se+ – specifically when operating at clock transitions. In the

case of a natural silicon environment we have shown via experiments and simulations that the clock

transitions available to the coupled system outstrip the coherence times of the bare Se+, by a factor

of 9 (see Section 2.3.1). For the comparison between a 77Se+-29Si pair and bare 77Se+ defect

in the case of an isotopically purified sample we must consider that the implantation of 29Si is

introducing spins into the lattice, making a locally worse spin bath. To this end we investigate

CCE-2 simulations of the ⟨111⟩1 T+
0 coherence in environments with different 29Si concentrations,

simulating a 77Se+-29Si pair created by different doses of 29Si. We compare these results in Fig. 5.15

along with the bare 77Se+ T0 transition in an environment with 0.05% 29Si (the state of art for SOI

isotopic purity [218]). The spin coherences were simulated with CCE-2 using PyCCE [205] using

50 random realizations of the spin bath. For each 29Si concentration the bath size and cluster radius

are scaled to have the same number of bath spins and same number of cluster pairs on average. For

a natural concentration of 4.7% we use a bath size of radius 8 nm and a cluster size of 1 nm. We can

see that by limiting the concentration of implanted 29Si to 2–5 times the background we can achieve

coherence times that are comparable to the bare Se+ the background spin bath.

When comparing these results note that the CT of bare 28Si 77Se+ is misleading as the zero-field

coherence time is experimentally inaccessible. As shown in Section 5.2.1 and Section 5.3.2 the T0

transition of bare Se+ cannot be driven at low fields due to the overlap with the T± transitions. This

is true even in isotopically purified material as seen in Ref. [65] where going to yet lower magnetic

fields did not monotonically improve the coherence times. This is not a problem for 77Se+-29Si

system as the finite field means all transitions are well resolved. Thus, despite the worse spin-bath

from the 29Si implantation the spin coherence times of a 77Se+-29Si pair can exceed that of an

isolated 77Se+ centre.

In summary, we believe working with a 77Se+-29Si pair presents an advantageous system to

work with compared to a bare Se+. An additional qubit, a more straight-forward fabrication proce-

dure, and competitive coherence times all make this a promising platform for an integrated silicon-

photonics based quantum technology. Future work includes the integration of 77Se+-29Si pairs into
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Figure 5.15: 77Se+-29Si quantum technology. (a) A silicon photonic crystal cavity [219] and ad-
jacent waveguides illustrating a schematic diagram for the fabrication of cavity-coupled 77Se+-29Si
pairs: firstly, incorporate high concentrations of 77Se in the correct charge state, secondly, perform
deterministic implantation of 29Si into this high 77Se background. (b) 77Se spectra in 99.991%
28Si [69] along side the profile of a Q=104 cavity centred on the 29Si optical peak. (c) CCE-2 simu-
lated T2 coherence versus magnetic field of a coupled 77Se+-29Si system (T+

0 transition) in different
isotopic environments. The inset shows the environment of a 77Se+-29Si pair (red-green) and the
bath 29Si (blue). (d) CCE-2 simulated T2 coherence of a bare Se system (T0 transition) in a high
purity isotopic environment. The inset shows the environment of a bare Se (red) and the bath 29Si
(blue).
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cavities and integrated photonics as well as a study of the spin coherence time of the local 29Si nu-

clear spin. Cavity integrated 77Se+-29Si centres, acting as client-broker pairs, can enable an on-chip

quantum computer as proposed by as proposed by Morse et al. [69] and Yan et al. [78] or even

across multiple chips in a distributed quantum computing application.
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Chapter 6

Results and Discussion: T centre

The state of the art at the time of this thesis work is implantation into SOI samples and preliminary

work with integrated devices, however, the optical properties of T centres in this new environment

are not known. Here we present our work on waveguide-integrated T centres including waveguide

spectroscopy, lifetime measurements, and hole burning. We examine the waveguide sample at both

zero-field and in a magnetic field, the latter of which enables spin control for a T1 measurement.

Additionally, we present hole burning measurements of T centres in bulk 28Si to provide a measure

of the possible linewidth in more ideal conditions. Finally, we present an outlook of the use of the

T centre in an integrated photonic cavity for quantum networking prospects.

6.1 Waveguide spectroscopy

We confirm the presence of T centres within the waveguides with PL measurements using CW

above-bandgap light (450 nm) illuminating the centre of the waveguide and measuring the lumi-

nescence with a grating spectrometer. The measured PL from both the ZPL GC and the PSB GC

are shown in Fig. 6.1a along with a PL measurement of the unpatterned SOI material measured

with a Fourier transform infrared spectrometer. There is a clear signature of T centres within the

waveguides, with a strong ZPL line and the phonon sideband to lower energies showing the L1 local

vibrational mode at 906 meV [70, 191].

We use the grating spectrometer at a higher grating density to obtain a high resolution PL spec-

trum centered at the ZPL to attempt to measure the TX1 transition. As the TX1 level can be thermally

populated at elevated temperatures the ratio of TX0 to TX1 integrated emission can be used to assess

the temperature of the sample [190]. As shown in Fig. 6.1c there is no sign of emission from TX1 in

PL, indicating the temperature of the sample is lower that 4K (limited by the noise of the spectrum).

As a comparison we measure pulsed PLE with the detector only triggered when the laser is off (to

remove background) to obtain a PLE spectrum of the TX1 level, this is shown in Fig. 6.1c. The

splitting between TX0 and TX1 is measured to be 1.75 ± 0.1 meV, consistent with the splitting seen

in Ref. [70].
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Figure 6.1: Waveguide spectroscopy. (a) Above-bandgap PL spectra of the unpatterned SOI ma-
terial compared to the emission from the ZPL and PSB GCs. The approximate transmission ranges
of the PSB and ZPL GCs are shown with horizontal bars. (Inset) Area normalized spectra showing
ZPL relative to the PSB. ZPL GC and PSB GC spectra are shifted 10 and 20 meV respectively for
clarity. (b) PLE spectra of waveguide integrated T centres at zero field and at a ∼200 mT magnetic
field compared to the PL spectra of the unpatterned material. (c) High resolution PL from the ZPL
GC in the region of the ZPL along with a higher energy PLE scan showing the TX1 transition. The
lack of TX1 in PL indicates T < 2 K.
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Figure 6.2: Device survey. Hole burning spectra of (a) a range of 0.45 µm wide waveguides devices
and (b) a range of tapered devices with varying taper widths. The presence of PLE and spectral
holes confirm the presence of integrated T centres across all probed devices.

We next measure a CW PLE spectrum to get a higher resolution spectrum of the ZPL line,

measured with a single photon detector, as shown in Fig. 6.1b. Here we see an inhomogeneously

broadened spectrum of an ensemble of T centres, we expect approximately 600 T centres based

on concentration estimate from similar material [88]. We compare the PLE of this ensemble to

a high resolution PL spectrum of the unpatterned material. This PL spectrum is measured with

a 200 mW 532 nm CW excitation laser and the resulting luminesnce spectrum is measured by

a Bruker FTIR. Compared to the PL spectra of the unpatterned material with linewidth 27.3 ±
0.2 GHz (0.1129 ± 0.00008 meV) the waveguide ensemble has a slightly narrower linewidth of

22.7 ± 0.3 GHz (0.0939 ± 0.0012 meV). In both cases the linewidths are much larger than seen in

bulk natural silicon (approximately 7 GHz [70, 87]) due to implantation damage [87] and random

strain from the silicon-silicon oxide interface in the SOI sample [79]. However, the two linewidths

are nominally the same indicating the narrow waveguide environment does not add significant strain

to the T centres and the fabrication procedure may in fact release some strain [220]. Under-etching

the waveguides may reduce the strain even further – a topic for future work.

We also measured the PLE spectrum with the photonic chip mounted atop a neodymium magnet.

In this case the inhomogeneous linewidth is 39.6 ± 0.5 GHz (0.164 ± 0.002 meV), however, we

expect that this broadening is not due to the magnetic field and instead is due to strain on the sample

from the mounting method. The study of the sample in a magnetic field is continued in Sections 6.3.3

and 6.4 where this will be discussed further.
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While the remainder of the work on this chip will be performed on this particular device, we

confirm the presence of T centres within additional devices, both waveguide and taper devices, by

performing pump-probe hole burning measurements. A collection of these measurements are shown

in Fig. 6.2. Of the 13 devices measured we see clear signs of T centres in all 13 indicating a high

yield of T centre integrated photonic devices.

6.2 Waveguide lifetime

We next investigate the time-dependence of the T centre emission and measure the excited lumi-

nescence lifetime using a pulsed excitation and time tagging measurement. We excite the T centres

both non-resonantly with an above-band 980 nm pulsed laser exciting the middle of the waveguide

and with resonant light driving the ZPL pulsed with an EOM amplitude modulator.

For the above-band excitation we observe an emission lifetime of 0.96 ± 0.01µs which agrees

with the lifetime measured in bulk 28Si samples [70]. With the resonant excitation pathway we first

measure at a wavelength detuned from the T centre PLE peak to get a measure of the background

and then again resonant with the PLE peak. The two histograms of timetags are normalized and

then the background is subtracted from the resonant histogram and the resulting exponential decay

is fit. With this resonant excitation scheme we measure a shorter lifetime reduced by 16 percent to

0.81±0.01µs. Both resonant and non-resonant results are shown in Fig. 6.3. This resonant excitation

was repeated at multiple different wavelengths as shown in Fig. 6.4a which shows no dependence

on the excitation wavelength.

There exist a variety of mechanisms through which the T centre may exhibit a reduced excited

state lifetime including stimulated emission [104], Purcell enhancement [130, 221], and superradi-

ance [222]. Stimulated emission is the process through which an excited T centre can have emission

induced by the presence of a resonant light field. We conclude that this hypothesis is unlikely to be

correct by measuring the luminescence lifetime across a range of pump powers and find that there

is no dependence on the emission lifetime as shown in Fig. 6.4b. This power dependence study is

repeated resonantly driving the TX1 line, Fig. 6.4c, again showing no trends with power and giving

an average lifetime of 0.858 ± 0.002 µs.

Purcell enhancement is described in Section 2.4.1 and is generally associated with cavity de-

vices, however, simple photonic structures have been shown to theoretically Purcell enhance T

centres by changing the local density of states within the device. Higginbottom et al. [88] pre-

dict Purcell enhancement (>3) in puck structures with dimensions on the same order of magnitude

as the waveguide devices.

We assess the Purcell enhancement hypothesis by performing FDTD simulations of dipoles

within a waveguide using Ansys Lumerical. A dipole within the waveguide will have a Purcell

factor dependent on where in the waveguide it is located as shown in Fig. 6.5a-c. An ensemble

throughout the waveguide will display an effective Purcell factor that is a weighted average across

the waveguide. The weighting will be both the strength of the excitation mode profile of the first TE
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Figure 6.3: Excited state lifetime. The luminescence lifetime of waveguide integrated T centres
probed with non-resonant, above-bandgap, light (blue) excited as shown in the upper inset and with
resonant ZPL light (red) excited as shown in the lower inset. The luminescence decay of the above-
band excitation has been smoothed with a Savitzky-Golay filter.

waveguide mode (Fig. 3.4b) as well as the coupling of the dipole’s emission to the same mode as

shown in Fig. 6.5d-f. We simulate all of these for three orthogonal dipole orientations and determine

the effective Purcell factor. Examples of these simulations are shown in Fig. 6.5 for a dipole oriented

normal to the SOI sample Fig. 6.5a; in the plane of the sample, orthogonal to the axis of the waveg-

uide Fig. 6.5b; and in the plane of the sample and along the axis of the waveguide Fig. 6.5c. The

effective Purcell factor for these orientations are 0.81, 0.91, and 0.72 respectively. These effective

Purcell factors assume a uniform distribution of T centres through the waveguide, it is possible that

a non-uniform distribution may weight the high Purcell factors differently.

We can also determine the expected effective Purcell enhancement when exciting with above-

band light. In this case we take the excitation to be uniform across the waveguide rather than as

a specific mode. However, the spatially dependent Purcell factors and the coupling to the first TE

mode are the same. In this case the effective Purcell factor for the three orientations are 0.82, 0.90,

and 0.74. These values correspond closely to those determined in the resonant case. We conclude

that regardless of the distribution of T centres, Purcell enhancement is unlikely to match the lifetime

results we are measuring.

Another possible explanation for the enhanced emission rate is superradiance [222], wherein a

coherent interaction between excited centres induces a faster decay. This has been seen in whispering-

gallery-mode cavities with defects in SiC [164] and may be present in the waveguide. If this is the

case this is promising for a technological application that would require an ensemble working co-

herent together as is the case for a memory or transduction device as discussed in Ref [223].
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Figure 6.5: Purcell factor and transmission simulations. Lumerical simulations of a dipole ori-
ented as shown in a waveguide showing (a-c) the Purcell factor and (d-f) the transmission into the
fundamental TE mode.
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A final explanation is that the resonant excitation is not enhanced, but the non-resonant excita-

tion is suppressed, both in this measurement and in the bulk sample measurement in Ref. [70]. If

the excitons created from above-bandgap excitation bind in a high energy level there could also be

a rate limiting chain of decays to return to the TX0 state before decaying with a detectable photon.

We have seen that resonantly exciting to TX1 adds 50 ns to the decay time (see Fig. 6.4). Decaying

from yet higher excited states may explain the time difference between resonant and non-resonant

excitation.

6.3 Hole burning

As discussed in Section 2.4.2 a key metric for the remote entanglement of emitters based on the

Barrett-Kok protocol is the homogeneous linewidth or ‘instantaneous’ homogeneous linewidth. This

can be determined via a hole burning measurement. Here we present hole burning measurements

on a number of T centre ensembles in different samples and environments. While the exact lasers

used may differ between experimental setups, the procedures are all the same as described in Sec-

tion 2.2.2: a variable-power pump laser is turned to the peak of the inhomogeneously broadened line

and a low power probe is swept about this pump energy revealing a hole and possible anti-holes.

Exact experimental details for each sample and system are described in Section 3.3.

6.3.1 Waveguide: Zero-field

We start by investing the waveguide ensemble studied in the previous sections (Section 6.1 and

Section 6.2) at zero applied magnetic field (Earth field < 0.05 mT). Resonant light is coupled through

the ZPL GC and the emission is measured by a SNSPD through the PSB GC after filtering out

remaining ZPL light. An example of spectral hole burning in this sample is shown in Fig. 6.6b.

This spectra is generated by sweeping the probe laser with and without the pump laser and dividing

the two spectra after removing the offset from pump excitation. The hole is fit with a Gaussian-

Lorentzian sum to get the hole linewidth, which we take to be twice the homogeneous linewidth at

the set pump power (see Section 2.2.2).

This hole measurement and fitting procedure is repeated for many different pump powers to

generate a power dependence of the homogeneous linewidth. For each power the hole burning

measurement is repeated multiple times with the hole fit with a Gaussian-Lorentz sum. The hole

linewidth is determined by a weighted averaging over these datasets, weighted by the inverse vari-

ance of the fitting error. The dependence of the average homogeneous linewidth (half the average

hole linewidth) on pump power is shown at both 1.2 K and 4.3 K in Fig. 6.6a. In each case the

dependence is fit with Eq. (2.3) to extract a low power linewidth. At 4.3 K the lowest measured ho-

mogeneous linewidth (low power extrapolated value) is 590±30 MHz (470±30). This linewidth is

limited by thermal dephasing to the TX1 as has been seen in the broadening of ensemble linewidths

in 28Si [70]. From Ref. [70], the expected linewidth at this temperature is 260 MHz, lower than what

we observe in the waveguide ensemble. This difference isn’t due to a different TX0 to TX1 split as
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Figure 6.6: Zero-field waveguide hole burning. (a) Hole linewidth versus pump power for a waveg-
uide ensemble at zero field at 1.2 K and at 4.3 K. Trends have been fit with Eq. (2.3). (b) An example
of a hole burning spectrum of the waveguide ensemble. (c) A hole burning spectrum of unpatterned
SOI material with the same implantation and annealing procedure as our main sample.

PLE measurements showed the splittings are the same between the waveguide and bulk ensembles

(see Fig. 6.1c). It could be due to a different phonon density of states in the nanophotonic waveguide

as compared to the macroscopic bulk sample.

At 1.2 K, below the thermal activation temperature the lowest measured homogeneous linewidth

is 67 ± 3 MHz with a low power extrapolated linewidth of 4 ± 4 MHz. Low SNR prohibited mea-

suring to lower powers and the sharp drop off at low powers is not well measured hence the large

errorbars on the extrapolated value. Nevertheless, from the lowest measured linewidth as an upper

bound we can confidently state that the instantaneous homogeneous linewidth is on the order of 10s

of MHz, nearly two orders of magnitude lower than previous estimates [87, 88].

A comparison before and after fabrication is done by measuring a low power hole burning

spectrum on unpatterned SOI material as shown in Fig. 6.6c displaying an instantaneous linewidth
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of 54 ± 1 MHz. Limited SNR prohibited measuring the power dependence of the homogeneous

linewidth thus we can only use this as an upper bound of the unpatterned material. Of note are

the lineshapes of the two holes measured in waveguide and unpatterned samples: Lorentzian and

Gaussian respectively. This discrepancy may be indicating a difference in the spectral diffusion

environment. The typical lineshape is Lorentzian [104] however Gaussian linewidths have in seen

in other solid state platforms due to spectral diffusion [202, 224].

These measured linewidths are very promising and actually significantly less than previous mea-

surements of the homogeneous linewidth of the T centre. Ref. [87] investigated the linewidth using

a method that hyperpolarized the T centres as the magnetic field was swept and measured a homoge-

neous linewidth of 1 GHz in SOI, and Ref. [88] investigated single T centres measuring a minimum

homogeneous linewidth of 660 MHz. The key difference between these previous approaches and

the approach presented here is the relevant time scales of the measurements. Here we measure the

instantaneous homogeneous linewidth with a timescale set by the excited state lifetime (∼ 1 µs)

whereas Refs. [87, 88] measure the long-time homogeneous linewidth with times scales set by the

T1 lifetime and the spectrum acquisition time respectively, both much longer than the excited state

lifetime. The time scale sets what spectral diffusion the measurement is sensitive to: the instanta-

neous homogeneous linewidth is a measure of the fast spectral diffusion and intrinsic dephasing

whereas the long-time homogeneous linewidth is also sensitive to slower spectral diffusion effects.

For technological applications, the instantaneous homogeneous linewidth is the key metric for high

fidelity remote entanglement generation as will be discussed further in Section 6.5.

While the linewidth measured in this integrated waveguide is promising, there is a lot of room for

improvement as no optimization has been performed on the e.g. implantation and annealing steps, on

the fabrication steps, or on the base material – simply commercially available material. Here we have

demonstrated a robust method of determining the key metric for future applications – a method that

can be used for future studies on material development and improvements to spectral diffusion. As

a comparision we can measure the instantaneous homogeneous linewidth in an isotopically purified

sample with T centres in the bulk, far from interfaces as a measure of the optical coherence possible

in a more ideal environment. To this end we consider T centre ensembles in bulk 28Si.

6.3.2 Bulk 28Si: Zero-field

In Ref. [87] the spectral diffusion linewidth of bulk samples were found to be significantly less

than in SOI samples. This comparison to bulk samples provides a benchmark of what is possible

for an optimized integrated sample. Here we investigate the hole burning linewidth of a bulk 28Si

sample to compare to the waveguide linewidth measured. The details of the 28Si sample are listed

in Section 3.3.3, however, of note is that T centres are generated via irradiation with electrons rather

than implantation as is the case for the SOI/waveguide samples studied. Implantation has been

shown to increase the inhomogeneous linewidth in bulk samples [87]. An irradiated sample may

have more favourable optical properties in addition to being isotopically pure and having T centres

far from surfaces.

114



Hole burning spectra of the bulk 28Si sample at zero field are shown in Fig. 6.7 at a range of

relative pump/probe powers, Prel = Ppump/Pprobe, with a fixed probe power of 62 µW. In contrast

to the saturation hole burning measured in waveguides Section 6.3.1, here the hole burning spectra

are in the hyperpolarization regime (see Section 2.2.3).

The T centre is known to have an anisotropic hyperfine coupling between the unpaired elec-

tron and the hydrogen nucleus with a coupling strength of approximately 1–5 MHz [70]. At zero

field this will lead to a splitting in the ground state on the order of the hyperfine coupling. In the

waveguide sample the homogeneous linewidth was larger than this ground state splitting at the pow-

ers measured and so only saturation was occurring, not hyperpolarization. In this bulk 28Si sample

the presence of anti-holes indicates that the homogeneous linewidth is less than the ground state

splitting to produce hyperpolarization (see Section 2.2.3).

In order to extract the homogeneous linewidth we make use of the rate equation model intro-

duced in Section 4.1. With a hyperfine interaction between the electron and hydrogen we expect a

singlet-triplet structure at zero field (the exact structure will be discussed below). As such we use a

three-level steady-state solution Eq. (4.9).

As power broadening from the pump can lead to larger linewidths than the intrinsic homoge-

neous linewidth we fit all five spectra simultaneously. The free parameters are the homogeneous

linewidth, the ground state splitting, and the inhomogeneous linewidth. Additionally, the absolute

power of the pump and probe was a free parameter for each dataset, i.e., a conversion from the mea-

sured power to the driving rate of the system. After fitting, we confirm that the ratio of pump/probe

powers for each dataset agrees with the expected ratio from lab measurements. We include as a fit

parameter a scaling factor as a conversion from the equation’s output signal to the measured detector

signal. Finally, an offset value is included to account for any offsets in the measured results.

In addition to the nominal ground-state splitting we must account for the degeneracies of the

two ground states. At the time of measuring these spectra the exact hyperfine tensor had not been

determined, only that it was anisotropic. Depending on the exact form of the hyperfine tensor two

doublets or a singlet-triplet were both possible in the ground state [225]. From the asymmetry be-

tween the two holes in these hole burning spectra, Fig. 6.7, we can rule out the doublet-doublet

case, however, a singlet-triplet or an inverted singlet-triplet could both be possible. The fitting was

repeated for both possible degeneracies. Agreement with the collected data was only possible when

the three-fold degenerate level was higher in energy than the singly degenerate level. This level

structure is shown in the inset of Fig. 6.7.

These fits are shown in Fig. 6.7 along with the single laser scan. In addition to the ground

state degeneracies, the fits return a nominal ground state splitting of 3.85 ± 0.01 MHz, a value that

was later confirmed in Refs. [108, 192]. Finally the homogeneous linewidth was determined to be

0.69 ± 0.01 MHz, only a factor of 4 from the lifetime limited linewidth of 0.17 MHz (0.20 MHz)

based on the above-band excitation (resonant excitation) lifetime. As discussed in Section 2.4.2 a

homogeneous linewidth equal to the lifetime limited linewidth results in indistinguishable emission
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Figure 6.7: Bulk 28Si hole burning. Hole burning spectra of a bulk 28Si sample at zero field at
different pump powers given by Prel = Ppump/Pprobe. A one laser scan is shown in orange. All
spectra are normalized to 1 at -20 MHz detuning, far from the hole and anti-holes. Black dashed
lines are a simultaneous fit with the rate equation model from Section 4.1 for an isotropic hyperfine
with nominal splitting as a free parameter and rates as shown in upper inset. Red dotted lines are a
simultaneous fit using the full anisotropic hyperfine as shown in the lower inset. Extracted homoge-
neous linewdiths are 0.69 ± 0.01 MHz and 0.43 ± 0.03 MHz respectively.

and high fidelity entanglement generation. The exact visibility achievable by this highly coherent

transition will be discussed in Section 6.5.

During the writing of this thesis the nominal ground state splitting and relative degeneracies of

the ground state were confirmed via ODMR measurements of the ground state at low magnetic fields

(in the same manner as the 77Se+ ground state was measured, Chapter 5). The hyperfine tensor was

determined to be [108, 192]

A =


−4.03 ± 0.01 MHz 0 0

0 −2.93 ± 0.01 MHz 0
0 0 4.50 ± 0.01 MHz

 . (6.1)

This hyperfine tensor leads to a ground state with four non-degenerate levels with a ladder of split-

tings of 3.48, 0.235, and 0.55 MHz (see the lower inset of Fig. 6.7). This more precise ground state

can be implemented in the rate equation model using the steady-state equation Eq. (4.11) and the

fitting procedure repeated as above. In this case the ground state is fixed per the tensor with no free

parameters. The homogeneous linewidth in this scenario is found to be 0.43 ± 0.03 MHz, only 2.5

times larger than the lifetime limited value. This fit is shown as well in Fig. 6.7. While the out-
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puts of the fitting procedures are nominally the same, in the degenerate case a larger homogeneous

linewidth is needed to compensate for the state splitting that is neglected.

From the linewidth versus temperature model developed in Ref. [70] a homogeneous linewidth

of 0.43 ± 0.03 MHz corresponds to a temperature of ≈ 1.7 K if the zero temperature linewidth is

taken to the be the lifetime limited linewidth. This is hotter than our experimental temperature of

1.4 K meaning the additional broadening is not purely a thermal effect. At 1.4 K we would expect

a linewidth of 0.2 MHz in the ideal scenario, thus, ≈ 0.230 MHz of dephasing broadening is still

present in the system.

6.3.3 Waveguide: At-field

We now return to the ensemble T centre waveguide sample. In addition to the zero-field waveguide

hole burning presented above we can repeat the measurements in the presence of a magnetic field.

Practical applications of the T centre will likely operate at an elevated magnetic field in order to have

the electron spin-states optically resolved. Here we remount the waveguide sample atop a magnet

(as described in Section 3.3) and align to the same waveguide device in order to begin preliminary

work on the manipulation of the spin states.

In a magnetic field the ground and excited states split into four transitions A-D (see Fig. 2.20).

From the permanent magnet cooled to 1 K we expect B0 ≈200 mT oriented normal to the SOI

wafer along ⟨100⟩. With a g-factor of 2 the ground state splits by ∆g = 6 GHz. For this field

orientation there are two orientational subsets each with a separate hole g-factor in the excited state:

g1,2
h = 0.91, 2.55, with degeneracies 4 and 8 respectively [87]. This leads to splittings in the excited

state of ∆1
e = 3 GHz or ∆2

e = 8 GHz. Thus we expect to have well-resolved spin-dependent

transitions, relative to the long-term homogeneous linewidth (≈1 GHz [87]) which is sufficient to

generate hyperpolarization.

A one laser PLE spectrum compared to the unpatterned PL spectrum is shown in Fig. 6.1b.

The linewidth, 39.6 ± 0.5 GHz (0.164 ± 0.002 meV), is broader than both the unpatterned material

and the zero-field spectrum of the same waveguide. While the field does cause splitting, a single

laser scan should not be sensitive to this splitting as the well-split lines and the slow wavelength

sweep will hyperpolarize the system and not generate a PLE signal in steady state. We attribute this

broadening to strain in the sample. As the magnet is housed in a pocket within the copper sample

mount, nearly flush to the surface of the mount, the sample is in contact with both the copper mount

and the magnet. Differential contraction of the sample mount and the magnet will force the sample

to be bent about the magnet as the edges of the sample are clamped to the copper mount.

We perform steady-state hole burning on the waveguide ensemble resulting in the spectrum

shown in Fig. 6.8a. Here we see yet another different form of a hole burning spectrum, there are

both anti-holes split by ∼ 12 GHz and a hole at zero detuning. We are no longer in the fully

hyperpolarization nor fully saturation regime but rather in an intermediate regime.

We investigate this saturation hole by measuring the hole linewidth as a function of pump power

as before, and fit the results to Eq. (2.3). This is shown in Fig. 6.8b showing a good agreement. The
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Figure 6.8: At-field waveguide hole burning. (a) Expected anti-hole locations relative to the hole
for a T centre with gh = 0.91 at 210 mT. Linewidths are made narrow for clarity. (b) Four level
rate equation model showing all relevant rates. (c) A hole burning spectrum of an ensemble of T
centres within a waveguide in a ∼210 mT magnetic field along the ⟨100⟩ crystal axis along with
a zero parameter fit to the rate equation model (dashed). (b) Hole linewidth versus pump power fit
with Eq. (2.3).
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narrowest hole measured gives a homogeneous linewidth of 720 ± 50 GHz while the extrapolated

low power linewidth is determined to be 590 ± 40 GHz, more than an order of magnitude larger

than the zero field homogeneous linewidth. Two possible explanations are as follows: firstly, at field

a higher linewidth is expected as the saturation hole is only present when driving the overlap of the

two transitions. Thus, the dominant contribution to the saturation hole is from those sub-ensembles

that have a large overlap, i.e., a homogeneous linewidth on the order of the B-C transitions splitting.

Secondly, as the sample is expected to be strained the sensitivity of the T centres to spectral diffu-

sion, or even the magnitude of the spectral diffusion could be larger than in the unstrained case. If

this spectral diffusion were on the timescale of the excited state lifetime this would result in a larger

homogeneous linewidth.

We now consider the anti-holes of the hole burning spectrum. In general, anti-holes should

be present at ±∆g,±∆BC = ±|∆g − ∆e|, and ±∆AD = ±(∆g + ∆e) [106], these are shown

schematically in Fig. 6.8a. We attribute the anti-holes to the ground state splitting which is confirmed

by a zero parameter fit (shown in Fig. 6.8a). We use a four level system with rates as shown in the

inset of Fig. 6.8a along with the nominal splittings and orientations as mentioned above. We also use

the expected low power homogeneous linewidth, 590 ± 40 GHz, and the experimental laser powers

scaled by the saturation power obtained from the fit to Eq. (2.3). We use the rate equation described

in Section 4.1 using the four-level steady state solution Eq. (4.10).

The output of the model is normalized in the same manner as the data and plotted in dashed

lines in Fig. 6.8a showing good qualitative agreement both with the anti-hole positions and with the

relative ratios of anti-holes to the saturation hole. This zero parameter fit uses B0 = 210 mT based

on the 12 GHz anti-hole splitting and known electron g-factor of 2 [70] and is consistent with the

permanent magnet used, measured to be 270 mT at room temperature and expected to be 230 mT

when accounting for the spin reorientation below 135 K [198]. This zero parameter fit confirms the

anti-hole splitting as primarily coming from the ground state splitting, as opposed to an excited state

splitting or a combination of the two as listed above. This allows for optical control of the ground

spin state which will be leveraged in the following section.

Finally, we repeated the hole burning and low power extrapolation at different wavlengths as

shown in Fig. 6.9 plotted along with the one laser PLE spectrum. At lower energies, towards the

nominally unshifted peak in the unpatterned material, the homogeneous linewidth gets smaller. This

could indicate that the sub-ensembles at lower energy in the spectrum are less strained and thus

begin to approach the unstrained homogeneous linewidth. This highlights the need for low strain

mounting methods but also highlights the possibility of using strain, or perhaps electric field, to

modify the T centre’s sensitivity to spectral diffusion.

6.4 Waveguide spin control

Despite not having the spin states resolved within the inhomogeneous linewidth, this hole burning

approach is sufficient to initialize and read-out the spin state of a sub-ensemble as was used to
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Figure 6.9: Homogeneous linewidth versus wavelength. Low power hole linewidth versus pump
wavelength (red, left axis) along with the one laser PLE of the at field waveguide integrated ensem-
ble and PL from the unpatterned material (blue, right axis).

great effect in the selenium chapter, Chapter 5. In the present setup there is no resonator or coil

for arbitrary electron spin control. However, initialization and readout is sufficient to perform a

population lifetime (T1) measurement.

The hole burning spectrum from above is shown again in Fig. 6.10a along with insets illustrating

the hyperpolarization occurring in the system and the laser energies used to address the two spin

states. By pulsing a laser at one of these energies and measuring the time trace of the PLE emission

a hyperpolarization transient can be seen super-imposed on the background emission in the inset of

of Fig. 6.10b. The area of this transient is used as a measure of the population in the addressed spin

state (see Section 2.2.3).

The full pulse sequence for the T1 measurement is shown in the inset of Fig. 6.10b which

can be split into three sections: initialization, wait, and readout. In each section a combination of

10 µs pulses are applied. The initialization pulse on λ1 hyperpolarizes the system, the system is

then allowed to evolve for the dark time, during which the system will decay into a mixed state of

both spin states. Finally, the readout phase measures the remaining population in the initial state

using four pulses as follows: first, a pulse on λ2 measures the hyperpolarization transient; second,

the pulse is repeated at the same wavelength which shows no hyperpolarization transient as the

system is already hyperpolarized, the area between these two pulses is the ‘data’ transient. In order

to normalize this data transient to the zero-delay transient, a reference transient is measured by

re-initializing the system with the third pulse, this time on the initializing wavelength, λ1, and

immediately following with the fourth pulse, with wavelength λ2 to measure a hyperpolarization
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Figure 6.10: Waveguide T1 lifetime. (a) Hole burning spectrum with insets showcasing the states
being addressed with the pump and probe lasers (blue) and the resulting decays (orange) leading
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sub-ensembles addressed by the lasers. (b) T1 population lifetime: the decay of the hyperpolarization
tranisent versus dark time between intialization and readout. (Inset) Pulse sequence used to measure
the transient decay, after an initialization and variable dark time the state is readout by taking the area
of two subsequence pulses on λ2 (blue), is referenced by an initialization and immediate readout
with no dark time (red). The population lifetime is measured to be > 80 ± 20 ms.

transient. The area between the fourth pulse and second pulse in the readout train give the ‘reference’

transient. By comparing the data transient to the reference transient a normalized measure of the spin

population is determined, one that is free from slow drifts in the experimental conditions. These

pulses, wavelengths, and transients are shown in the inset of Fig. 6.10b.

The ratio of data and reference transient areas versus dark time is shown in Fig. 6.10b showing

the beginning of an exponential decay from a fully out of equilibrium state to a fully mixed state

(the thermal equilibrium value). While a decay in polarization is only tentative based on the data

collected we can extract a decay time to place a lower bound on the T1 lifetime. The decay time is

measured to be 80 ± 20 ms. While this is much less than measured in bulk 28Si [70] (>16 s) it does

place a higher bound than previous measurements on integrated T centres (1 ms [88]) due to having

higher extinction optical modulation. We expect the lifetime is limited due to leaked light during

the dark time resulting in a weak field driving the system to a mixed state. Attempts to repeat this

measurement at lower optical power were inconclusive due to the prohibitively long times necessary

for sufficient averaging at the longest dark times. Nevertheless, this experiment demonstrates spin

control in an integrated waveguide format with sufficiently long T1 times to perform MW spin

control. This initialization and readout scheme will be important for future work.
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6.5 Outlook

We have successfully integrated T centre ensembles into silicon networked nanophotonic devices,

a crucial step toward creating a networked on-chip quantum computer or even a remote network of

quantum computing arrays. The next step towards this quantum computing architecture is to inte-

grate T centres into cavities to enhance the light-matter interaction of the spin-photon interface, the

final goal being to remotely entangle physically separated T centres. As described in Section 2.4.2

the Barrett-Kok (BK) entanglement protocol is one possible remote entanglement procedure. This

procedure depends crucially on the one of the key results of this work: the instantaneous homoge-

neous linewidth.

The fidelity of entanglement created by the BK protocol depends on the Hong-Ou-Mandel in-

terference visibility of the two T centre photons (see Section 2.4.2). This visibility is a measure of

the indistinguishability of the two photons and in general depends the wavelength detuning of the

two emitters, the lifetimes, the instantaneous homogeneous linewidth (Γhom), the lifetime limited

linewidth (Γexc), and the slow spectral diffusion [103]. Here we have measured for the first time the

homogeneous linewidth in both an ideal case (bulk 28Si) and in a more realistic, albeit unoptimized,

case (integrated waveguides) and can begin to make predictions of the interference visibility possi-

ble for two T centres. We will make the assumption that the slow spectral diffusion is zero. While

this has been measured in integrated devices to be on the order of GHz [87, 88], we will make the

assumption that in a mature technology fast feedback will be available to compensate for slow drifts

from spectral diffusion [134, 226]. Thus the visibility simplifies to Γexc/Γhom [137].

By integrating the T centres into nanophotonic cavities, Purcell enhancement will decreases the

emission lifetime thus increasing the lifetime limited linewidth as described in Eq. (2.32). The visi-

bility as a function of Purcell enhancement is shown in Fig. 6.11. Key thresholds on the visibility are

plotted as well. Firstly, we can consider the minimum visibility required to violate Bell’s inequality.

Consider the density matrix, ρf , obtained after an BK entanglement attempt, Eq. (2.35), and the

expression for fidelity in terms of visibility, Eq. (2.36), we can write ρf as (see Eq. (2.35))

ρf = (1 − V )
(1

2

∣∣∣Ψ+
〉〈

Ψ+
∣∣∣+ 1

2
∣∣Ψ−〉 〈Ψ−∣∣)+ V

∣∣∣Ψ+
〉〈

Ψ+
∣∣∣ . (6.2)

Bell’s inequality, specifically the CHSH inequality [107, 227]

⟨A0 ⊗B0⟩ + ⟨A0 ⊗B1⟩ + ⟨A1 ⊗B0⟩ − ⟨A1 ⊗B1⟩ ≤ 2, (6.3)

where we choose as our observables

A0 = σz;A1 = −σx;

B0 = −σx + σz√
2

;B1 = σx − σz√
2

.
(6.4)
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For ρf we obtain for Bell’s inequality

√
2V +

√
2 ≤ 2. (6.5)

which is violated for V >
√

2 − 1 ≈ 0.41, or in terms of fidelity (see Eq. (2.36)), Bell’s inequality

is violated for F > 1/
√

2 ≈ 0.71. This threshold is plotted in Fig. 6.11.

We also consider thresholds for quantum computing. Li and Benjamin [214] outline the thresh-

olds for errors in the entanglement channel for a distributed quantum computing (DQC) architecture

with nodes of N qubits referred to as DQC-N. The T centre possesses two spins, electron and hy-

drogen, with up to two additional spins by incorporating carbon-13 [70]. Thus, a single T centre

can play the role of a single node in DQC-2 to DQC-4. We include in Fig. 6.11 the thresholds in

visibility to reach the necessary entanglement fidelities for DQC-N with the assumption of a 0.1%
error probability for local operations (rotations, two-qubit gates, or measurements). The local gate

error sets the required fidelities for DQC-N and is a relevant breakpoint for the implementations

studied in Ref. [214].

Furthermore, as described in Eq. (2.32) the lifetime reduction for a given Purcell enhance-

ment depends on the radiative lifetime of the coupled emitter. The exact radiative efficiency is not

known but we include plots for unit radiative efficiency, a lower bound based on theoretical work,

19% [193], and a lower bound based on experimental work, 3% [88].

From the Purcell factor we can also determine the cavity Q-factor necessary from Eq. (2.31)

assuming a modal volume of 1
2(λ/n)3. For all combinations of linewidth and radiative efficiencies

we see that the Bell violation and DQC-4 thresholds are achievable with routinely available cavity

parameters [60, 61, 228]. The Q-factors needed for DQC-3 and DQC-2 for the lowest measured

waveguide-integrated T centres linewidths at 3% efficiency start to become prohibitively high (Q >

106). The 28Si linewidth, on the otherhand, can achieve the DQC-2 bound with with modest Q-

factors (< 105) for all radiative efficiencies considered.

In addition to increasing visibility the Purcell enhancement also increases the emission rate.

While the base lifetime (1 µs) of the T centre is much faster than other telecommunication band

single photon emitters like erbium it is quite slow compared to nominal telecommunication data

transfer rates, more than GHz. For the Bell violation threshold the lifetimes are reduced to 3 ns

(60 ns) for the measured (inferred low power) waveguide integrated T centres. For the 28Si T centres

only a small Purcell enhancement and a modest Q-factor is required to violate Bell’s inequality

putting the lifetime at 880 ns, although in this case further speed ups are straightforward. This puts

the operation rate of a T centre based technology at 10–100 MHz. This can be further improved via,

for instance, time multiplexing with additional T centres and fast switches, all straight-forward with

integrated silicon photonics at telecommunication wavelengths [56].
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Chapter 7

Conclusions and future work

We have studied two silicon-based spin-photon interfaces for their capability to be incorporated into

integrated silicon photonics for quantum information applications. For both the Se+ and T centre

spin-photon interfaces we progress along the research pipeline from 28Si to natural silicon to an

integrated platform. These crucial steps study the relevant properties in a technologically applicable

environment: ground state structure and spin control/coherence properties, and optical transition

linewidths and optical coherence properties. This research provides proposals and outlooks for a

Se+ or T centre based quantum technology integrated into silicon photonic cavities.

We study 77Se+ in a natural silicon environment as a stepping stone towards a natural silicon

SOI integrated platform. We map out the ground state manifold and the interactions of silicon-29

spins in the environment to generate a full description of the ground state Hamiltonian. From this

we identify and evaluate clock transitions finding enhanced spin coherence times that are shown to

be optimal for this isotopic environment based on simulations.

We present a proposal on the use and fabrication of a 77Se+-29Si pair into a silicon photonic

cavity. By extrapolating simulations to different isotopic environments we assess the viability of this

proposal as compared to a bare 77Se+ qubit. We find that the 77Se+-29Si pair is a promising system

to incorporate into a silicon photonic cavity. Not only does a 77Se+-29Si pair provide an additional

qubit for broker-client protocols but it also simplifies fabrication procedures and provides enhanced

spin coherence times.

Not only can the selenium centre be incorporated into silicon photonic devices as the next step of

the proposed research pipeline but 77Se+-29Si pairs can also be considered as the primary candidate

for integration. In an integrated environment or in a bulk sample the nuclear-like transition of the

⟨111⟩1
29Si can be investigated, both on and off the demonstrated clock transitions.

We incorporate, for the first time, the T centre into network-compatible integrated photonic

waveguides as a big step towards an integrated T centre quantum technology. We study the co-

herence properties of the optical transition: with hole burning measurements on an ensemble we

determine bounds on the homogeneous linewidth that are an order of magnitude lower than previ-

ous bounds. Repeated measurements on other materials, including a bulk 28Si sample, reveal very

coherent transitions with nearly transform-limited linewidths.
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With our measurements of the coherence of the T centres’ optical transition we were able to es-

tablish the level of indistinguishability achievable in different environments. We forecast what cavity

parameters and Purcell enhancements are necessary for different entanglement fidelity thresholds.

In all cases, current fabrication procedures [60, 61] are sufficient to achieve the necessary entangle-

ment fidelities for distributed quantum computing.

The next step for the T centre is the incorporation into photonic cavities, a comparable envi-

ronment considering nanobeam cavities have similar dimensions. This work is already being un-

dertaken [229]. Additionally, improvements need to be pursued to reduce the effects of spectral

diffusion from the material or to use active feedback to improve spectral coherence. Ground state

coherence may be studied with the inclusion of on-chip microwave lines to drive the spin and probe

the T2 coherence times within integrated devices. Alternate isotopic T centres can also be studied for

the use of the carbon-13 spins as work towards higher node size for distributed quantum computing.
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Appendix

A.1 Code

import matplotlib.pyplot as plt
import numpy as np
import time
from scipy.integrate import solve_ivp

class rate_equation:
def __init__(self):

pass

def set_spectral_properties(self, texc, hom_lw, inhom_lw, gs_shifts,
es_shifts, degeneracies):

"""Set the physical properties of the measured ensemble of emitters.

texc: excited state lifetime (in seconds)
hom_lw: instantaneous homogeneous linewidth (in Hz)
inhom_lw: inhomogeneous linewidth (in Hz)
gs_shifts: array of energy shifts for the ground state levels (in Hz)
es_shifts: array of energy shifts for the excited state levels (in Hz)
degeneracies: array of two arrays of the degeneracies of the ground and

excited states, eg [[n1, n3], [
n2]]

"""
self.texc = texc
self.hom_lw = hom_lw
self.inhom_lw = inhom_lw
self.gs_shifts = gs_shifts
self.n_gs = len(gs_shifts)
self.es_shifts = es_shifts
self.n_es = len(es_shifts)
self.degeneracies = degeneracies

assert hom_lw >= 1./2/np.pi/texc
assert inhom_lw >= inhom_lw

def set_time_dependent_properties(self, sd_lw, tjump, initial_state):
"""Set the properties of the measured ensemble of emitters needed for

the time dependent rate
equations.

sd_lw: spectral diffusion linewidth (in Hz)
tjump: time scale of the random jumps of the spectral diffusion (in

seconds)
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initial_state: array of two arrays of the initial population
distribution eg. a three level
lambda system in a

mixed state in the ground states is [[0.5, 0.5], [0]]
"""
self.sd_lw = sd_lw
self.tjump = tjump
self.initial_state = [val for val in initial_state[1]] + [val for val in

initial_state[0]]
self.jdetuning = 0
self.tprevious = 0

def def_steady_state(self, ss_function, indexing=1):
"""Define the steady-state solution for the population in the excited

state(s) as a function of the
driving

rates W[i,j] and the spontaneous decay rates w[i].

ss_function: a function that takes as inputs an array of driving rates
and an array of decay rates. Eg.
for a

three level lambda system the ss_function is as follows (Note that here
we use an indexing starting with
one.):

def my_ss_function(W, w):
NSS = W[1,2]*W[3,2] / (W[1,2]*W[3,2] + W[1,2]*(W[2,3] + w[3]) + W[3,

2]*(W[2,1] + w[1]))
return NSS

indexing: set 0 or 1 indexing. Python is natively 0 indexing but rate
equations are often 1 indexing.
If set to 1

additional rows and columns will be added to W and w to make them 1
indexing.

"""
if indexing == 0:

self.ss_function = ss_function
elif indexing == 1:

def wrapped_ss_function(Win, win):
W = np.empty(shape=(Win.shape[0]+1, Win.shape[1]+1, Win.shape[2]

, Win.shape[3]))
W[1:, 1:, :, :] = Win
w = np.concatenate(([0], win))
return ss_function(W, w)

self.ss_function = wrapped_ss_function
else:

raise ValueError(’indexing must be 0 or 1’)

def get_spectrum_time_dep(self, probe_ee, probe_power, pump_e, pump_power,
inhom_ee, dtime, integ_time, prefactor, offset,

navg):
"""Obtain the time dependent spectrum of the defined ensemble of

emitters with the given laser
parameters.

probe_ee: array of energies of the probe laser, points at which the
spectrum is measured (in Hz)
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probe_power: power of the probe laser (in Hz) (1/2/texc is saturation
power)

pump_e: energy of the pump laser (in Hz), pump_e = 0 is the center of
the distribution

pump_power: power of the pump laser (in Hz) (1/2/texc is saturation
power)

inhom_ee: sample points to integrate over for each probe energy value (
in Hz). This should be dense
compared to the

homogeneous linewidth and should extend beyond the limits of
probe_ee

dtime: two tuple of times, initial and final time at which to solve the
rate equation

integ_time: time points at which to evalute rate equation, at a given
probe energy the signal is
integrated over

these time points.
prefactor: scaling factor of the resulting spectrum (useful as a fitting

parameter)
offset: value added to the resulting spectrum (useful as a fitting

parameter)
navg: number of times to repeat the model to get an average
"""
self.dtime = dtime
self.integ_time = integ_time
self.power1 = probe_power
self.power2 = pump_power
self.pump_e = pump_e
self.dmatrix = None
spectrum = np.zeros_like(probe_ee)
dt = time.time()
for n in range(navg):

for i, prob_e in enumerate(probe_ee):
spectrum[i] += self.average_over_inhom_dist(prob_e, inhom_ee)

spectrum /= navg
print(time.time() - dt)
return prefactor*spectrum + offset

def get_spectrum_steady_state(self, probe_ee, probe_power, pump_e,
pump_power,

inhom_ee, peak_offset, prefactor, offset):
"""Obtain the steady state spectrum of the defined ensemble of emitters

with the given laser parameters.

probe_ee: array of energies of the probe laser, points at which the
spectrum is measured (in Hz)

probe_power: power of the probe laser (in Hz) (1/2/texc is saturation
power)

pump_e: energy of the pump laser (in Hz), pump_e = 0 is the center of
the distribution

pump_power: power of the pump laser (in Hz) (1/2/texc is saturation
power)

inhom_ee: sample points to integrate over for each probe energy value (
in Hz). This should be dense
compared to the

homogeneous linewidth and should extend beyond the limits of
probe_ee
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peak_offset: detuning of the pump laser from the peak of the inhom line
(in Hz).

prefactor: scaling factor of the resulting spectrum (useful as a fitting
parameter)

offset: value added to the resulting spectrum (useful as a fitting
parameter)

"""
out1, out2 = np.meshgrid(probe_ee, inhom_ee, indexing=’ij’)
l1_ih_ee = out1 - out2

out1, out2 = np.meshgrid(pump_e, inhom_ee, indexing=’ij’)
l2_ih_ee = out1 - out2

W = np.empty((self.n_gs+self.n_es, self.n_gs+self.n_es,) + l1_ih_ee.
shape)

for igs in range(self.n_gs):
for jes in range(self.n_es):

W[2*igs, 2*jes+1] = probe_power * self.amp_lor(l1_ih_ee +
self.gs_shifts[

igs
]

+

self.es_shifts[
jes
]
,

1,
0,
self.hom_lw) + \

pump_power * self.amp_lor(l2_ih_ee +
self.gs_shifts[igs

]

+

self.es_shifts[jes
]
,

1,
0,
self.hom_lw)

W[2*jes+1, 2*igs] = self.degeneracies[0][igs]/self.degeneracies[
1][jes]*W[2*igs, 2*jes+1
]

w = 1./self.texc

wg = np.zeros(self.n_gs+self.n_es)
for igs in range(self.n_gs):

wg[2*igs] = self.degeneracies[0][igs] / np.sum(self.degeneracies[0][
:]) * w

NSS = self.ss_function(W, wg)
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return offset + prefactor*np.trapz(self.amp_lor(inhom_ee, 1, peak_offset
, inhom_lw) * NSS, inhom_ee,
axis=-1)

def amp_lor(self, x, a0, b0, c0):
"""Lorentzian function.

x: list of points at which to calculate the Lorentzian
a0: Lorentzian amplitude
b0: centre of Lorentzian
c0: FWHM of Lorentzian
"""
return a0 / (1 + 4 * ((np.array(x) - b0) / c0)**2)

def reinit(self, prob_e, inhom_offset):
"""Internal function to reinitialize the system and set the probe energy
"""
self.prob_e = prob_e
self.inhom_offset = inhom_offset
self.tprevious = 0
self.jdetuning = 0
self.dmatrix = None

def jump_detuning(self, t):
"""Internal function used to update the SD detuning if it’s been long

enough since the last SD jump.
"""
if t - self.tprevious > self.tjump: # update jump detuning if it’s been

long enough
self.jdetuning = np.random.normal(loc=0, scale=self.sd_lw / 2.355)
self.tprevious = t

return self.jdetuning

def build_rates(self, t):
"""Internal function to build the driving and decay rates from internal

parameters.
"""
detuning = self.inhom_offset + self.jump_detuning(t)

W = np.empty((self.n_gs+self.n_es, self.n_gs+self.n_es))
for igs in range(self.n_gs):

for jes in range(self.n_es):
W[2*igs, 2*jes+1] = self.power1 * self.amp_lor(self.prob_e +

self.gs_shifts[
igs
]

+

self.es_shifts[
jes
]

+

detuning,
1,
0,
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self.hom_lw) + \
self.power2 * self.amp_lor(self.pump_e +

self.gs_shifts[
igs
]

+

self.es_shifts[
jes
]

+

detuning,
1,
0,
self.hom_lw)

W[2*jes+1, 2*igs] = self.degeneracies[0][igs]/self.degeneracies[
1][jes]*W[2*igs, 2*jes+1
]

w = 1./self.texc

wg = np.empty(self.n_gs)
for igs in range(self.n_gs):

wg[igs] = self.degeneracies[0][igs] / np.sum(self.degeneracies[0][:]
) * w

return W, wg

def build_driving_matrix(self, t):
"""Internal function used to build the driving matrix at time t from

internal parameters.
"""
W, wg = self.build_rates(t)

Mee = np.diag(np.sum(-W[1::2, 0::2] - wg, axis=1))
Mgg = np.diag(np.sum(-W[0::2, 1::2], axis=1))
Meg = np.empty((self.n_es, self.n_gs))
Mge = np.empty((self.n_gs, self.n_es))

for i in range(Meg.shape[0]):
for j in range(Meg.shape[1]):

Meg[i,j] = W[1::2,0::2][i,j] + wg[j]
for i in range(Mge.shape[0]):

for j in range(Mge.shape[1]):
Mge[i,j] = W[0::2,1::2][i,j]

dmatrix = np.empty((self.n_gs+self.n_es, self.n_gs+self.n_es))
dmatrix[0:self.n_es, 0:self.n_es] = Mee
dmatrix[self.n_es:, self.n_es:] = Mgg
dmatrix[0:self.n_es, self.n_es:] = Meg
dmatrix[self.n_es:, 0:self.n_es] = Mge

self.dmatrix = dmatrix.T

return dmatrix.T
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def driving(self, t, A):
"""Internal function for applying the driving matrix.
"""
# check if the matrix needs to be rebuilt
if t - self.tprevious > self.tjump or self.dmatrix is None:

mat = self.build_driving_matrix(t)
else:

mat = self.dmatrix
# print(mat)
# print(A)
# print(np.dot(mat, A))
# assert False
return np.dot(mat, A)

def average_over_inhom_dist(self, prob_e, inhom_ee):
"""Internal function for averaging the time dependent result over the

inhomogeneous linewidth
"""
A0 = self.initial_state
signal = np.empty(inhom_ee.size)
for i, inhom_offset in enumerate(inhom_ee):

self.reinit(prob_e, inhom_offset)
driving = solve_ivp(self.driving, (self.dtime[0], self.dtime[-1]),

A0, t_eval=self.integ_time)
# print(driving[’y’])
# assert False
signal[i] = np.mean(driving[’y’][0:self.n_es,:].flatten())

if inhom_ee.size == 1:
return signal

else:
return np.trapz(self.amp_lor(inhom_ee, 1, 0, self.inhom_lw) * signal

, inhom_ee)

if __name__ == ’__main__’:

create_figure_2p8 = False
create_figure_2p9 = False
create_figure_4p1 = False

if create_figure_2p8:
# define the steady state function
def ss_function_2_ground_1_excited(W, w):

NSS = W[1,2]*W[3,2] / (W[1,2]*W[3,2] + W[1,2]*(W[2,3] + w[3]) + W[3,
2]*(W[2,1] + w[1]))

return NSS

# define the spectral properties of the ensemble
texc = 0.940e-6
psat = 1./texc/2
inhom_lw = 50e6
hom_lw = 1e6
gs_shifts = [-5e6/2, 5e6/2]
es_shifts = [0]
degeneracies = [[1, 1], [2]]

# create the rate equation instance
rate_inst = rate_equation()
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# set the spectral properties
rate_inst.set_spectral_properties(texc=texc,

hom_lw=hom_lw,
inhom_lw=inhom_lw,
gs_shifts=gs_shifts,
es_shifts=es_shifts,
degeneracies=degeneracies)

# set the steady state function
rate_inst.def_steady_state(ss_function_2_ground_1_excited, indexing=1)

# define the probe energy and inhomogeneous linewidth points to
integrate over

probe_ee = np.linspace(-1*inhom_lw, 1*inhom_lw, 301)
inhom_ee = np.linspace(-3*inhom_lw, 3*inhom_lw, 1001)

# obtain a one laser scan
spectrum_1l = rate_inst.get_spectrum_steady_state(probe_ee=probe_ee,

probe_power=psat/10,
pump_e=0,
pump_power=0,
inhom_ee=inhom_ee,
peak_offset = 0,
prefactor = 1,
offset = 0)

# obtain a two laser scan
spectrum_2l = rate_inst.get_spectrum_steady_state(probe_ee=probe_ee,

probe_power=psat/10,
pump_e=0,
pump_power=psat/10,
inhom_ee=inhom_ee,
peak_offset = 0,
prefactor = 1,
offset = 0)

plt.figure()
plt.plot(probe_ee, spectrum_1l - np.min(spectrum_1l), label=’probe’)
plt.plot(probe_ee, spectrum_2l - np.min(spectrum_2l), label=’pump+probe’

)
plt.show()

if create_figure_2p9:
# define the spectral properties of the ensemble
texc = 1e-6
psat = 1./texc/2
hom_lw = 1e6
inhom_lw = 50e6
gs_split = 5e6
gs_shifts = [-gs_split/2, gs_split/2]
es_shifts = [0]
hom_lw = 1e6
degeneracies = [[1, 1], [2]]

# create the rate equation instance
rate_inst = rate_equation()
# set the spectral properties
rate_inst.set_spectral_properties(texc=texc,

hom_lw=hom_lw,
inhom_lw=inhom_lw,
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gs_shifts=gs_shifts,
es_shifts=es_shifts,
degeneracies=degeneracies)

# set the properties for the time dependent evolution
rate_inst.set_time_dependent_properties(sd_lw=0,

tjump=np.inf,
initial_state=[[0.5, 0.5], [0]])

# define the probe energy and inhomogeneous linewidth points to
integrate over

# make the probed points more sparse far from the pump laser
probe_ee = np.concatenate((np.linspace(-2*inhom_lw, -2*gs_split, 25), np

.linspace(-2*gs_split, 2*
gs_split, 101)))

inhom_ee = np.arange(-4*inhom_lw, 4*inhom_lw, hom_lw/2)

# define what time range to solve for and what time range to integrate
# in this case the signal is the integration for the latter half of the

evolution time
dtime=[0, 40*texc]
integ_time = np.linspace(20*texc, 40*texc, 11)

# obtain a one laser scan
spectrum_1l = rate_inst.get_spectrum_time_dep(probe_ee=probe_ee,

probe_power=psat/10,
pump_e=0,
pump_power=0,
inhom_ee=inhom_ee,
dtime=dtime,
integ_time=integ_time,
prefactor=1,
offset=0,
navg=1)

# # obtain a two laser scan
spectrum_2l = rate_inst.get_spectrum_time_dep(probe_ee=probe_ee,

probe_power=psat/10,
pump_e=0,
pump_power=psat/10,
inhom_ee=inhom_ee,
dtime=dtime,
integ_time=integ_time,
prefactor=1,
offset=0,
navg=1)

plt.figure()
plt.plot(probe_ee, spectrum_1l - np.min(spectrum_1l))
plt.plot(probe_ee, spectrum_2l - np.min(spectrum_2l))

plt.show()

if create_figure_4p1:
# define the spectral properties of the ensemble
texc = 0.940e-6
psat = 1./texc/2
inhom_lw = 50e6
hom_lw = 1e6
sd_lw = 20e6
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gs_shifts = [0]
es_shifts = [0]
degeneracies = [[1,], [1,]]

# create the rate equation instance
rate_inst = rate_equation()
# set the spectral properties
rate_inst.set_spectral_properties(texc=texc,

hom_lw=hom_lw,
inhom_lw=inhom_lw,
gs_shifts=gs_shifts,
es_shifts=es_shifts,
degeneracies=degeneracies)

# set the properties for the time dependent evolution
rate_inst.set_time_dependent_properties(sd_lw=sd_lw,

tjump=5*texc,
initial_state=[[1], [0]])

# define the probe energy and inhomogeneous linewidth points to
integrate over

probe_ee = np.linspace(-2*sd_lw, 2*sd_lw, 501)
inhom_ee = np.array([0])

# define what time range to solve for and what time range to integrate
# in this case the signal is the integration for the latter half of the

evolution time
dtime=[0, 40*texc]
integ_time = np.linspace(20*texc, 40*texc, 11)

# obtain a one laser scan
spectrum_1l = rate_inst.get_spectrum_time_dep(probe_ee=probe_ee,

probe_power=psat/5,
pump_e=0,
pump_power=0,
inhom_ee=inhom_ee,
dtime=dtime,
integ_time=integ_time,
prefactor=1,
offset=0,
navg=500)

# obtain a two laser scan
spectrum_2l = rate_inst.get_spectrum_time_dep(probe_ee=probe_ee,

probe_power=psat/5,
pump_e=0,
pump_power=psat,
inhom_ee=inhom_ee,
dtime=dtime,
integ_time=integ_time,
prefactor=1,
offset=0,
navg=500)

plt.figure()
plt.plot(probe_ee, spectrum_1l - np.min(spectrum_1l))
plt.plot(probe_ee, spectrum_2l - np.min(spectrum_2l))

plt.show()
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