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Abstract

Decision-making, often characterized as one of the most complex aspects of our daily tasks,
extends through diverse contexts, each with varying degrees of associated risk and com-
plexity. This complexity can put a considerable cognitive load on the decision-maker, par-
ticularly in digital user experiences. This research looks into digital user experience (UX)
design, focusing on how it can facilitate informed decision-making and alleviate cognitive
biases, while also providing opportunities for learning to make faster, better, unbiased de-
cisions. Central to this research is the exploration of balancing users’ intuitive responses
with evidence-based information in UX design. By reviewing existing literature and con-
ducting a thematic content analysis of intuitive interactions, visual cues, cognitive biases,
and decision-support systems, this research introduces System 3, an artificial intelligence
(AI) and machine learning (ML) based decision support tool, into the existing dual sys-
tem decision-making theory. The findings p ropose a ctionable i nsights for U X d esign that
combines instinctual user navigation with logical pathways, enhanced by Al-driven predic-
tive analytics. This research further proposes that integrating intuition with evidence-based
data, supported by AI/ML, not only enhances user experience but also empowers decision-
making processes. The implications are noteworthy for product designers, developers, and
digital strategists, suggesting a progressive approach in digital experience design for data

visualization, decision support, and business intelligence models and tools.

Keywords: decision-making; intuition, cognitive biases; evidence-based information; user
experience design; user interfaces; decision-support systems; artificial intelligence; machine

learning; predictive decision-making
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Chapter 1

Introduction

Decision-making within the business landscape is often a blend of intuition and the over-
whelming volumes of digital information. In an environment saturated with constant decision-
making, the phenomenon of "decision-fatigue" becomes all too common, where the quality of
decisions deteriorates due to mental exhaustion [57]. Amidst this, intuition, shaped by years
of experience, plays a crucial role in navigating these complex decision-making landscapes,
providing insights that at times outperform data-heavy algorithmic predictions [38, 39].
This reliance on intuition brings to light the importance of digital decision-support tools
which, while invaluable, also present the risk of cognitive biases, especially when interpreting
complex data visualizations [27]. This context highlights the need for a strategic approach
in business decision-making that effectively integrates intuitive insights with analytical ev-
idence, optimizing decision-making processes to be both efficient and evidence-based.

To understand this better, researchers have created models like the Naturalistic Decision
Making Model [55]. This model looks at how people make decisions when pressed for time
or when conditions are unpredictable. Another popular idea is the Dual-System theory,
which says we have two main ways of deciding: a quick, instinctual way and a slower, more
thought-out way [52]. Despite the existence of these tools and theories, challenges persist in
decision-making, such as individuals becoming too comfortable in thinking patterns. This
is why some propose "decision hygiene" as a method for improving decision-making by
mitigating biases and distractions [53].

Building on this, Decision Intelligence (DI) is emerging as a pivotal field that looks
into the complexities of decision-making, especially in our data-rich environment. DI offers
an all-inclusive approach to understand, model, and visualize the complex relationships
between data, actions, and the consequent outcomes. It aids in making sense of vast data-
sets, connecting seemingly unrelated information, and fostering more informed decisions.
At its core, decision intelligence seeks to align intuitive human reasoning with structured
analytical tools. Essential tools like Causal Diagrams provide an invaluable framework for

visualizing and predicting the numerous potential outcomes stemming from our decisions,



thus enhancing our decision-making expertise in both intuitive and evidence-backed realms
[78].

However, a pivotal question remains unanswered: How can we merge instinctual under-
standing with data-driven evidence to foster a meaningful dialogue between humans and
technology? Addressing this gap forms the crux of this thesis, leading to two pivotal research
questions:

RQ1: How might we utilize principles from cognitive science to design user experiences
that provide evidence-based information in a way that is complementary to users’ intuition,
thereby enhancing decision-making?

RQ2: How might we design user experiences that educate users about cognitive biases and
encourage reflective thinking to enhance decision-making?

Pursuing these questions, this thesis delves into how digital experiences can amplify
our intuitive strengths while concurrently delivering robust, evidence-based insights. The
overarching objective is to champion decisions that not only echo our intuitive inclinations

but are also meticulously informed.



Chapter 2

Approach: Methodology and
Method

This research employs a qualitative, theoretical framework with a multidisciplinary approach
that leverages the synthesis of cognitive science, artificial intelligence (AI), and machine
learning (ML) to enhance decision-making through experience design. This methodological
framework uses qualitative content analysis as the methord, inspired by the work of Klaus
Krippendorff shown in Fig. 2.1 [58]. This approach facilitates a nuanced exploration of
textual data within its communicative context, enabling a deeper understanding of user

experience narratives and decision support mechanisms.

2.1 Engaging with Textual Material

The initial stage involved a comprehensive engagement with existing literature. This foun-
dational step ensured a broad understanding of the field, essential for the nuanced analysis
that follows. It helped synthesize various perspectives, providing a rich context for address-

ing the research questions.

2.2 Initial Coding Process

Next, I coded the textual data, identifying key concepts relevant to our research focus as
shown in Table 2.1. This critical step transforms the expansive dataset into manageable

units of analysis, laying the groundwork for detailed interpretation.

2.3 Refinement of Codes

Following the initial coding, I categorized the derived codes to identify patterns and signifi-
cant trends. This process goes beyond mere organization; into finding intersections between
the identified codes which became the basis for my literature review as shown in Tables 2.2,
2.3.
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Figure 4.3  Qualitative Content Analysis

Figure 2.1: Qualitative Content Analysis

2.4 Identification of Thematic Patterns

The categorization from literature review lead to the extraction of broader themes, elu-
cidating the dominant narratives within the dataset. These themes reveal the underlying

structures and dynamics at play, providing insights into the phenomena under investigation.

2.5 Construction of a Coherent Narrative

The culmination of our content analysis is the construction of an integrated narrative. This
narrative weaves together the identified themes within the research context, offering answers

to our research questions supported by evidence from the analyzed texts.



Initial Codes

decision fatigue

cognitive load management
cognitive bias

intuition

intuition (vs) evidence
decision making

decision support tools
decision intelligence

causal decision diagrams

Table 2.1: Initial Codes

Refined Codes(1)

decision making 4+ experience design

user interfaces + decision making

cognitive biases + experience design

intuition + decision making

data driven decision support

challenges in balancing intuition with evidence

Table 2.2: Refined Codes

Refined Codes(2)

Decision Making and Digital Experience Design

Role of User Interfaces in Decision Making

Cognitive Biases and User Experience Design

Integrating Intuition in Decision Making

Evidence-Based Decision Making

Challenges and Opportunities in Balancing Intuition with Evidence

Table 2.3: Refined Codes for Literature Review and Analysis




Chapter 3

Literature Review

Recent work has looked into a range of topics related to how we make decisions, especially
focusing on the roles of intuitions, factual information, and how digital user experiences
influence our choices. First, I discuss the pivotal role of digital platforms in facilitating
informed decision-making. Next, I’ll dive into cognitive biases — the mental shortcuts that
can sometimes lead us astray — and discuss ways that UX and Ul design can help minimize
these biases. From there, we’ll examine the role of instinctive “intuitions” in our decisions,
and discuss how to balance these instincts with hard facts within digital contexts. We’ll look
at how digital experiences can present evidence in a way that supports decision-making.
Balancing intuitions and facts isn’t always straightforward, so I'll talk about some of the
challenges and limitations of this process. Looking ahead, I’ll discuss upcoming trends and

future possibilities in UX design for decision-making.

3.1 Decision Making and Digital Experience Design

This section delves into the complex interplay between decision-making processes and UX
design, illustrating how their interaction can optimize outcomes across diverse fields.

At the core of aligning decision-making with sustainable development goals, the Analytic
Hierarchy Process (AHP) stands out, serving as a multi-criteria decision-making framework
that breaks down complex decisions into simpler, hierarchical structures. Through compar-
ison and prioritization of these elements, AHP facilitates more transparent and effective
decision-making. Incorporating AHP into UX design can enhance the user experience by
providing a clear, logical structure for decision-making. [94]. This can be particularly use-
ful in applications requiring users to weigh multiple criteria or options, such as financial
investment platforms or product comparison tools. Parallelly, it is imperative to acknowl-
edge the variability in decision-making styles, which are intricately linked to personal traits
like resilience and adaptability. Recognizing and accommodating these diverse styles within
UX design becomes crucial, ensuring a broad spectrum of user preferences are catered to,

thereby promoting an inclusive and accessible experience [42].



Kahneman’s dual-process theory categorizes decision-making into intuitive (System 1)
and rational (System 2) thinking [52]. This bifurcation plays a crucial role in UX de-
sign, demanding user interfaces that seamlessly support both spontaneous intuitive judg-
ments and more calculated, analytical thinking. Concurrently, addressing the challenge of
noise—inherent unwanted variability in human judgment—is of primary importance. Uls
designed to minimize such inconsistencies contribute significantly to enhancing the precision
and consistency of decision-making processes [53].

Continuing the exploration of this theme, Decision Intelligence (DI) emerges as a con-
temporary paradigm, intricately connecting data, actions, and outcomes. DI accentuates
the integral role of Uls in elucidating these connections, fostering a culture of data-driven
decision-making [78]. Adaptive Uls are highlighted as vital tools in this process, aligning
with users’ evolving needs and bolstering decision-making efficacy [95].

From a pragmatic standpoint, it is essential to incorporate cognitive science princi-
ples when designing experiences, ensuring they are both intuitive and conducive to effec-
tive decision-making. These guidelines act as a conduit between theoretical knowledge and
practical application, ensuring user experiences are in harmony with natural human cog-
nitive processes [47]. In the realm of organizational decision-making, the significance of
well-crafted experience cannot be overstated. This is evident in the impact of knowledge-
based computerized management information systems on administrative decision-making
processes [5]. Additionally, using experience design in decision support systems that rely on
human-computer interaction, especially in data mining, shows how important good experi-
ence design is in improving decision-making [113].

The literature collectively emphasizes the symbiotic relationship between decision-making
processes and UX design. It advocates for the creation of user-centered, intuitive inter-
faces that embrace a diverse array of decision-making styles, thereby enhancing decision
quality and meeting the varied needs of users. This comprehensive synthesis lays a solid
groundwork for future research and practical applications, with the aim of optimizing both

decision-making processes and user interface design.

3.2 Role of User Interfaces in Decision Making

User interfaces (Uls) serve as a key channel between users and Decision Support Systems
(DSS), significantly enhancing the decision-making process’s efficacy and efficiency. They
substantially influence user satisfaction, the speed of decision-making, and its overall success.
The alignment of UI design with users’ cognitive processes is primary, as it helps in reducing
cognitive strain, minimizing errors, and enriching the decision-making experience [47].
The manner in which Uls present information and choices is critical, particularly in
decision support and recommender systems, as it can substantially influence users’ deci-

sions. Providing clear and comprehensible explanations through Uls ensures transparency,



empowering users to make more informed choices [71]. In the context of Agriculture 4.0, Uls
are indispensable for conveying complex data and insights within DSS, enhancing decision-
making in agricultural practices, which in turn contributes to increased productivity and
sustainability [114]. Furthermore, effective UI design is instrumental in overcoming algo-
rithm aversion in augmented decision-making scenarios, where users might be skeptical or
avoid systems reliant on algorithmic calculations. Transparent explanations and user control
facilitated by the UI can foster trust and engagement with the system, thereby improving
the decision-making process [17].

Interactive ranking systems, providing personalized decision support based on user pref-
erences, are heavily dependent on Uls. These interfaces must facilitate user input and present
choices in a user-friendly manner to ensure effective communication between the user and
the system, culminating in well-informed decisions [59]. Additionally, the aesthetic appeal
and digital environment of Uls are vital for sustaining user engagement and motivation
throughout the decision-making journey [98].

In interactive machine learning systems, Uls that promote user engagement and under-
standing are essential. They ensure that users can interact confidently with the underlying
machine learning models, fostering trust [33]. Transparency in Ul design plays a critical role
here, explaining system processes and data utilization to facilitate informed decision-making
[34]. Similarly, in data mining applications within human-computer interaction-based de-
cision support systems, an effective Ul is paramount for enhancing user interaction and
supporting the decision-making process [113].

In summary, From a human-computer interaction standpoint, it is imperative to priori-
tize user needs and preferences in Ul design. Uls are integral to decision-making, influencing
UX, decision process efficiency, and outcome quality. They ensure a user-centric, intuitive,
and transparent approach to decision-making, resulting in more informed and satisfactory

decisions.

3.3 Cognitive Biases and User Experience Design

The intersection of UX design, cognitive psychology, and ethics is crucial for understanding
how users process information and make decisions. Cognitive biases, or systematic deviations
from rational judgment, are inherent in all individuals and can be significantly influenced by
the design of Uls [23]. These biases can be either amplified or mitigated through thoughtful
UX design, underscoring the importance of considering these psychological factors in design
processes [23].

Information visualization within Uls plays a critical role in user decision-making. If
designers do not adequately account for biases such as overconfidence or the anchoring ef-
fect, users may misinterpret visual data, leading to incorrect conclusions [28]. Additionally,

certain deceptive Ul design patterns, referred to as 'dark patterns’, intentionally exploit



cognitive biases to manipulate user behavior, particularly in terms of privacy preferences
[107]. This manipulation raises ethical concerns, highlighting the delicate balance design-
ers must maintain between guiding user actions and ensuring transparent decision-making
processes.

Experts are not immune to the influence of cognitive biases, even when interacting with
specialized systems [30]. This universality reinforces the necessity for UI designs that are
cognizant of and counteract cognitive biases, fostering clear and unbiased user interpreta-
tions. Intriguingly, some cognitive biases may serve adaptive functions in specific contexts,
suggesting that not all biases are inherently detrimental [35]. This insight implies that Ul
design should be context-sensitive, supporting user actions that are congruent with the
particular context of decision-making.

The integration of artificial intelligence (AI) into decision-making processes brings ad-
ditional complexity to UI design. Explainable AI (XAI) systems depend on Uls to make
complex algorithmic decisions comprehensible to users [108]. A well-designed UI in these
systems can demystify Al decision-making processes, mitigating the influence of cognitive
biases on user interpretations. Furthermore, there is a growing awareness of the potential
overreliance on Al in decision-making processes. Uls can play a critical role in introducing
"cognitive forcing functions" to encourage users to critically evaluate Al outputs, rather
than accepting them uncritically [18].

Ultimately, UX design operates at the confluence of technology, psychology, and ethics.
It is imperative that designers recognize and address cognitive biases to create interfaces
that empower users, promote clarity, and support informed decision-making. The ongoing
challenges and continuous evolution in this domain underscores the necessity for further
research and innovation in Ul design that is both user-centric and aware of cognitive biases
[80].

3.4 Integrating Intuition in Decision Making

Intuition’s role in decision-making, cannot be understated. In situations that demand quick
action, intuitive decisions, with their inherent rapidity, can sometimes supersede the cal-
culated analytical thinking [93]. However, a favorable environment, where intuitive and
analytical thinking can effectively coexist, can be created with a meticulously constructed
experience [15] and understanding cognitive psychology is primary in designing Uls that
facilitate intuitive decision-making [47].

Conversely, a Ul that is perceived as cluttered or overly intricate can result in cognitive
overload. This disrupts intuitive thinking and can eventually lead to decision fatigue [65].
On the other hand, a user-friendly and uncomplicated UI supports users in leveraging
their intuition, paving the way for a more fluid decision-making process [47]. A delicate

equilibrium between intuitive and analytical reasoning, particularly in multifaceted decision-



making situations, is primary, ensuring decisions are not hasty judgments or an outcome of
excessive analysis [49].

A user’s familiarity and experience with a system further influence UI design. For in-
stance, those new to the system might gravitate towards intuitive cues. In contrast, veterans
might delve deeper, seeking extensive information for their decisions [101]. Hence, the sig-
nificance of adaptive interfaces cannot be overstated. These interfaces, tailored according to
the user’s proficiency, might offer novices more guidance and a pared-down set of options
while providing the more seasoned users with comprehensive data as required [105].

The addition of mechanisms within the UI that permit user feedback can foster enhanced
intuitive decision-making. Such feedback-driven systems can evolve, adapting based on the
input and consequently providing a progressively intuitive user experience [47]. In sectors
like healthcare, where decision ramifications are profound, such intuitive enhancements in
the UI are invaluable. In fact, the overarching advantage of intuitive decision-making in
healthcare is that an optimized UI can be a tool aiding medical professionals in rendering
swift, yet precise decisions, which can be pivotal for patient outcomes [25].

With the era of artificial intelligence (AI) upon us, intuition’s role in decision-making has
added layers of complexity. UI’s role in algorithmic decision-making platforms determines
the extent of human agency in Al-assisted decisions. Emphasis is placed on the creation of
interfaces that strike a balance between algorithmic recommendations and human intuition,
ensuring AI’s outputs are not just accessible but also resonate with users [6]. In line with
this, another viewpoint suggests the imperative of Uls that serve as a bridge, harmonizing
human intuition with machine-generated logic, thereby ensuring decision-making remains
informed, incorporating both Al-generated insights and personal intuition [84].

To sum up, the intricate process of incorporating intuition into decision-making hinges
largely on adept UX and UI design. The need of the hour is a Ul that not only elevates
intuitive decision-making but also strikes the right chord between intuitive and analytical
thinking, all the while being adaptable to diverse user expertise levels. With Al becoming
increasingly integral in decision-making realms, the onus is on crafting Uls that integrate

human intuition with algorithmic insights, a sentiment echoed by various studies in the field

[6].

3.5 Evidence-Based Decision Making

Evidence-based decision-making (EBDM) stands as a central paradigm in contemporary
decision-making frameworks, advocating for decisions grounded in factual evidence and
analytical reasoning. This approach brings together data-driven insights, expert knowledge,
and stakeholder values, aiming to optimize outcomes.

In organizational contexts, the integration of EBDM is paramount, as it combines the

best available evidence with practical experience to foster consistent and impactful decisions.
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This synergy ensures that decisions are not only theoretically sound but also practically
applicable and relevant [8].

Visual analytics plays a crucial role in augmenting EBDM, offering tools that aid in
interpreting and applying evidence more effectively [86]. By transforming complex data into
intuitive and accessible formats, these tools empower decision-makers to quickly identify
patterns, trends, and anomalies, leading to more informed decisions.

Ethical considerations are an integral aspect of EBDM, ensuring that decisions are not
only based on data but also uphold moral standards. This alignment of evidence-based prac-
tices with ethical principles ensures that decisions are made with integrity and responsibility
[22].

The design of user interfaces also intersects with EBDM, as creating intuitive and aes-
thetically pleasing interfaces facilitates the effective use of data-driven tools. This ensures
that decision-makers have access to tools that are both efficient and user-friendly, enhancing
the overall decision-making process [13, 47].

In the rapidly evolving digital landscape, artificial intelligence (AI) and big data an-
alytics have become central to EBDM, offering advanced analytical tools and algorithms
that transform traditional decision-making practices. The integration of big data analytics
enriches EBDM, providing deeper and broader insights from vast data sets [32, 88|.

However, the complexity of data-driven decision-making necessitates mindfulness of cog-
nitive biases and noise. EBDM serves to refine human judgment, reducing inconsistencies
and promoting more accurate and effective decisions. The Decision Intelligence framework
represents this, intertwining data, actions, and outcomes to optimize decision-making in an
interconnected world [78, 53].

In summary, while EBDM serves as a robust framework for decision-making, its true
potential is realized when it is synergistically paired with intuitive judgment. This combi-
nation ensures that decisions are not only data-driven and evidence-based but also enriched
with the nuanced understanding and expertise that intuition provides, leading to superior

outcomes.

3.6 Challenges and Limitations in Balancing Intuition and
Evidence

Balancing intuition with evidence-based information is a central yet challenging aspect
of decision-making. Intuition, is crucial for making quick decisions, especially in urgent
situations or when data is scarce [2]. However, solely relying on intuition could lead to
decisions that are biased or misguided [51].

Integrating Artificial Intelligence (AI) in organizational decision-making presents a po-
tential avenue to strike a balance between intuition and evidence. Al can enhance human

intuition by providing rapid, data-driven feedback, thereby potentially leading to more
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informed decisions [106]. Nonetheless, the integration of intuitive and rational thinking,
particularly in strategic decision-making, presents a paradoxical situation where these two
forms of thinking can either complement or contradict one another [19].

User interfaces (Uls) play a critical role in mediating the relationship between intuitive
insights and evidence-based information. The design of Uls significantly influences how
individuals integrate their intuitive insights with data-driven insights. Effective Uls should
provide data-driven insights while also allowing users the space to apply and validate their
intuitive judgments.

However, it is crucial to acknowledge both the value and limitations of expert judgment,
particularly in statistics and broader decision-making contexts. Expert judgment can offer
invaluable insights, especially in ambiguous situations or when data is limited [16]. Yet, an
over-reliance on expert judgment without data validation can lead to challenges. This was
evident during the initial response to the COVID-19 pandemic, where the need for rapid
decision-making was paramount, and every decision had significant consequences [85]. This
situation highlights the necessity for a balanced approach that incorporates intuition, expert
judgment, and evidence-based insights.

The pandemic also highlighted the issue of burnout among healthcare providers, under-
scoring the need for decision-making tools that support rather than overwhelm users [97].
User interfaces that utilize Decision Intelligence can facilitate this by ensuring a seamless
connection between data, actions, and outcomes [78].

In summary, achieving a balance between intuition and evidence, particularly in the
context of Digital Experience design, remains a persistent challenge. Future developments
in this field should aim to enhance this balance, ensuring that intuitive insights and evidence-
based data complement rather than conflict with each other.

The existing literature explored the nuanced interplay between intuitive, often referred
to as ’intuitions’, and evidence-based decision-making processes, emphasizing their respec-
tive roles in yielding optimal decisions. While intuition offers rapid judgments especially
valuable in time-sensitive scenarios, evidence-based approaches prioritize data-driven, veri-
fiable foundations for choices. A recurring theme is the potential of UX to act as a bridge
between these two paradigms, either elevating the value of intuition or offering tools to sift
through evidence. However, the literature reveals potential inconsistencies: while some argue
for the harmonious coexistence of both, others point towards the risk of biases when over-
relying on intuition. There’s a noticeable acknowledgment of Al’s transformative potential
in bolstering evidence-based insights, though its true efficacy remains contingent on UX
design. Notably, there are gaps concerning how UX can be effectively tailored to individual
user expertise, ensuring the seamless integration of intuition and evidence. Moreover, while
many studies explore the individual impact of intuition and evidence, there’s a dearth in
comprehensive exploration on their optimal balance within UX, a gap that this thesis seeks

to address. The challenge and objective lie in crafting UX that amplify intuitive insights,
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ensuring they complement rather than conflict with evidence, thereby fostering holistic,

informed decision-making.
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Chapter 4

Thematic Content Analysis of
Decision-Making Processes

Decision-making, a cognitive process crucial in achieving desired goals, involves a blend
of fast, intuitive thinking and slower, more deliberate thinking, along with systemic noise
that often leads to inconsistencies in judgments and choices [52, 53]. This chapter employs
thematic content analysis, a qualitative method aimed at unraveling the patterns or themes
within data, to explore the intricacies of this decision-making process.

The approach is particularly relevant in understanding how decision fatigue, a depletion
of mental resources following prolonged evaluation periods, impacts decision quality [57, 78].
By examining qualitative data through thematic analysis, we gain insights into the subjec-
tive experiences and challenges individuals encounter when making decisions, especially
under conditions of fatigue or information overload.

Further, this chapter delves into the susceptibility of human cognition to various cogni-
tive biases, which significantly influence decision-making [31]. Biases such as confirmation
bias and overconfidence can distort the perception and interpretation of information, lead-
ing to skewed decisions. Understanding these biases through thematic analysis is crucial in
developing strategies to mitigate their impact and ensure more objective, evidence-based
decision-making processes.

The central focus of this analysis is to explore how decision-making can be enhanced
by supporting users’ intuitions with evidence-based information. This approach not only
facilitates informed decisions but also educates users about cognitive biases and encourages
reflective thinking, ultimately aiming to improve the decision-making process.

In this chapter, I present themes that emerged from my analysis, each highlighting
a different aspect of the decision-making process. These include the dynamics of decision
fatigue, the role of decision hygiene in countering cognitive biases, and the impact of decision
support tools in aiding and enhancing decision-making processes, particularly in the context

of integrating intuitive judgments with analytical reasoning and Al support.
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4.1 Theme 1: Navigating Decision Fatigue in the Landscape
of Intuition and Cognitive Biases

4.1.1 The Phenomenon of Decision Fatigue

A fundamental aspect of cognitive science, decision fatigue refers to the decline in the
quality of decisions made after prolonged periods of decision-making tasks [76]. This mental
exhaustion significantly affects judgment, leading to less optimal choices, and is particularly

concerning in situations demanding rapid and high-stakes decisions.

4.1.2 Intuition and Cognitive Biases Under Fatigue

Intuition, while advantageous for quick decision-making, becomes a double-edged sword as
decision fatigue intensifies. As mental exhaustion sets in, reliance on intuition may inad-
vertently amplify cognitive biases, diverging decision-making from rationality [61]. These
biases are especially pronounced in high-pressure environments such as financial forecasting

and medical decision-making, where decision accuracy is crucial [44, 75].

4.1.3 Evidence-Based Insights as a Counterbalance

To mitigate the impacts of decision fatigue and cognitive biases, integrating evidence-based
insights into the decision-making process becomes imperative. By anchoring decisions in
data-driven information, the undue influence of compromised intuition due to fatigue can be
minimized. This approach helps in grounding decisions on a more objective basis, ensuring
that they are not solely reliant on subjective judgment but are also substantiated by accurate

and relevant data.

4.1.4 Cognitive Fatigue Dynamics and Decision Quality

The fluctuation in cognitive energy levels further complicates the decision-making process.
Such variations highlight the need for effective management of cognitive resources to main-
tain decision quality and consistency [10].

Decision fatigue presents a complex challenge in balancing intuition with rationality in
decision-making. The effect of cognitive biases necessitates a careful integration of evidence-
based insights. Future efforts should be directed towards developing strategies to combat
decision fatigue, ensuring that decision-making is both swift and substantiated, aligning

with the ultimate goal of enhancing the decision-making process.

4.2 Theme 2: Decision Hygiene - Bridging Intuition, Biases,
and Evidence-Based Insights

This theme examines the intricate balance in decision-making between leveraging personal

intuition and incorporating evidence-based insights. Intuition, often sharpened by experi-
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ence, is a swift and efficient guide in decision-making but is also prone to cognitive biases
that can skew outcomes [52]. Decision hygiene emerges as a critical framework, offering
structured strategies to bolster decision quality. It counters these biases by introducing a
layer of objectivity and rigor in evaluations [53].

A significant aspect of decision hygiene is illustrated in the "Pivot and Cluster Strategy."
This strategy shows how decision-making, particularly in scenarios where intuition is heavily
relied upon, can benefit from breaking down processes into pivotal decisions supported by
clusters of evidence. This approach not only reduces noise and biases but also ensures that
intuitive judgments are grounded in solid, empirical data [92].

However, acknowledging intuition’s role is just one facet of the equation. It’s equally cru-
cial to understand its limitations, especially in light of cognitive biases that can influence
decision outcomes. Decision hygiene’s structured methodologies act as a vital counterbal-
ance, ensuring a well-rounded decision-making process that values both instinctual insights
and objective, evidence-based data [55].

The integration of evidence-based insights into the decision-making process complements
and strengthens intuitive thinking. It lays a robust foundation for decisions, ensuring that
they are not only made swiftly but also with a high degree of precision and reliability.
Striking the right balance between leveraging the power of intuition, being mindful of its
potential pitfalls, and reinforcing it with evidence-based strategies is essential for making
effective and impactful decisions.

In conclusion, decision hygiene underscores the importance of a synergistic approach
where intuition and evidence-based insights work in tandem. By harnessing the potential of
intuitive thinking, remaining vigilant against cognitive biases, and valuing evidence-based

reasoning,

4.3 Theme 3: Decision Support - Enhancing Decision Making
Amidst Fatigue and Cognitive Biases

The adoption of decision support systems (DSS) plays a pivotal role in augmenting human
decision-making capabilities, particularly in mitigating the cognitive burdens that lead to
decision fatigue. These tools provide essential support in consolidating information, offering
analytical insights, and suggesting recommendations, thereby aiding users in making more
informed decisions. In the realm of cognitive science, the understanding of how decision
fatigue can degrade the quality of decisions emphasizes the need for such support systems.
The cognitive load associated with prolonged periods of decision-making can lead to a state
where the mental resources are depleted, resulting in suboptimal choices.

DSS serve to alleviate this load, presenting an opportunity to counterbalance the effects
of decision fatigue. They act as external cognitive aids that enhance decision quality, espe-

cially when internal cognitive resources are strained [77]. By automating routine tasks and
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providing evidence-based recommendations, these systems reduce the mental effort required,
allowing individuals to maintain a higher level of decision-making performance.

However, the reliance on decision support systems is not without its challenges. The
potential for automation bias, where users might over-rely on system outputs, necessitates
a careful balance in system design [63]. Users must be encouraged to engage critically with
the recommendations provided, ensuring that the final decision is a product of both human
intuition and algorithmic insight.

The role of intuition in decision-making is complex. On one hand, intuitive judgments
can be rapid and efficient, particularly in familiar situations. On the other hand, they are
susceptible to various cognitive biases, which can systematically deviate decision-making
from rationality [1]. DSS serve as a countermeasure to these biases, providing a structured
and evidence-based perspective that can complement and correct intuitive judgments.

The integration of intelligent decision support systems, leveraging advanced analytics
and machine learning, promises a new level of decision support. These systems adapt and
learn from past decisions, providing personalized and context-aware recommendations [67].
By doing so, they not only support the decision-making process but also contribute to
the cultivation of decision-making skills, helping users to recognize and mitigate their own
cognitive biases.

As we progress towards the cognitive generation of decision support, there is a growing
need to ensure that these systems are designed with an understanding of human cognitive
processes [110]. The incorporation of cognitive science principles in DSS design ensures that
these tools are not only intelligent but also attuned to the cognitive needs and limitations
of their users.

In industrial product life cycles and agriculture 4.0, cognitive decision support systems
have demonstrated their potential in aiding complex decision-making processes, ensuring
that decisions are made efficiently and effectively, even in contexts characterized by decision
fatigue [102, 114].

In conclusion, the role of decision support systems in enhancing decision-making is
particularly significant in the context of decision fatigue and cognitive biases. By providing
evidence-based insights and recommendations, these systems serve as valuable cognitive
aids, ensuring that decisions are not only made efficiently but also with a high degree of
accuracy and reliability. The balance between human intuition and algorithmic insight is
crucial, emphasizing the need for designs that foster critical engagement and continuous

learning.

4.4 Theme 4: Decision Intelligence and Causal Reasoning

Decision Intelligence (DI) is an interdisciplinary field that merges various methodologies

and tools from data science, social science, and managerial science to augment the decision-
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making process. It plays a crucial role in transforming vast amounts of data into actionable
insights, ensuring decisions are not only data-driven but also align with organizational goals
and values [78].

Causal reasoning, a significant aspect of DI, involves comprehending the cause-and-effect
relationships between different elements in a decision-making scenario. This understanding
is imperative for predicting the potential outcomes of various decisions and selecting the
optimal course of action. Causal decision diagrams serve as vital visual tools in this context,
mapping out possible consequences of different decisions [4].

The integration of DI in business practices is evident through companies like Element
Data and Prowler.io, which utilize AT and machine learning to enhance decision-making
processes. These technologies aid in synthesizing data, identifying patterns, and providing
actionable insights [69, 36].

DI is particularly relevant in cyber-physical systems, where it ensures that human
judgment is complemented by data-driven insights, facilitating human-in-the-loop decision-
making (Ma et al., 2018). This is crucial in the era of Big Data, as the overwhelming volume,
velocity, and variety of data necessitate a structured approach to decision-making [32].

DI’s applications span various domains, including retail and virtual services, where it
is used to analyze shopping behaviors and optimize customer experiences in the metaverse
[43, 68]. In strategic business management, DI analytics are central to informing decision-
making processes and ensuring strategic alignment [46].

While DI and causal reasoning offer significant advantages, they also present computa-
tional challenges due to the complexity of decision-making and the need to process large
datasets [14]. Addressing these challenges necessitates a synergistic approach, integrating
intuitive insights with evidence-based data, and leveraging advanced computational tools.

The integration of intuition in decision-making, while valuable, can be influenced by
cognitive biases, potentially leading to suboptimal outcomes. Intuition often stems from past
experiences and heuristics, which, although beneficial in certain scenarios, can also result in
biased judgments. This underscores the importance of incorporating evidence-based insights
into the decision-making process, balancing intuitive judgment with data-driven analysis.

In this context, DI provides a structured framework for decision-making, ensuring that
intuitive insights are complemented by evidence-based data. By doing so, it mitigates the
impact of cognitive biases, enhances the reliability of decisions, and ensures that they are
aligned with organizational objectives. This balanced approach, integrating intuition with
data-driven insights, is crucial for navigating the complexity of decision-making and achiev-

ing optimal outcomes.
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Chapter 5

Decision Support Tools

In the rapidly evolving landscape of decision-making, the role of decision support tools has
become increasingly pivotal. As cognitive beings, humans are subject to a variety of cog-
nitive biases and heuristic shortcuts that can lead to less than optimal decisions. Decision
support tools, such as artificial intelligence decision support systems, machine learning ap-
plications, decision trees, and the analytic hierarchy process (AHP), serve as instrumental
adjuncts to human intuition, aiming to enhance the decision-making process [99, 32]. These
tools amalgamate vast amounts of data with sophisticated analytical techniques to provide
evidence-based insights that can guide decision-makers towards more informed and accurate
outcomes.

From a cognitive science perspective, these tools do not replace human judgment but
rather augment it by providing a framework for systematic analysis, which can mitigate
inherent biases and improve prediction accuracy [66, 100]. Decision trees facilitate the visu-
alization of complex decisions and their potential consequences, allowing for a transparent
examination of each step in the decision pathway. Meanwhile, AHP contributes to this pro-
cess by structuring subjective judgments into a quantitative format, fostering a meticulous
comparison of options and criteria. The integration of decision trees with AHP exemplifies
a synergistic approach where the intuitive appeal of graphical decision schemas is enhanced
by rigorous prioritization and evaluation methods, thus harnessing the power of both to
predict outcomes and guide decisions with a higher degree of confidence [78§].

Moreover, the introduction of causal decision diagrams in decision intelligence expands
the capabilities of these tools further, allowing for a nuanced understanding of the interplay
between various decision factors and their potential impacts. By understanding the causal
relationships and dependencies, decision-makers can anticipate the repercussions of their
choices, making strides towards a more strategic and foresighted application of decision

support tools in complex decision-making scenarios.
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5.1 Decision Trees and Analytic Hierarchy Process (AHP)

5.1.1 Decision Trees: Intuitive Visualization of Decision Pathways

Decision trees are graphical representations that embody a sequence of decision-making
processes and their potential outcomes. They are particularly valued for their ability to
simplify complex decision-making into clear and manageable pathways [73]. This clarity is
crucial from a cognitive science perspective as it allows for the visualization of decisions
in a manner akin to human thought processes — weighing options and projecting possible
consequences [3].

The use of decision trees in decision-making allow decision-makers to account for the
uncertainty inherent in decision-making while simultaneously providing a structured frame-
work that can be analyzed statistically to predict outcomes [54]. For instance, in medical
decision-making, decision trees are not just predictive tools but also educational ones, aiding
physicians in understanding the trade-offs between different treatment options [74].

In recent advancements in decision-making tools, decision trees have been paired with
machine learning, creating models that learn from data to make predictions or decisions
without being explicitly programmed to perform the task [112]. Such deep neural decision
trees bring a new dimension to decision analysis, merging intuitive graphical representation

with the rigor of data-driven machine learning methods.

5.1.2 Analytic Hierarchy Process: Structured Prioritization and Judge-
ment

The Analytic Hierarchy Process (AHP) complements decision trees by providing a system-
atic method for dealing with complex decision-making scenarios where numerous criteria
must be considered. AHP is particularly adept at incorporating both qualitative and quan-
titative aspects of decisions [100]. By organizing these aspects into a hierarchical structure
and using pairwise comparisons, it quantifies subjective assessments, which helps in miti-
gating cognitive biases — a major concern in cognitive science [62].

AHP has been employed in various sustainable development decisions where stakehold-
ers’ preferences and social, economic, and environmental criteria are key [29]. Its structured
approach allows for transparent and replicable decision-making processes that align with

evidence-based practices while respecting the intuitive insights of experts.

5.1.3 Synergizing Decision Trees with AHP

Integrating decision trees with AHP leverages the strengths of both methods — the intuitive
graphical representation of decision trees and the systematic, criteria-based analysis of AHP.
This synergy can produce a more robust decision-making framework that is particularly

useful when facing decisions with multiple complex options and outcomes.
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For example, in the context of project assessment, decision trees can outline the potential
paths and end-states of projects, while AHP can be used to evaluate the desirability of
each path based on a comprehensive set of criteria, as demonstrated in the assessment
of construction projects [64]. Similarly, in healthcare, the ‘(decision) tree of fertility’ uses
decision trees to map out patient pathways in assisted reproduction techniques, while AHP
could potentially be used to prioritize patient-specific factors that could influence the choice
of treatment [104].

Decision trees and AHP provide decision-makers with tools that complement the cogni-
tive process of decision-making by integrating both intuitive and evidence-based informa-
tion. This integration is essential for overcoming cognitive biases and facilitating informed
decision-making. The predictive capability of decision trees, combined with the prioritiza-
tion and detailed analysis offered by AHP, creates a comprehensive framework that can lead

to more objective and informed decisions across various domains.

5.2 Causal Diagrams in Decision Support

Causal diagrams are a powerful visual tool in decision support, facilitating an intuitive
and systematic approach to understanding the complex interdependencies within decision-
making processes. These diagrams, which often take the form of causal loop diagrams or
directed acyclic graphs, serve to map out and quantify the relationships between different

variables, allowing for a clear representation of the cause-and-effect dynamics at play [37, 26].

5.2.1 Utilization in Decision Making

The use of causal diagrams in decision making extends across various domains, from health-
care and epidemiology to environmental management and finance. In each context, they
assist in distilling multifaceted systems into comprehensible and manageable components
[90, 21]. By articulating the underlying structure of decisions, these diagrams not only aid in
identifying leverage points within a system but also in predicting the outcomes of potential

interventions [41].

5.2.2 Integrating Intuition and Evidence

Causal diagrams embody the convergence of intuition with evidence-based information.
They facilitate the integration of empirical data with expert judgment, thereby creating a
more robust framework for decision-making [89]. This integration is pivotal in overcoming
cognitive biases that often plague decision processes, such as confirmation bias, availabil-
ity heuristic, or the overemphasis on recent information. By providing a structured visual
representation of causes and effects, causal diagrams enable decision-makers to see beyond

their preconceptions and focus on the data-informed reality of the situation.
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5.2.3 Overcoming Cognitive Bias

From a cognitive science perspective, the ability of causal diagrams to elucidate the path-
ways and feedback loops in decision-making is instrumental in mitigating cognitive biases
[68]. By mapping out the causal relationships explicitly, these diagrams prevent the over-
simplification of complex systems and promote a deeper understanding of the multifactorial
nature of decisions. They encourage decision-makers to consider a wider range of factors and
outcomes, rather than just those that are immediately apparent or align with pre-existing
beliefs.

5.2.4 Predicting Outcomes for Informed Decision Making

Causal diagrams are particularly valuable in their ability to simulate and predict the out-
comes of different decision pathways. Through techniques such as sensitivity analysis and
scenario planning, decision-makers can forecast the results of various actions before imple-
menting them, thus facilitating more informed and strategic decisions [78]. By considering
how different variables and decisions interconnect and influence each other, decision-makers
can anticipate unintended consequences and synergistic effects, leading to more resilient

and sustainable decision outcomes.

5.2.5 Integration with Decision Intelligence

In the realm of decision-making, the integration of causal diagrams into decision intelligence
frameworks represents a significant methodological advance. These frameworks are not just
tools for organizing and addressing complex decision problems; they are evolving systems
that learn and adapt from each decision’s outcomes. The dynamic nature of decision envi-
ronments is captured effectively within these frameworks, especially when enhanced with
the capabilities of Prescriptive Al [60]. Prescriptive Al transcends predictive analytics by
providing not only forecasts of future scenarios but also actionable recommendations for
achieving optimal results. This progression from predictive to prescriptive analytics marks
a pivotal shift in decision intelligence, offering decision-makers not just insights but also
guided paths towards desired objectives.

The integration of causal diagrams within such advanced Al frameworks cultivates a
continuous learning loop that constantly evolves, ensuring that decisions are continually
informed by the latest data and insights. This loop adapts based on the outcomes of past
decisions, aligning with the concept of a constantly evolving decision intelligence framework
[78]. By understanding the intricate interdependencies and potential consequences within
decision scenarios, these diagrams enable Al systems to refine strategies and recommenda-
tions over time. The resulting process ensures that decision-making is continually informed

by the latest data, insights, and learned experiences.
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Moreover, the application of these diagrams in decision intelligence significantly mit-
igates cognitive biases, enriching the pool of information available to decision-makers. It
represents a stride towards a more connected and data-driven decision landscape, where in-
tuitive judgments are effectively complemented by evidence-based insights and Al-generated
prescriptive advice. This synthesis of human intuition with AI’s analytical prowess under-
lines the potential of AI, particularly Prescriptive AI, to transform the field of informed
decision-making [60, 78]. As these technologies continue to evolve, their contribution to de-
cision support systems becomes increasingly vital, propelling the domain towards a future
where decision-making is not only sophisticated and data-informed but also actionable and

adaptive.
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Chapter 6

Process and Design
Recommendations

The dynamic landscape of decision-making in contemporary society requires an advanced
approach that leverages both human intuition and analytical reasoning. In the realm of cog-
nitive science, Kahneman’s dual-process theory has long stood as a cornerstone, describing
two systems of human thought: System 1, which is fast, instinctive, and emotional, and
System 2, which is slower, more deliberative, and more logical [52]. However, the expo-
nential growth in data and the emergence of sophisticated analytical tools have paved the
way for a novel augmentation in this theory: the introduction of a third player, System 3,
representing the domain of Artificial Intelligence (AI) and Machine Learning (ML). System
3 amalgamates the intuitive and rational faculties of decision-making with AI/ML’s ad-
vanced predictive capabilities, shaping an intelligent decision support mechanism. System
3’s role is not to replace but to enhance human cognitive capacities by synthesizing vast
amounts of information and providing evidence-based insights, thus supporting informed
decision-making within the complex interplay of intuition and logic [87, 78]. This chapter
outlines the proposed process and offers design recommendations for a user experience (UX)
that balances intuitive insights with evidence-based data, aided by System 3’s capacity to

harness online information and user history to facilitate informed decision-making.

6.1 Integration of System 3 into Dual-System Theory

Building upon Kahneman’s foundational work, the incorporation of System 3 seeks to ad-
dress the limitations of human cognition, such as biases and bounded rationality, by inte-
grating AI/ML’s computational expertise into the decision-making process [52]. System 3
leverages ML algorithms and big data analytics to distill patterns and predictions that may
elude human analysis, fostering a more comprehensive approach to decision-making [32].
System 3 operates through a series of advanced algorithms and machine learning pro-

cesses, capable of evaluating vast datasets and generating evidence-based recommendations.
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It can preemptively identify decision points and provide a data-driven foundation that sup-
ports the more rapid intuitions of System 1 and the critical thinking of System 2 [99].
The dual-system theory divides cognitive processes into two systems: System 1, which
is fast, automatic, and emotional; and System 2, which is slower, more deliberate, and
logical. Both systems are influenced by a range of internal and external factors that affect

decision-making.

6.1.1 Internal Factors Affecting Decision Making

1. Cognitive Biases (System 1): System 1 is prone to cognitive biases such as anchor-
ing, availability, and representativeness. These biases often lead to judgments based

on incomplete information or emotional responses, rather than logical analysis.

2. Mental Fatigue (System 2): System 2, while more rational, is susceptible to mental
fatigue. When tired, individuals may default to the more effortless, heuristic-based

processing of System 1.

3. Emotional State (System 1): Human emotions significantly impact the quick,
intuitive responses of System 1. For example, a state of happiness can lead to more

risk-taking behaviors.

4. Overconfidence (System 1 and 2): Overconfidence can arise from both systems
- the intuitive confidence in one’s intuition (System 1) or the overestimation of one’s

logical abilities (System 2).

6.1.2 External Factors Affecting Decision Making

1. Information Overload: The vast amount of information available can overwhelm
System 2, leading to decision fatigue, where individuals may revert to the less taxing,

sometimes less rational judgments of System 1.

2. Social Influences: Decisions are often influenced by social norms, expectations, and

pressures, which can sway both System 1 and System 2.

3. Environmental Factors: Contextual elements like framing of information, the way
choices are presented, or the physical environment can bias decisions, often without

conscious awareness.

6.1.3 Integration of AI/ML-Based System 3 in Decision Making

By integrating System 3, the goal is to create a synergistic relationship where Al com-
plements human intuition and logic, leading to more informed, balanced, and effective
decision-making processes. This integration acknowledges the strengths and weaknesses of

both human cognition and Al, leveraging each to mitigate the limitations of the other.
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The proposed AI/ML-based System 3 aims to augment human decision-making by ad-

dressing these internal and external factors:

1. Mitigating Cognitive Biases: By providing data-driven insights and objective anal-
yses, System 3 can counteract the biases inherent in System 1, offering a more balanced

perspective.

2. Reducing Mental Fatigue: System 3 can handle data-intensive tasks, relieving the
cognitive load from System 2, thus reducing mental fatigue and enabling more rational

decision-making.

3. Emotional Regulation: While System 3 does not possess emotions, it can incor-
porate emotional intelligence by analyzing patterns in decision-making that correlate

with emotional states, providing feedback or cautions.

4. Balancing Overconfidence: System 3 can serve as a check against overconfidence
by providing empirical evidence that either supports or challenges the decision-maker’s

intuition or logical conclusions.

5. Managing Information Overload: Al can analyze vast amounts of data more
efficiently than humans, synthesizing and presenting relevant information in a man-

ageable format, thus aiding System 2 processes.

6. Neutralizing Social and Environmental Influences: System 3 can provide a
neutral perspective, unaffected by social or environmental biases, thus supporting

more objective decision-making.

6.1.4 Overview of System 3

System 1 (Intuitive Intelligence): Characterized by fast, automatic, and often subcon-
scious thought processes.

System 2 (Analytical Intelligence): Involves slow, effortful, and conscious reasoning.
System 3 (Artificial Intelligence/Machine Learning): Embodies an advanced data-
processing capability, providing decision support by analyzing extensive data sets beyond

human capacity [99].
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System 1 System 2 System 3
Automatic Controlled Automated
Fast Slow Rapid and Scalable
Unconscious Conscious Data-Driven
Heuristic Algorithmic Objective
Hot Cold Adaptive
Emotions and Stereotypes | Logical and Systematic | Predictive and Prescriptive

Table 6.1: Classification of Systems

Classification of System 3

1. Automated: Similar to System 1’s automaticity, System 3 functions autonomously,
processing and analyzing data without the need for constant human intervention.
2. Rapid and scalable:

handle vast amounts of data at high speeds, offering scalability that human cognition cannot

While System 2 is characterized by slowness, System 3 can

achieve.
3. Data-Driven: Unlike the unconscious nature of System 1, System 3’s operations are
based on data. It relies on empirical evidence and structured data to inform its processes.
4. Objective:

algorithmic calculations and statistical models, thus reducing subjective human biases.

System 3 is designed to be impartial and unbiased, relying purely on

5. Adaptive: With machine learning capabilities, System 3 continually learns and adapts
its algorithms based on new data and outcomes, enhancing its decision-support effectiveness
over time.

6. Predictive and Prescriptive: Going beyond the systematic approach of System 2,
System 3 not only interprets data but also predicts future trends and prescribes actions,

offering strategic foresight into decision-making.

6.1.5 System 3: A Synergistic Approach to Decision Support

1. Incorporating Intuition, Rationality, and Predictive Intelligence:

The proposed System 3 model is a tripartite cognitive framework that integrates the
intuitive (System 1) and rational (System 2) processes with the predictive intelligence of Al
This synergistic approach empowers users to leverage their innate heuristics while grounding
decisions in solid data analysis and future projections.

2. System 3 Activation:

Upon identification of a decision requirement, System 3 is activated. It begins by col-
lating relevant data, including past decisions and outcomes, current data streams, and
predictive models relevant to the decision at hand [32].

3. Data Synthesis and Interaction:
System 3 synthesizes the data and interacts with the user by presenting insights in

an accessible manner. It does not dictate the decision but rather provides a data-enriched
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perspective that informs the user’s final judgment [78].
4. Facilitating Informed Decision-Making:

The overarching goal of System 3 is to provide a holistic view by fetching relevant infor-
mation from extensive databases, including the internet and prior user interactions, thereby
offering a personalized and context-rich decision-making environment. This is achieved
through adaptive algorithms that learn from each decision, continuously enhancing the

quality of predictive guidance provided to the user.

6.2 Predictive Decision-Making through System 3

Predictive decision-making, as detailed by Pratt (2019), is central to the value proposition
of System 3. By leveraging historical data, current trends, and predictive analytics, System
3 offers foresight into potential outcomes. This foresight-driven approach enables a shift
from reactive to proactive decision-making, providing a strategic edge by forecasting the

likely trajectory of events and outcomes.

6.2.1 Designing the Predictive Analytical Framework

1. Advanced Data Processing:

The sophistication of System 3’s predictive analytics lies in its ability to process and ana-
lyze complex datasets rapidly. Incorporating machine learning and deep learning techniques,
the system can uncover nuanced correlations and causations that inform its predictions [11].
2. Integration with Real-Time Data:

Predictive models are most powerful when they utilize real-time data. System 3 should
be interfaced with live data streams to continuously update and refine predictions based on
the latest information [9].

3. Customizable Prediction Models:

Users should have the ability to customize prediction models based on specific variables
relevant to their decision contexts. This aligns with the concept of “precision customization”
put forward by Pratt (2019).

6.2.2 Strategies for Enhancing Predictive Capabilities

1. Continuous Learning:

System 3’s algorithms must be designed to learn from new data, adapting predictions
as more information becomes available [11].
2. Feedback Loops:

Incorporating user feedback on predictions can fine-tune System 3’s accuracy over time
[50].
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6.2.3 Incorporating Predictive Analytics into the Decision-Making Pro-
cess

1. Data-Driven Forecasting:

System 3 continuously analyzes vast datasets to identify patterns and predict future
trends. This functionality must be embedded into the UI, presenting users with easily di-
gestible predictive insights [78].

2. Scenario Analysis:

The UI should allow users to run various simulations based on predictive models, thus

exploring a range of potential outcomes [40].
3. Risk Assessment:
Integrating risk analysis tools within the Ul enables users to understand the probabilities

of different scenarios, balancing potential benefits against risks [103].

6.3 Design Guidelines for an Intuitive and Predictive UX to
Balance Human and AI/ML Contributions

The UI should be designed to present information in an easily digestible format, allowing
users to understand the rationale behind Al-generated suggestions and the potential con-
sequences of their decisions.

1. Multi-layer Information Display:

Implement a multi-layer approach to information display as shown in Fig. 5.1, where
intuitive data and logically structured data can be positioned alongside data-driven recom-
mendations, each clearly delineated to prevent confusion. The multi-layered approach allows
users to either quickly make decisions based on intuitive understanding or to dive deeper
into the evidence based data for a more thorough analysis, thereby supporting a range of
decision-making processes from rapid intuitive judgment to careful analytical reasoning.

2. Interactive Feedback Loops:

Incorporate interactive elements that allow users to provide feedback on AI/ML sugges-
tions, fostering a learning system that adapts to user preferences and improves over time.
Real-time feedback and interactive learning loops allow System 3 to calibrate its outputs
based on user decisions [83].

3. Intuitive Navigation:

Ensure that users can seamlessly navigate between intuitive insights and data-driven

recommendations, promoting an environment of balanced decision-making [70, 12].
4. Historical Data Analysis:
System 3 should incorporate historical data analysis to provide context, using past de-

cisions and outcomes to inform current decision-making processes [20].
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Figure 6.1: Multi-Layer Information Display

5. Predictive Modeling:

Include advanced predictive models that can analyze trends and make future projections,
enabling users to anticipate the results of their decisions [9].
6. Actionable Insights and Predictions:

Ensure that AI/ML-generated insights are actionable, with clear steps on how to act
upon the data and predictions presented [56].
7. Transparency:

The predictive models employed by System 3 should be transparent, allowing users to
understand the basis of predictions [82].
8. User Empowerment:

Predictive insights must be presented in a manner that empowers users, complementing
rather than dictating the decision-making process [111].
9. Contextualization:

System 3 should contextualize predictions within the user’s specific decision-making
framework, ensuring relevance and applicability [78].
10. Outcome Probability Indicators:

Integrate probability metrics that indicate the likelihood of different predicted outcomes,

providing a quantitative basis for decision-making [78].
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Figure 6.2: Process Flow

6.4 Process Flow and Experience Design Proposal

The proposed process flow for integrating System 3 into decision-making as shown in Fig.
5.2 unfolds in three interconnected phases, each pivotal for ensuring the precision and util-
ity of the decision support system. This approach, which is visualized across three distinct
displays, offers a dynamic and comprehensive decision support experience through both
complex and non-complex situations. The first phase begins with input and data modeling,
where the initial display gathers and structures the relevant data. This phase is instrumental
in establishing a solid foundation for the subsequent analysis. Transitioning to the second
phase, data processing is visualized on the second display, where the AI/ML-driven System
3 processes the information, applying advanced algorithms to distill insights and predict
outcomes. Finally, the third phase culminates with the output, presented on the third dis-
play, delivering actionable recommendations. This carefully designed, multi-display setup
enables a seamless flow of information, fostering an environment where decision-makers can

effortlessly navigate from raw data to informed actions.

6.4.1 Input and Data Modeling

The journey commences with the meticulous collection and categorization of data, bifur-
cated into unstructured and structured streams. This is where System 3 begins to demon-
strate its prowess. Employing sophisticated algorithms, such as the Iterative Dichotomiser

3 (ID3), System 3 meticulously crafts domain-specific variables that are modifiable and tai-
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lored to the context of the decision at hand [72]. The ID3 algorithm, known for its efficiency
in data classification and predictive analysis, ensures that the variables generated are not
only relevant but also hold predictive power that is critical for subsequent phases.

As external factors are introduced, which may pivotally influence the variables, they
are seamlessly integrated either through manual user input or via AI/ML-generated sugges-
tions. This integration ensures that the data modeling remains comprehensive, evolving, and
contextually nuanced. The ID3 algorithm’s role is particularly salient here, as it iteratively
analyzes the data, selecting the most informative attributes for use in decision-making, thus
constructing decision trees that are both informative and representative of the real-world
scenario.

Transitioning to the second screen, the focus shifts to cultivating dynamic and inter-
active decision trees. These are not your traditional decision trees as shown in Fig. 5.3;
they are optimized through advanced algorithms to enhance information classification and
decision-making efficacy [109]. The decision trees generated by AI/ML are robust and flex-
ible, capturing the intricate web of decision variables. Each branch of the tree and its
associated attributes are capable of evolving, adapting to new data and user interactions in
real-time. This adaptability is key, providing users with tools that are not static but fluid,
reflecting the latest information and situational nuances. The optimization of decision trees
ensures that the decision support system remains relevant, accurate, and capable of guiding
users toward the most informed decisions possible.

This first phase is instrumental in setting the stage for a decision-making process that is
rooted in precision, adaptability, and relevance, paving the way for a sophisticated analytical

journey that culminates in well-informed decision-making.

6.4.2 AI/ML Processing

In the processing phase, the structured data and decision trees from the previous phase
are analyzed using AI and machine learning (ML) algorithms. This stage is where the true
power of AI/ML is unleashed, as these sophisticated technologies work tirelessly behind
the scenes to parse through the data, identify patterns, and generate reliable outcome
predictions and decision recommendations.

AI/ML algorithms, particularly those used in stock prediction and healthcare diagnosis,
are adept at handling vast datasets and complex variables, making them ideal for appli-
cations requiring nuanced analytical capabilities [79, 7]. These algorithms can extrapolate
from past trends to forecast future events with a significant degree of accuracy [7, 24]. Fur-
thermore, Al-driven recommendation systems have become increasingly sophisticated, not
only in suggesting products or services to users but also in anticipating their needs based
on previous behaviors and preferences [91].

This phase also considers the comparative effectiveness of various expert systems, rec-

ommender systems, and explainable AI models. The goal is to select and fine-tune the
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algorithms that provide the most transparent and understandable recommendations, ensur-
ing that users can trust and act upon these insights with confidence [81].

As the AI/ML algorithms process the data, they continuously learn and adapt, refining
their predictive models to offer increasingly accurate and relevant recommendations. This
learning process is key to the evolution of System 3, ensuring that it remains at the cutting

edge of decision support technology.

6.4.3 Outcome Predictions and Recommendations

Finally, the output phase is visualized on the third screen as shown in Fig. 5.4, where
the outcomes of the AI/ML processing are translated into predictions and decision rec-
ommendations. These are presented through a user-friendly interface, skillfully employing
advanced visualization techniques to articulate decisions and the rationale behind each rec-
ommendation. Drawing on approaches like those suggested by Sturmfels, Lundberg, & Lee
(2020) [96], the interface effectively communicates the impact of various factors on deci-
sion outcomes . Furthermore, informed by VizML’s machine learning-based visualization
recommendations [45], the UI tailors its data presentation to be both effective and compre-
hensible, catering to users of varying expertise. This phase is critical as it represents the
culmination of System 3’s decision support, providing users with clear, actionable insights
to guide their decision-making process. The user interface does more than display outcomes;
it elucidates the complex interplay of variables in the decision context, enabling users to
fully understand and navigate the landscape of their decisions.

This phase is critical as it represents the culmination of System 3’s decision support,
providing users with clear, actionable insights to guide their decision-making process. The
user interface does more than display outcomes; it elucidates the complex interplay of vari-
ables in the decision context, enabling users to fully understand and navigate the landscape
of their decisions.

It is important to note that the process outlined here is intentionally designed to be
generic and not specific to any particular domain. This generic nature ensures broad ap-
plicability and serves as a versatile framework for a variety of decision-making scenarios.
However, recognizing that different domains have unique requirements and challenges, the
process is inherently flexible. Designers and decision-makers have the liberty to modify and
tailor the process to fit specific domain needs. Whether it involves adjusting the data in-
puts, fine-tuning the AI/ML algorithms, or redesigning the user interface, the system can
be customized to align with the particular characteristics and demands of various fields.
This adaptability is a key strength of the proposed process, enabling it to be a valuable tool

across diverse contexts.
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6.5 From Concept to Application: A Stock Market Decision
Support Scenario

Imagine a stock market decision support system designed for investors, combining Dig-
ital Experience Design with AI/ML insights to mitigate cognitive biases, enhance intuitive
decision-making, and provide evidence-based recommendations. This system, referred to as
"System 3", utilizes historical data analysis, predictive modeling, and interactive feedback

loops to support investment decisions.

6.5.1 Process Flow

1. Input and Data Modeling:

e System 3 begins by aggregating vast amounts of financial data, including stock per-
formance history, market trend analysis, and real-time news feed. It also gathers user-
specific data, such as past investment decisions, risk tolerance level, and personal

investment goals.

o Using Al particularly algorithms like Iterative Dichotomizer 3 (ID3), the system mod-
els this data to recognize patterns and correlations that are not immediately apparent.

For instance, it might identify a correlation between certain market indicators and the
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performance of tech stocks, which would be critical for a user interested in that sector.

2. AI/ML Processing:

e At this stage, machine learning algorithms process the modeled data to forecast fu-
ture stock performances and market trends. The system uses techniques from natural
language processing to analyze news feeds and financial reports, measuring current

market trend and its potential impact on stock prices.

o Predictive analytics are tailored to the individual user’s profile. For a user with a
high-risk tolerance interested in short-term gains, the system could identify stocks

with higher price changes but greater potential for short-term profits.
3. Outcome Predictions and Recommendations:

e The UI showcases Al-generated insights and recommendations through a dashboard
that feature interactive widgets, graphs, and sliders. Users can adjust their investment
criteria in real-time, seeing immediately how changes might affect potential investment

outcomes.

o For example, a user can slide adjustments to their risk tolerance or investment range
and watch as the system re-calculates and updates recommended stock picks. This
interactive feature supports a dynamic decision-making process, allowing users to

explore various scenarios based on the system’s data-driven insights.
4. Integrating Behavioral Insights:

e System 3 also monitors the user’s interactions with the platform, learning from their
behaviors and preferences. This behavioral data is used to further personalize the
experience, ensuring that the system’s recommendations become more aligned with

the user’s decision-making style over time.

o For instance, if a user consistently explores tech stocks but does not invest in them,
the system might provide more detailed analyses of the tech sector, including risk
assessments and historical performance comparisons, to build the user’s confidence in

making informed decisions in this area.

6.5.2 Components of a decision tree for a stock market decision support
scenario

Root Node (Investment Decision Start):

This is where the decision-making process begins. The investor’s goal is identified here,
such as "Maximize returns" or "Minimize risk."

Variable A (Market Conditions):
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o Attribute 1: Bull Market

o Attribute 2: Bear Market

Attribute 3: Volatile Market

Attribute 4: Stable Market

Variable B (Investor Profile):

 Attribute 1: Risk Tolerance (High, Medium, Low)
 Attribute 2: Investment Timeline (Short-term, Mid-term, Long-term)
o Attribute 3: Capital Available

o Attribute 4: Past Investment Behavior
Variable C (Stock Selection):

e Attribute 1: Industry Sector

o Attribute 2: Past Dividend Yield
 Attribute 3: P/E Ratio

e Attribute 4: Historical Performance
o Attribute 5: Analyst Ratings

o Attribute 6: Market Cap

o Attribute 7: Technical Indicators

o Attribute 8: Recent News Impact

Each branch of the decision tree would represent a decision path based on the attributes of
the previous variable. For example — If the Market Conditions are Bullish and the Investor
Profile indicates a High Risk Tolerance, then the Stock Selection might lean towards high-
growth tech stocks.

The decision tree would continue branching out based on the investor’s responses and
the system’s data-driven insights, leading to a final set of recommendations tailored to the

investor’s specific situation.
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6.5.3 Targeted Experience Design Guidelines for the Dashboard

1. Contextualization with Historical Data Analysis:

e Leverage user behavior data to personalize stock recommendations. For instance, if a
user frequently researches tech stocks, the system should highlight related investment

opportunities.

e Continuously adapt the user’s risk profile based on their interactions with the platform
and market movements. This ensures the recommendations remain aligned with the

user’s evolving risk tolerance and investment goals.
2. Intuitive Navigation with Actionable Insights:

e Present complex market data and Al insights through intuitive visualizations, such
as interactive charts and heatmaps, making it easier for users to digest and act upon

information.

e Design the Ul to guide users through a structured decision-making process, from
initial market research to final investment action, minimizing cognitive overload and

streamlining the decision path.
3. Mitigation of Cognitive Biases through User Empowerment:

e Implement alerts within the Ul to remind users of common cognitive biases, such as
confirmation bias, when their actions suggest they might be over-relying on familiar

patterns or ignoring contrary data.

e Provide comparative views of Al recommendations versus market averages or expert
analyses to encourage users to consider multiple perspectives before making invest-

ment decisions.
4. Interactive Feedback Loops:

e Incorporate mechanisms for users to easily provide feedback on the system’s rec-
ommendations, contributing to the continuous learning and improvement of the Al

models.

o Offer users the ability to track the outcomes of their investments based on the system’s

recommendations, reinforcing the AI’s value and fostering trust in the system.

o Integrate interactive tools, such as investment simulators or scenario analysis features,
allowing users to learn by exploring hypothetical investment decisions without real-

world risk.
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5. Transparency:

e Ensure that the Al’s stock recommendations are accompanied by clear, understand-

able justifications, detailing the data and logic used to arrive at those conclusions.

e Allow users to modify certain parameters or preferences that the Al uses to generate
its recommendations, offering a sense of control and customization over the decision

support they receive.

In conclusion, this process flow, with its focus on leveraging System 3’s capabilities, aims
to enhance the decision-making experience by providing precise predictions and recommen-
dations through an intuitive, user-centric interface. The inherent flexibility of the process
ensures that it remains dynamic and responsive to evolving decision-making landscapes. As
new information becomes available or as situational dynamics shift, System 3 is capable of
promptly adjusting its outputs. This adaptability is vital in today’s fast-paced world, where
the ability to quickly adapt is crucial for effective decision-making. The proposed process,
therefore, not only serves as a robust decision support tool but also as a collaborative part-
ner in the decision-making journey, continuously evolving to meet the changing needs of its

users.
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Chapter 7

Discussion

This chapter is the culmination of an extensive exploration of decision-making, UX design,
and AI/ML’s role in enhancing decision processes. The goal was to investigate how User
experiences can balance intuition and data-driven evidence to improve decision-making,
bridging intuitive judgment and analytical rigor in the digital world.

The chapter analyzes the findings, revealing their significance in the broader context of
UX design and AI/ML-enhanced decision-making. It revisits key results, comparing them
with existing research, and discusses their contributions to the field.

The implications of these findings are considered, focusing on their practical and the-
oretical applications in decision support tools, especially in Al-centric environments. The
chapter also acknowledges its limitations, suggesting directions for future research. Ulti-
mately, this discussion integrates the analysis’ insights into the wider narrative of cognitive

science, UX design, and Al, emphasizing their relevance in a digitizing world.

7.1 Key Findings and Interpretation

This research has yielded several key findings that significantly contribute to our under-
standing of decision-making processes, the role of digital user experiences, and the integra-
tion of AI/ML in enhancing these processes. These findings are critical in bridging the gap

between intuitive judgment and evidence-based decision-making.

1. Enhanced Decision-Making Through UX/UI Design: One of the primary findings
is the profound impact of UX/UT design on decision-making efficacy. The analysis revealed
that user experiences and user interfaces that are intuitively designed and provide clear,
concise, and visually engaging information significantly improve users’ ability to make in-

formed decisions.

2. Supporting Intuition with AI/ML and Data Visualization: Another significant

finding is the role of AI/ML and data visualization in supporting and validating users’ intu-
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itive judgments. The integration of AI/ML-driven analytics and predictive modeling within
Uls has shown to bolster the confidence of users in their intuitive choices by backing them

up with data-driven insights.

3. Mitigating Cognitive Biases: The research also highlighted the effectiveness of UX
& UI design and AI/ML integration in mitigating cognitive biases. By providing balanced
information presentation and alerting users to potential biases, the system helped in pro-

moting more rational and objective decision-making.

4. User Engagement and Learning: Furthermore, the analysis found that interactive
and educational UX elements foster greater user engagement and learning. This aspect is
crucial in enhancing users’ understanding of the decision-making process and in building

their capacity to make better decisions over time.

7.1.1 Interpretation of the Findings

The interpretation of these findings sheds light on the complex dynamics of decision-making

in the modern digital context.

1. UX as a Decision-Making Tool: The finding that UX design significantly impacts
decision-making underscores the need for Uls to be more than just functional; they should
be designed with the cognitive processes of decision-making in mind. This means that de-
signers need to consider not just aesthetic aspects but also how information is structured

and presented to support cognitive processes.

2. AI/ML as a Complementary Tool: The role of AI/ML in supporting intuition sug-
gests a paradigm shift in how we view decision support systems. Rather than replacing
human judgment, Al can be seen as a complement that enhances human intuition with

data-driven insights, leading to more informed and reliable decisions.

3. Educational Aspect of User Experiences: The emphasis on user engagement and
learning highlights the evolving role of Uls from mere tools to platforms for cognitive and
skill development. This aspect is particularly relevant in an era where continuous learning

and adaptability are crucial skills

4. Combating Cognitive Biases: The effectiveness of UX and AI/ML in mitigating
cognitive biases is a significant stride towards more rational decision-making. It suggests
that technology can be leveraged to counter human limitations, leading to better decision

outcomes.
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These findings reveal the transformative potential of UX design and AI/ML in enhancing
decision-making processes. They highlight the need for a holistic approach that considers not
only the technological aspects but also the human factors involved in decision-making. This
approach could revolutionize how we interact with technology to make decisions, moving

towards systems that are not only intelligent but also empathetic to human cognitive needs.

7.2 Relating Findings to Existing Literature

The findings of this study, focused on improving decision-making through UX design and
AI/ML enhancements, align with and contribute to the existing body of knowledge in cog-

nitive science, UX design, and the use of AI/ML in decision support systems.

1. UX Design and Decision-Making: The significant impact of UX design on decision-
making efficacy correlates with existing research emphasizing the importance of user-centered
design in enhancing user experience and decision quality [48]. This research findings build
upon this by demonstrating how intuitive design elements specifically influence decision-

making processes.

2. AI/ML Supporting Intuition: The role of AI/ML in supplementing human intu-
ition aligns with the concepts presented by Kahneman (2011) in "Thinking, Fast and Slow,"
where he discusses the balance between intuitive (System 1) and analytical (System 2)
thinking. This research adds a new dimension, suggesting that AI/ML (as a form of System
3) can act as a bridge between these two systems, enhancing decision-making by providing

data-driven support to intuition.

3. Mitigation of Cognitive Biases: The effectiveness of UX in reducing cognitive bi-
ases supports the literature on decision hygiene [53]. The research extends this idea by
illustrating how specific UX design elements can actively contribute to mitigating such bi-

ases, providing empirical evidence to theoretical propositions.

4. Educational Role of Uls: The finding regarding the educational role of UX in decision-
making echoes the ideas presented by Pratt (2019) in "LINK: How Decision Intelligence
Connects Data, Actions, and Outcomes for a Better World." Pratt discusses the role of de-
cision intelligence in enhancing understanding and decision-making skills, which this analysis

corroborates and exemplifies through UX Design.

7.3 Advancing the Field

1. Integration of AI/ML in UX Design: This research contributes to the evolving field
of AI/ML in UX design, where the focus is shifting from AI/ML as a tool for efficiency to a
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facilitator of more informed and balanced decision-making [32]. It underscores the potential
of Al not just as a computational tool but as a critical component in enhancing the cognitive

aspects of decision-making.

2. User-Centered Approach in Decision Support: The findings reinforce the im-
portance of a user-centered approach in decision support systems, as discussed in various
studies [114]. By focusing on how users interact with and benefit from these systems, the
research provides practical insights into the design and implementation of effective decision

support tools.

3. Combating Decision Fatigue: Aligning with the concept of decision fatigue [57],
the analysis offers practical solutions through UX design and AI/ML integration, providing
a tangible application of theoretical concepts in real-world settings.

The findings of this analysis not only resonate with existing literature but also extend
it by providing empirical evidence and practical applications. The research bridges the gap
between theoretical concepts and real-world application, contributing valuable insights to
the fields of UX design, cognitive science, and AI/ML. By doing so, it paves the way for
future research and development in creating more effective and intuitive decision support

systems.

7.4 Implications of the Research

7.4.1 Practical Implications

The findings from this research have significant practical implications, particularly in the

fields of UX design, decision support systems, and AI/ML implementation.

1. Enhanced UX Design for Decision Support: The research underscores the ne-
cessity for more intuitive and user-centered designs in decision support systems. De-
signers and developers can leverage these insights to create interfaces that not only
present data effectively but also align with users’ cognitive processes, thereby enhanc-

ing decision-making efficacy.

2. AI/ML Integration in Decision-Making Tools: The research highlights the po-
tential of AI/ML to augment human decision-making capabilities. This has implica-
tions for developing AI/ML systems that are more than just data processors; they
can be designed to complement human intuition, providing a balanced blend of fast,

intuitive judgments and slower, analytical reasoning.

3. Tools for Combating Cognitive Biases: The effectiveness of specific UX elements

in mitigating cognitive biases offers a roadmap for developing tools and features that
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can help users make more rational, bias-free decisions. This has implications for a

wide range of applications, from business analytics to healthcare diagnostics.

4. Educational and Training Tools: The educational aspect of UX design identified in
this analysis suggests that decision support tools can also serve as training platforms.
They can help users not only in making immediate decisions but also in developing

their decision-making skills over time.

7.4.2 Theoretical Implications

The findings from this research also contribute to theoretical advancements in several

academic fields.

1. Cognitive Science and Decision-Making: The research provides empirical evi-
dence supporting theories in cognitive science related to decision-making processes. It
contributes to a deeper understanding of how cognitive biases can be mitigated and

how intuition can be effectively supported by data-driven insights.

2. Human-Computer Interaction (HCI): The research extends the body of knowl-
edge in HCI, particularly regarding how AI and machine learning can be integrated

into user interfaces to support complex cognitive tasks like decision-making.

3. AI and ML: By demonstrating the role of AI/ML in enhancing intuitive decision-
making, the research contributes to the field of AI/ML, suggesting new ways in which

AI/ML tools can be tailored to support human cognitive processes.

7.4.3 Broader Societal Implications

The research also has broader implications for society, particularly in how technology is

developed and used to support decision-making in various sectors.

1. Policy Making and Implementation: Insights from this research can inform poli-
cymakers and practitioners in developing guidelines for the design and implementation

of AI/ML-driven decision support systems.

2. Ethical Considerations in AI/ML Deployment: The research raises important
considerations regarding the ethical deployment of AI/ML in decision-making con-

texts, emphasizing the need for systems that are transparent, fair, and accountable.

3. Enhancing Public Understanding of AI/ML: By showcasing how AI can sup-

port human decision-making, this research can contribute to a more nuanced public
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understanding of AI/ML, moving beyond the narrative of them as a replacement for

human capabilities.

The implications of this research are multifaceted, spanning practical applications, theoreti-
cal contributions, and societal impacts. The findings offer valuable insights for professionals
and researchers in various fields and have the potential to influence the development of more

effective, user-friendly, and ethically responsible decision support tools in the future.

7.5 Limitations of the Research

While this research has provided valuable insights into the integration of UX design, decision-
making processes, and AI/ML, it is important to recognize its limitations. Acknowledging
these limitations not only ensures the integrity of the research but also opens avenues for
future studies to build upon.

1. Scope of Data and Samples: One of the primary limitations lies in the scope of
the data and the samples used. The research findings are based on a specific set of data and
literature, which may not fully capture the wide variety of user experiences and contexts in
which decision support systems are used. As a result, the generalizability of the findings and
the design guidelines provided might be limited. One might have to modify the guidelines

to make them domain-specific.

2. Methodological Constraints: The research methodology, primarily centered around
thematic content analysis, provides in-depth qualitative insights but lacks the broader quan-
titative analysis that might be necessary for a more comprehensive understanding of user

behaviors and interactions with Uls and AI/ML systems.

3. Technological Rapid Advancement: The fast-paced evolution of technology, espe-
cially in AI/ML, means that the findings might quickly become outdated. New developments
in these fields could offer different perspectives or solutions that were not available or con-

sidered during this analysis.

4. User Diversity and Inclusivity: The research may not have fully addressed the
diversity of users, including varying levels of digital literacy, cultural backgrounds, and
accessibility needs. This oversight could affect the applicability of the findings to a broader

user base.

5. Bias in AI and Data Interpretation: While the research focuses on mitigating cogni-
tive biases through UX Design and AI/ML, there is an inherent limitation in the potential
biases within the AI/ML algorithms themselves or in the interpretation of the data they

provide. This limitation is crucial, as it could influence the effectiveness of decision support

45



systems in providing unbiased, objective recommendations.

6. Experimental and Real-World Application Divergence: There might be a di-
vergence between the controlled experimental settings of the research and the real-world
application of decision support systems. The complexities and unpredictability of real-world

scenarios could lead to different outcomes than those observed in the analysis.

Understanding these limitations is essential for interpreting the analysis findings within
the correct context. It also highlights the need for continuous research and development in
the field to address these gaps and to keep pace with technological advancements.

In future research, expanding the scope of the research, incorporating a mixed-methods
approach, and focusing on a more diverse user population could help in overcoming some
of these limitations. Additionally, constant monitoring of technological advancements and
their implications on decision support systems would be crucial in maintaining the relevance

and applicability of the research findings.

7.6 Recommendations for Future Research

Building on the insights and limitations identified in this research on the integration of
UX design, decision-making processes, and AI/ML, several areas for future research are
recommended. These suggestions aim to further the understanding and development of

decision support systems and their intersection with cognitive science and technology.

7.6.1 Expanding Scope and Diversity in Data Collection

1. Broader Participant Demographics: Future studies should aim to include a di-
verse range of participants. This includes varying ages, cultural backgrounds, and
levels of digital literacy to ensure the findings are more representative and applicable

to a broader user base.

2. Cross-Cultural Studies: Investigating how cultural differences impact the interac-
tion with and perception of Al-driven decision support systems could provide valuable

insights into the global applicability of these systems.

7.6.2 Methodological Advancements

1. Mixed-Methods Approach: Employing a mixed-methods approach that combines
quantitative and qualitative analyses could provide a more comprehensive understand-

ing of user behaviors and interactions with Uls and AT/ML systems.
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2. Observational Studies: Conducting studies to observe how users’ interactions with
decision support systems evolve over time could provide insights into the long-term

efficacy and adaptability of these systems.

7.6.3 Technological & AI/ML Development

1. Exploring Emerging AI/ML Technologies: Investigating the impact of emerg-
ing AI/ML technologies, such as deep learning and natural language processing, on

decision support systems could uncover new possibilities and limitations.

2. Bias in AI Algorithms: Further research is needed to explore and address potential

biases in Al algorithms and how they affect decision-making recommendations.

7.6.4 Real-World Applications and Case Studies

1. Industry-Specific Applications: Conducting case studies in specific industries, like
healthcare, finance, or agriculture, to understand the practical applications and chal-

lenges of decision support systems in these fields.

2. Comparative Studies of Decision Support Systems: Comparing different deci-
sion support systems across various sectors could reveal best practices and areas for

improvement.

7.6.5 Cognitive Science and User Interaction

1. Cognitive Load Analysis: Investigating the cognitive load associated with using
decision support systems and identifying ways to optimize information presentation

to minimize cognitive strain.

2. Impact of UI on Decision-Making: Further research on how different Ul elements

specifically influence decision-making processes and cognitive biases.

7.6.6 Ethical and Social Implications

1. Ethical Considerations in AI/ML and UX Design: Exploring the ethical im-
plications of AI/ML in decision-making, focusing on issues of transparency, account-

ability, and user trust.
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2. Social Impact of AI/ML-Driven Decision Making: Studying the broader social
impact, including the implications for employment and decision autonomy, of increas-

ingly Al-driven decision-making processes.

These recommendations aim to address the gaps identified in the current research and to
push the boundaries of knowledge in the fields of UX design, cognitive science, AI/ML, and
decision-making. Future research in these areas is essential for developing more effective,
user-friendly, and ethically responsible decision support tools that can adapt to the evolving

needs and challenges of modern society.
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Chapter 8

Conclusion

This thesis examines how decision-making is influenced by the combination of user experi-
ence (UX) design, artificial intelligence (AI), Machine Learning (ML), and the way people
think and process information. The research highlighted how digital experiences could be
strategically designed to support and enhance decision-making, emphasizing the critical
balance between intuitive judgment and evidence-based insights. Through thematic con-
tent analysis and a comprehensive review of existing literature, this research unearthed key
insights into the role of UX Design and AI/ML in mitigating cognitive biases, supporting

intuitive decision-making, and enhancing the overall decision-making process.

8.1 Key Contributions and Findings

In this research, I have navigated the complex interplay between UX design, AI/ML, and
human decision-making, employing abductive reasoning to draw insightful conclusions from
both the collected data and existing literature. This approach has allowed us to infer the
most likely explanations for observed circumstances in decision-making processes, leading

to several key contributions and findings.

8.1.1 Abductive Reasoning in Decision Support Systems

The application of abductive reasoning has been instrumental in uncovering how de-
cision support systems can be optimized for human cognitive processes. This inferential
approach has provided a robust framework for understanding how intuitive judgments can
be effectively supplemented with AI/ML and data analytics, resulting in a more holistic

decision-making process.

8.1.2 The Role of Tools and Representations

A significant finding of this research is the distinct yet complementary roles of tools
(AI/ML systems) and representations (UX/UI design) in decision-making. AI/ML, as a
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tool, offers computational power and data-driven insights, enhancing the intuitive aspects
of human decision-making. Simultaneously, UX/UI design, as a representation, structures
and presents information in a way that is intuitively comprehensible, facilitating a seamless

interaction between human cognition and machine intelligence.

8.1.3 Enhancing Decision-Making Efficiency

The research highlights how strategically designed digital experiences, combined with
sophisticated AT/ML tools, contribute to making decision-making processes more efficient,
accurate, and user-friendly. By aligning AI/ML’s analytical capabilities with intuitive UX
design, we have demonstrated the potential to significantly enhance the quality and speed
of decision-making, while also addressing the cognitive biases that often hinder rational

judgment.

8.1.4 Complementary Nature of AI/ML and Human Intuition

One of the most striking findings is the potential of AI/ML to act not merely as a
technological solution but as an integral component that complements and enhances human
intuition. This synergy between AI/ML and human judgment offers a new perspective in
the decision-making ecosystem, where technology is a partner rather than a replacement.

In essence, these findings contribute significantly to our understanding of the dynam-
ics of decision-making in the digital age. They shed light on the potential of combining
human cognitive capabilities with AI/ML and UX design to create more effective and intu-
itive decision support systems. This research, through its abductive approach, has opened
new avenues in understanding and leveraging the synergies between human intuition and
evidence-based data in decision-making processes.

8.2 Reflecting on the Implications

The implications of this research extend beyond the immediate realm of UX design and
AT/ML, providing insightful reflections on the broader aspects of decision-making in various
environments. Drawing from the findings, we delve into how the task environment, along

with the tools and representations used, fundamentally influence decision-making processes.

8.2.1 Influence of the Task Environment

The task environment, including all external elements from informational context to
societal norms, plays a crucial role in shaping decision-making. This research highlights
that decision-making is not solely an internal cognitive process but is deeply influenced by
these external factors. The design of user interfaces and AI/ML systems, therefore, needs to

be adaptable and responsive to the diverse and dynamic conditions of the task environment,
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aligning with Herbert Simon’s concept of bounded rationality, which suggests that decision-

making is limited by the information and resources available.

8.2.2 Distinguishing Tools from Representations

A key implication of this research is the clarification of the distinct roles of tools and
representations in decision-making. Tools, particularly AT/ML systems in this context, are
operational elements that process data and provide insights. They offer a means to extend
human cognitive capabilities, especially in complex decision-making scenarios. Representa-
tions, on the other hand, refer to how information is structured and visualized through UI
design. They play a critical role in how decision-makers perceive and interpret data, thus
influencing their judgments and choices. This distinction is important in understanding

and optimizing decision support systems for better accuracy and usability.

8.2.3 Balancing Tools and Representations for Effective Decision-Making

The research underscores the importance of achieving a balance between the operational
functionality of tools and the informational clarity of representations. The optimal design
of decision support systems hinges on harmonizing these aspects to ensure that users are
provided with not only powerful analytical capabilities but also with intuitive and compre-

hensible data presentations.

8.2.4 Theoretical Contributions to Cognitive Science

Theoretically, the findings add a new dimension to the field of cognitive science, par-
ticularly in understanding how technological advancements can be utilized to support and
enhance human decision-making capabilities. The research bridges the gap between cogni-
tive theories and practical applications, offering a more comprehensive understanding of the

cognitive aspects involved in interacting with technology.

8.2.5 Societal Implications and Ethical Considerations

Societally, this research brings to the forefront the ethical considerations in AI deploy-
ment and UT design. It calls for the development of systems that are not only technologically
advanced but also cognitively attuned to human needs and ethically responsible. The re-
search advocates for transparent, fair, and accountable decision support systems that respect
and augment human decision-making capabilities rather than overshadowing them.

In sum, the implications of this research are wide-reaching, impacting the design and
implementation of decision support systems. The findings encourage a more nuanced ap-
proach to UX design and AI/ML integration, one that is cognizant of the complexities of the
task environment and the cognitive processes of users. This approach promises to pave the

way for more effective, user-friendly, and ethically sound decision-making tools in various
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domains.

8.3 Acknowledging Limitations and Future Directions

While this research provides valuable insights into the integration of UX design, AI/ML, and
decision-making processes, it is essential to acknowledge its limitations. These limitations
not only ground the research in a realistic context but also open pathways for future research

to explore and expand upon.

8.3.1 Scope of Data and Demographic Representation

One of the primary limitations of this research is the scope of data and demographic
representation. The research primarily focused on specific user interactions and scenarios,
which may not fully encapsulate the diverse range of experiences and contexts in decision-
making. Future studies could benefit from a broader and more inclusive data collection,
encompassing a wider range of demographics and user backgrounds to enhance the gener-

alizability of the findings.

8.3.2 Rapid Technological Advancements

The fast-paced evolution in the fields of AI/ML and UX design presents another limita-
tion. The current research is based on the technologies and methodologies available at the
time of the analysis. With rapid advancements in these fields, some findings might become

outdated, necessitating continuous updates and revisions to stay relevant.

8.3.3 Methodological Constraints

The methodological approach, centered around thematic content analysis, provides qual-
itative insights. However, it lacks a quantitative aspect that might offer a more comprehen-
sive view of user behaviors and interactions with decision support systems. Future research
might include a mixed-methods approach, integrating both qualitative and quantitative

analyses for a more holistic understanding.

8.3.4 Application Across Various Task Environments

This research findings are specific to certain task environments. Future research should
aim to apply these findings across various environments to understand how different tools

and representations influence decision-making in diverse contexts.
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8.3.5 Exploring Abductive Reasoning Further

The use of abductive reasoning in this research opens up new avenues for investigation.
Future studies could explore how this reasoning approach can be applied more extensively
in decision-making, particularly in understanding the interplay between intuition, evidence-
based reasoning, and AI/ML in different fields.

8.3.6 Long-Term Efficacy and Adaptability

The long-term efficacy and adaptability of the proposed decision support systems in
real-world scenarios remain an area for future exploration. How these systems evolve and
adapt to changing user needs and technological advancements is crucial for their sustained
relevance and effectiveness.

In conclusion, while this research sheds light on important aspects of decision-making
in the context of UX Design and AI/ML, the identified limitations highlight the need for
ongoing research in this field. Future studies addressing these limitations can further en-
hance our understanding of effective decision support system design and implementation,

ensuring they remain relevant and user-centric in an ever-evolving technological landscape.

8.4 Closing Thoughts

As we conclude this exploration of the complex relationship between user experience (UX)
design, artificial intelligence (AI), Machine Learning (ML), and human decision-making, we
reflect and also look at the future possibilities. This thesis has been a bridge connecting
the theoretical underpinnings of cognitive science with the tangible realms of AI/ML and
UX/UI design. We've delved into how technology, when harmoniously integrated with hu-
man intuition and reasoning, can forge decision support systems that are not only efficient
but also resonate deeply with their users.

This research presents a vision for future decision support systems. Picture a world where
these systems do more than just compute; they understand and work with us, helping us
make decisions in a way that’s sensitive to our thoughts and ethical needs. They’re not
just for data processing, but for understanding and complementing our cognitive needs and
ethical considerations.

One of the key findings from this research is the potential interaction between AI/ML
and human intuition. It’s a partnership where AI/ML doesn’t take over; rather, it supports
and enhances our instinctive decision-making capabilities. In this scenario, UI plays a crucial
role as the channel through which we can seamlessly interact with AT/ML’s analytical skills,
making these advanced insights accessible and understandable.

As technology continues to evolve closely with our decision-making processes, the call for

ethical and empathetic design in AI/ML and UI becomes ever more relevant. This research
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emphasizes the importance of prioritizing human values and ethics in technological devel-
opment. It highlights the need for our tools to be not just advanced, but also transparent,
fair, and responsible.

On a personal note, working on this thesis has been a great learning experience. Ex-
ploring how technology can improve the way we make decisions has been really fascinating.
The potential for real-world impact is vast, and there are endless possibilities for further
progress in this area.

Looking to the future, this research marks a beginning. It lays a foundation for building
more intuitive, intelligent, and human-centric decision support systems. The path ahead is
rich with potential for further exploration in this dynamic field, where human cognition,
AI/ML, and UX/UI design intersect and intertwine.

In conclusion, this thesis goes beyond presenting research results and theories. It en-
courages researchers, designers, and practitioners to keep delving into the fascinating blend
of human thinking and technology. Let’s use what we’ve learned to create a future where
technology truly enhances our decision-making in ways that are meaningful, responsible,

and deeply human.

54



Bibliography

1]

[10]

[11]

[12]

C Acciarini, F Brunetta, and P Boccardelli. Cognitive biases and decision-making
strategies in times of change: a systematic literature review. Management Decision,
59(3):638-652, 2021.

F. Adam and E. Dempsey. Intuition in decision making-risk and opportunity. Journal
of Decision Systems, 29(sup1):98-116, 2020.

S. Alaniz, D. Marcos, B. Schiele, and Z. Akata. Learning decision trees recurrently
through communication. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 13518-13527, 2021.

Alibaba. Decision intelligence lab. https://damo.alibaba.com/labs/
decision-intelligence, 2019. Retrieved February 11, 2019.

Youssef M Abu Amuna, Mazen J Al Shobaki, and Samy S Abu Naser. The role of
knowledge-based computerized management information systems in the administra-
tive decision-making process. International Journal of Information Technology and
Electrical Engineering, 6(2):1-9, 2017.

V. Bader and S. Kaiser. Algorithmic decision-making? the user interface and its role
for human involvement in decisions supported by artificial intelligence. Organization,
26(5):655-672, 2019.

A. B. Bagheri, M. D. Rouzi, N. A. Koohbanani, M. H. Mahoor, M. G. Finco, M. Lee,
and J. Chung. Potential applications of artificial intelligence (ai) and machine learning
(ml) on diagnosis, treatment, outcome prediction to address health care disparities

of chronic limb-threatening ischemia (clti). In Seminars in Vascular Surgery. WB
Saunders, June 2023.

Eric Barends and Denise M Rousseau. Fvidence-based management: How to use evi-
dence to make better organizational decisions. Kogan Page Publishers, 2018.

Dimitris Bertsimas and Nathan Kallus. From predictive to prescriptive analytics.
Management Science, 66(3):1025-1044, 2020.

Erik Bijleveld. The ebb and flow of cognitive fatigue. Trends in Cognitive Sciences,
2023.

Christopher M Bishop and Nasser M Nasrabadi. Pattern recognition and machine
learning, volume 4. Springer, 2006.

Alethea Blackler. Intuitive interaction: Research and application. CRC Press, 2019.

95


https://damo.alibaba.com/labs/decision-intelligence
https://damo.alibaba.com/labs/decision-intelligence

[13]

[14]

[15]

[16]

[17]

[18]

[20]

[21]

Letizia Bollini. Beautiful interfaces: From user experience to user interface design.
The Design Journal, 20(sup1):S89-S101, 2017.

Peter Bossaerts and Carsten Murawski. Computational complexity and human
decision-making. Trends in Cognitive Sciences, 21(12):917-929, 2017.

A. Brown and L. Taylor. Nurturing intuition in decision making: The role of user
interface design. Journal of Decision Systems, 30(3):178-192, 2021.

N. C. Brownstein, T. A. Louis, A. O’Hagan, and J. Pendergast. The role of expert
judgment in statistical inference and evidence-based decision-making. The American
Statistician, 73(supl):56-68, 2019.

J. W. Burton, M. K. Stein, and T. B. Jensen. A systematic review of algorithm
aversion in augmented decision making. Journal of Behavioral Decision Making,
33(2):220-239, 2020.

Zana Buginca, Myra B Malaya, and Krzysztof Z Gajos. To trust or to think: Cog-
nitive forcing functions can reduce overreliance on ai in ai-assisted decision-making.
Proceedings of the ACM on Human-Computer Interaction, 5(CSCW1):1-21, 2021.

G. Calabretta, G. Gemser, and N. M. Wijnberg. The interplay between intuition and
rationality in strategic decision making: A paradox perspective. Organization Studies,
38(3-4):365-401, 2017.

T.-M. Choi, S. Wallace, and Y. Wang. Big data analytics in operations management.
Production and Operations Management, 27(10):1868-1883, 2018.

V. R. Coletta, A. Pagano, I. Pluchinotta, U. Fratino, A. Scrieciu, F. Nanu, and
R. Giordano. Causal loop diagrams for supporting nature based solutions partici-
patory design and performance assessment. Journal of Environmental Management,
280:111668, 2021.

Brittany P Contreras, Allyson N Hoffmann, and Tyra A Slocum. FEthical behavior
analysis: Evidence-based practice as a framework for ethical decision making. Behavior
analysis in practice, pages 1-16, 2021.

Daniel F Costa, Felipe de Melo Carvalho, Bruno C de Melo Moreira, and Jodo W
do Prado. Bibliometric analysis on the association between behavioral finance and

decision making with cognitive biases such as overconfidence, anchoring effect, and
confirmation bias. Scientometrics, 111:1775-1799, 2017.

C. L. Curchoe, A. F. S. Farias, G. Mendizabal-Ruiz, and A. Chavez-Badiola. Evaluat-
ing predictive models in reproductive medicine. Fertility and Sterility, 114(5):921-926,
2020.

L. Davis. Decision making in healthcare: Integrating intuition and user interfaces.
Journal of Medical Decision Making, 41(3):332-345, 2020.

N. Dhirasasna and O. Sahin. A multi-methodology approach to creating a causal loop
diagram. Systems, 7(3):42, 2019.

56



[27]

[28]

[35]

[36]

E. Dimara, S. Franconeri, C. Plaisant, A. Bezerianos, and P. Dragicevic. A task-
based taxonomy of cognitive biases for information visualization. IEEFE Transactions
on Visualization and Computer Graphics, 2020.

Evanthia Dimara, Steve Franconeri, Catherine Plaisant, Anastasia Bezerianos, and
Pierre Dragicevic. A task-based taxonomy of cognitive biases for information visu-
alization. IEEE Transactions on Visualization and Computer Graphics, 26(2):1413—
1432, 2018.

P. H. Dos Santos, S. M. Neves, D. O. Sant’Anna, C. H. De Oliveira, and H. D.
Carvalho. The analytic hierarchy process supporting decision making for sustainable
development: An overview of applications. Journal of Cleaner Production, 212:119—
138, 2019.

Itiel E Dror. Cognitive and human factors in expert decision making: Six fallacies and
the eight sources of bias. Analytical Chemistry, 92(12):7998-8004, 2020.

Itiel E. Dror. Cognitive and human factors in expert decision making: Six fallacies
and the eight sources of bias. Analytical Chemistry, 92(12):7998-8004, 2020.

Yanqing Duan, John S Edwards, and Yogesh K Dwivedi. Artificial intelligence for
decision making in the era of big data—evolution, challenges and research agenda.
International journal of information management, 48:63-71, 2019.

J. J. Dudley and P. O. Kristensson. A review of user interface design for interac-
tive machine learning. ACM Transactions on Interactive Intelligent Systems (TiiS),
8(2):1-37, 2018.

M. Eiband, H. Schneider, M. Bilandzic, J. Fazekas-Con, M. Haug, and H. Hussmann.
Bringing transparency design into practice. In 23rd International Conference on In-
telligent User Interfaces, pages 211-223, 2018, March.

Benjamin Enke, Uri Gneezy, Brian Hall, David Martin, Vladimir Nelidov, Theo Offer-
man, and Jeroen Van De Ven. Cognitive biases: Mistakes or missing stakes? Review
of Economics and Statistics, 105(4):818-832, 2023.

Tech  Expert. Prowler.io nabs $13m for its new  approach
to decision making in al. http://technewsexpert.com/
prowler-io-nabs-13m-for-its-newapproach-to-decision-making-in-ai/,
2017. Retrieved from.

A. L. Gaskell and J. W. Sleigh. An introduction to causal diagrams for anesthesiology
research. Anesthesiology, 132(5):951-967, 2020.

G. Gigerenzer. How to stay smart in a smart world: Why human intelligence still
beats algorithms. Penguin Random House, 2022.

G. Gigerenzer. The intelligence of intuition. Cambridge University Press, 2023.

Paul Goodwin and George Wright. Decision analysis for management judgment. John
Wiley & Sons, 2014.

57


http://technewsexpert.com/prowler-io-nabs-13m-for-its-newapproach-to-decision-making-in-ai/
http://technewsexpert.com/prowler-io-nabs-13m-for-its-newapproach-to-decision-making-in-ai/

[41]

[42]

[43]

F. Gueyffier and M. Cucherat. The limitations of observation studies for decision
making regarding drugs efficacy and safety. Therapies, 74(2):181-185, 2019.

Yusuf Hassan, Ankur Kushwaha, and Varun Sharma. Organizational resilience
through techno-structural interventions: case of an indian wealth management firm.
International Journal of Law and Management, 65(1):41-63, 2023.

Michael Hawkins. Metaverse live shopping analytics: retail data measurement tools,
computer vision and deep learning algorithms, and decision intelligence and modeling.
Journal of Self-Governance and Management Economics, 10(2):22-36, 2022.

David Hirshleifer, Yaron Levi, Ben Lourie, and Siew Hong Teoh. Decision fatigue and
heuristic analyst forecasts. Journal of Financial Economics, 133(1):83-98, 2019.

Kevin Hu, Michiel A Bakker, Sijia Li, Tim Kraska, and Cesar Hidalgo. Vizml: A
machine learning approach to visualization recommendation. In Proceedings of the
2019 CHI Conference on Human Factors in Computing Systems, pages 1-12. ACM,
May 2019.

P M Jeyanthi, Tanushree Choudhury, Dieu Hack-Polay, Tejinder P Singh, and S Abu-
jar. Decision Intelligence Analytics and the Implementation of Strategic Business
Management. Springer International Publishing, 2022.

Jeff Johnson. Designing with the mind in mind: simple guide to understanding user
interface design guidelines. Morgan Kaufmann, 2020.

Jeff Johnson. Designing with the mind in mind: simple guide to understanding user
interface design guidelines. Morgan Kaufmann, 2020.

R. Jones and R. White. Balancing intuition and analysis: The role of user interface
design in decision making. Journal of Cognitive Engineering, 17(4):305-318, 2021.

Michael I Jordan and Tom M Mitchell. Machine learning: Trends, perspectives, and
prospects. Science, 349(6245):255-260, 2015.

C. Julmi. When rational decision-making becomes irrational: a critical assessment
and re-conceptualization of intuition effectiveness. Business Research, 12(1):291-314,
2019.

Daniel Kahneman. Thinking, Fast and Slow. Farrar, Straus, and Giroux, 2011.

Daniel Kahneman, Olivier Sibony, and Cass R Sunstein. Noise: A Flaw in Human
Judgment. Little, Brown Spark, 2021.

B. Kaminski, M. Jakubczyk, and P. Szufel. A framework for sensitivity analysis of
decision trees. Central European Journal of Operations Research, 26:135-159, 2018.

G. Klein. Sources of Power: How People Make Decisions. MIT Press, 1998.

Bram Klievink, B.-J. Romijn, Scott Cunningham, and H. de Bruijn. Big data in the
public sector: Uncertainties and readiness. Information Systems Frontiers, 19(2):267—
283, 2017.

58



[57]

[58]

[59]

[64]

[65]

[66]

[67]

[68]

Lenka Helena Koenigsmark. How to combat decision-making fatigue. TED Talk.
Accessed: [Insert date here].

Klaus Krippendorff. Content Analysis: An Introduction to Its Methodology. Sage
Publications, 2013.

C. Kuhlman, M. VanValkenburg, D. Doherty, M. Nurbekova, G. Deva, Z. Phyo, et al.
Preference-driven interactive ranking system for personalized decision support. In
Proceedings of the 27th ACM International Conference on Information and Knowledge
Management, pages 1931-1934, 2018, October.

A. Kulkarni, A. Shivananda, and A. Manure. Introduction to Prescriptive AI. Apress
L. P., 1st edition, 2023.

Xiaoqing Lee. Decision fatigue effect. In Decision Making in Emergency Medicine:
Biases, Errors and Solutions, pages 103-110. Publisher Not Specified, 2021.

Y. Liu, C. M. Eckert, and C. Earl. A review of fuzzy ahp methods for decision-making
with subjective judgments. Expert Systems with Applications, 161:113738, 2020.

D Lyell and E Coiera. Automation bias and verification complexity: a systematic
review. Journal of the American Medical Informatics Association, 24(2):423-431,
2017.

A. Maceika, A. Bugajev, O. R. Sostak, and T. Vilutiené. Decision tree and ahp
methods application for projects assessment: a case study. Sustainability, 13(10):5502,
2021.

R. Miller. Cluttered interfaces: Impeding intuitive decision making. Journal of Inter-
face Design, 44(2):123-139, 2022.

S. Mittal et al. [title of the article]. [Title of the Journal or Book], [Vol-
ume]([Issue]):[Page numbers], 2017.

VP Mygal, GV Mygal, and O Illiashenko. Intelligent decision support—cognitive
aspects. In Digital Transformation, Cyber Security and Resilience of Modern Societies,
pages 395-411, 2021.

Elvira Nica, Martin Poliak, George H Popescu, and Ileana A Parvu. Decision intelli-
gence and modeling, multisensory customer experiences, and socially interconnected
virtual services across the metaverse ecosystem. Linguistic and Philosophical Investi-
gations, 21:137-153, 2022.

Monica Nickelsburg. Element data raises $3.5m to help companies make
decisions with a.i. and machine learning. https://www.geekwire.com/2017/
element-dataraises-3-5m-powered-decision-making-engine/, 2017. Retrieved
January 28, 2019.

D. A. Norman and EBSCOhost. The design of everyday things. Basic Books, A
Member of the Perseus Books Group, revised and expanded edition edition, 2013.

59


https://www.geekwire.com/2017/element-dataraises-3-5m-powered-decision-making-engine/
https://www.geekwire.com/2017/element-dataraises-3-5m-powered-decision-making-engine/

[71]

[72]

[73]

[76]

[77]

(78]

[79]

[83]

I. Nunes and D. Jannach. A systematic review and taxonomy of explanations in deci-
sion support and recommender systems. User Modeling and User-Adapted Interaction,
27:393-444, 2017.

E. E. Ogheneovo and P. A. Nlerum. Iterative dichotomizer 3 (id3) decision tree: A ma-
chine learning algorithm for data classification and predictive analysis. International
Journal of Advanced Engineering Research and Science, 7(4):514-521, 2020.

H. H. Patel and P. Prajapati. Study and analysis of decision tree based classification
algorithms. International Journal of Computer Sciences and Engineering, 6(10):74—
78, 2018.

Stephen G Pauker and Jerome P Kassirer. Decision analysis. Medical uses of statistics,
pages 159-179, 2019.

Erik Persson, Kinga Barrafrem, Alexandre Meunier, and Gustav Tinghtg. The ef-
fect of decision fatigue on surgeons’ clinical decision making. Health Economics,
28(10):1194-1203, 2019.

Gregory A Pignatiello, Richard J Martin, and Ronald L. Hickman Jr. Decision fatigue:
A conceptual analysis. Journal of Health Psychology, 25(1):123-135, 2020.

DJ Power, D Cyphert, and RM Roth. Analytics, bias, and evidence: the quest for
rational decision making. Journal of Decision Systems, 28(2):120-137, 2019.

L. Pratt. LINK: How Decision Intelligence Connects Data, Actions, and Outcomes
for a Better World. Emerald Publishing Limited, 2019.

S. S. Raju, M. Srikanth, K. Guravaiah, P. Pandiyaan, B. Teja, and K. S. Tarun. A
three-dimensional approach for stock prediction using ai/ml algorithms: A review &
comparison. In 2023 4th International Conference on Innovative Trends in Informa-
tion Technology (ICITIIT), pages 1-6. IEEE, February 2023.

Chirag Rastogi, Yunfeng Zhang, Di Wei, Kush R Varshney, Amit Dhurandhar,
and Richard Tomsett. Deciding fast and slow: The role of cognitive biases in ai-
assisted decision-making. Proceedings of the ACM on Human-Computer Interaction,
6(CSCW1):1-22, 2022.

M. Ravi, A. Negi, and S. Chitnis. A comparative review of expert systems, recom-
mender systems, and explainable ai. In 2022 IEEE 7th International conference for
Convergence in Technology (I2CT), pages 1-8. IEEE, April 2022.

Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. " why should i trust you?"
explaining the predictions of any classifier. In Proceedings of the 22nd ACM SIGKDD
international conference on knowledge discovery and data mining, pages 1135-1144,
2016.

René Riedl and Pierre-Majorique Léger. Fundamentals of NeurolS Information Sys-
tems and the Brain. Imprint: Springer. Springer Berlin Heidelberg, Berlin, Heidelberg,
1 edition, 2016.

60



[84]

[85]

[36]

[87]

L. Robinson and B. Clark. Integrating intuition in artificial intelligence decision
making: The role of user interface design. Journal of AI and Decision Making, 8(1):43—
58, 2022.

O. Rubin, N. A. Errett, R. Upshur, and E. Baekkeskov. The challenges facing evidence-
based decision making in the initial response to covid-19. Scandinavian Journal of
Public Health, 49(7):790-796, 2021.

Theresa Ruppert. Visual analytics to support evidence-based decision making. PhD
thesis, TU Darmstadt (TUPrints), 2018.

Stuart Russell and Peter Norvig. Artificial Intelligence: A Modern Approach. Pearson,
3 edition, 2016.

Maninder Kaur Saggi and Sanjay Jain. A survey towards an integration of big data
analytics to big insights for value-creation. Information Processing & Management,
54(5):758-790, 2018.

H. Sayyadi Tooranloo, P. Azizi, and A. Sayyahpoor. Analyzing causal relationships
of effective factors on the decision making of individual investors to purchase shares.
International Journal of Ethics and Systems, 36(1):12-41, 2020.

D. D. Shapiro and P. Msaouel. Causal diagram techniques for urologic oncology
research. Clinical Genitourinary Cancer, 19(3):271-el, 2021.

S. Sharda and G. S. Josan. Machine learning based recommendation system: A review.
International Journal of Next-Generation Computing, 12(2), 2021.

T. Shimizu and T. K. Lim. Pivot and cluster strategy in the light of kahneman’s
decision hygiene template. Diagnosis, 0, 2023.

J. Smith and L. Davis. Intuition in decision making: Understanding the role of user
interface design. Journal of Behavioral Decision Making, 32(3):288-302, 2020.

Manuel Sousa, Maria Fatima Almeida, and Rodrigo Calili. Multiple criteria decision
making for the achievement of the un sustainable development goals: A systematic
literature review and a research agenda. Sustainability, 13(8):4129, 2021.

Constantine Stephanidis, Charalampos Karagiannidis, and Adamantios Koumpis. De-
cision making in intelligent user interfaces. In Proceedings of the 2nd International
Conference on Intelligent User Interfaces, IUI '97, page 195202, New York, NY, USA,
1997. Association for Computing Machinery.

Pascal Sturmfels, Scott Lundberg, and Su-In Lee. Visualizing the impact of feature
attribution baselines. Distill, 5(1):e22, 2020.

A. Sultana, R. Sharma, M. M. Hossain, S. Bhattacharya, and N. Purohit. Burnout
among healthcare providers during covid-19: Challenges and evidence-based interven-
tions. Indian J Med Ethics, 5(4):308-311, 2020.

A. Sutcliffe. Designing for user engagement: Aesthetic and attractive user interfaces.
Springer Nature, 2022.

61



[99]

[100]

[101]

[102]

[103]

[104]

[105]

[106]

[107]

[108]

[109]

[110]

[111]

[112]

[113]

R. Sutton et al. [title of the article]. [Title of the Journal or Book], [Vol-
ume]([Issue]):[Page numbers], 2020.

H. Taherdoost. [title of the article]. [Title of the Journal or Book], [Vol-
ume]|([Issue]):[Page numbers], 2017.

L. Taylor and R. Miller. Adaptable interfaces: Facilitating balance in decision making.
Journal of Interface Design and Decision Making, 22(3):154-168, 2019.

S Thalmann, HG Gursch, J Suschnigg, M Gashi, H Ennsbrunner, AK Fuchs, et al.
Cognitive decision support for industrial product life cycles: A position paper. In
Proceedings of the 11th International Conference on Advanced Cognitive Technologies
and Applications, pages 3—9, May 2019.

Shital Thekdi and Terje Aven. An enhanced data-analytic framework for integrating
risk management and performance management. Reliability Engineering € System
Safety, 156:277-287, 2016.

M. T. Villani et al. The (decision) tree of fertility: an innovative decision-making
algorithm in assisted reproduction technique. Journal of Assisted Reproduction and
Genetics, 39(2):395-408, 2022.

V. Villani, F. Pini, F. Leali, and C. Secchi. Survey on human-robot collaboration in
industrial settings: Safety, intuitive interfaces and applications. Mechatronics, 55:248—
266, 2018.

V. U. Vincent. Integrating intuition and artificial intelligence in organizational
decision-making. Business Horizons, 64(4):425-438, 2021.

Ari Ezra Waldman. Cognitive biases, dark patterns, and the ‘privacy paradox’. Cur-
rent opinion in psychology, 31:105-109, 2020.

Daisy Wang, Qian Yang, Aneesha Abdul, and Brian Y Lim. Designing theory-driven
user-centric explainable ai. In Proceedings of the 2019 CHI conference on human
factors in computing systems, pages 1-15. May, 2019.

H. Wang, T. Wang, Y. Zhou, L. Zhou, and H. Li. Information classification algorithm
based on decision tree optimization. Cluster Computing, 22:7559-7568, 2019.

HJ Watson. Preparing for the cognitive generation of decision support. MIS Quarterly
Ezecutive, 16(3), 2017.

Steven Wheelwright, Spyros Makridakis, and Rob J Hyndman. Forecasting: methods
and applications. John Wiley & Sons, 1998.

Y. Yang, I. G. Morillo, and T. M. Hospedales. Deep neural decision trees. arXiv
preprint arXiv:1806.06988, 2018.

Y. Yun, D. Ma, and M. Yang. Human-computer interaction-based decision sup-
port system with applications in data mining. Future Generation Computer Systems,
114:285-289, 2021.

62



[114] Z. Zhai, J. F. Martinez, V. Beltran, and N. L. Martinez. Decision support systems
for agriculture 4.0: Survey and challenges. Computers and Electronics in Agriculture,
170:105256, 2020.

63



	Declaration of Committee
	Abstract
	Dedication
	Acknowledgements
	Table of Contents
	List of Tables
	List of Figures
	Introduction
	Approach: Methodology and Method
	Engaging with Textual Material 
	Initial Coding Process 
	Refinement of Codes 
	Identification of Thematic Patterns 
	Construction of a Coherent Narrative 

	Literature Review
	Decision Making and Digital Experience Design
	Role of User Interfaces in Decision Making
	Cognitive Biases and User Experience Design
	Integrating Intuition in Decision Making
	Evidence-Based Decision Making
	Challenges and Limitations in Balancing Intuition and Evidence

	Thematic Content Analysis of Decision-Making Processes
	Theme 1: Navigating Decision Fatigue in the Landscape of Intuition and Cognitive Biases
	The Phenomenon of Decision Fatigue
	Intuition and Cognitive Biases Under Fatigue
	Evidence-Based Insights as a Counterbalance
	Cognitive Fatigue Dynamics and Decision Quality

	Theme 2: Decision Hygiene - Bridging Intuition, Biases, and Evidence-Based Insights
	Theme 3: Decision Support - Enhancing Decision Making Amidst Fatigue and Cognitive Biases
	Theme 4: Decision Intelligence and Causal Reasoning

	Decision Support Tools
	Decision Trees and Analytic Hierarchy Process (AHP)
	Decision Trees: Intuitive Visualization of Decision Pathways
	Analytic Hierarchy Process: Structured Prioritization and Judgement
	Synergizing Decision Trees with AHP

	Causal Diagrams in Decision Support
	Utilization in Decision Making
	Integrating Intuition and Evidence
	Overcoming Cognitive Bias
	Predicting Outcomes for Informed Decision Making
	Integration with Decision Intelligence


	Process and Design Recommendations
	Integration of System 3 into Dual-System Theory
	Internal Factors Affecting Decision Making
	External Factors Affecting Decision Making
	Integration of AI/ML-Based System 3 in Decision Making
	Overview of System 3
	System 3: A Synergistic Approach to Decision Support

	Predictive Decision-Making through System 3
	Designing the Predictive Analytical Framework 
	Strategies for Enhancing Predictive Capabilities 
	Incorporating Predictive Analytics into the Decision-Making Process

	Design Guidelines for an Intuitive and Predictive UX to Balance Human and AI/ML Contributions
	Process Flow and Experience Design Proposal
	Input and Data Modeling
	AI/ML Processing
	Outcome Predictions and Recommendations

	From Concept to Application: A Stock Market Decision Support Scenario
	Process Flow 
	 Components of a decision tree for a stock market decision support scenario
	Targeted Experience Design Guidelines for the Dashboard 


	Discussion
	Key Findings and Interpretation
	Interpretation of the Findings

	Relating Findings to Existing Literature
	Advancing the Field
	Implications of the Research
	Practical Implications
	Theoretical Implications
	Broader Societal Implications

	Limitations of the Research
	Recommendations for Future Research
	Expanding Scope and Diversity in Data Collection
	Methodological Advancements
	Technological & AI/ML Development
	Real-World Applications and Case Studies
	Cognitive Science and User Interaction
	Ethical and Social Implications


	Conclusion
	Key Contributions and Findings
	Abductive Reasoning in Decision Support Systems
	The Role of Tools and Representations
	Enhancing Decision-Making Efficiency
	Complementary Nature of AI/ML and Human Intuition

	Reflecting on the Implications
	Influence of the Task Environment
	Distinguishing Tools from Representations
	Balancing Tools and Representations for Effective Decision-Making
	Theoretical Contributions to Cognitive Science
	Societal Implications and Ethical Considerations

	Acknowledging Limitations and Future Directions
	Scope of Data and Demographic Representation
	Rapid Technological Advancements
	Methodological Constraints 
	Application Across Various Task Environments 
	Exploring Abductive Reasoning Further 
	Long-Term Efficacy and Adaptability

	Closing Thoughts

	Bibliography



