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Abstract 

Addressing climate change has become a prominent focus, leading to the implementation of 

regulations aimed at reducing greenhouse gas emissions by fossil fuel vehicles. While the 

polymer electrolyte membrane fuel cells (PEMFCs) have been proven as a promising candidate 

to replace internal combustion engines, their commercialization has been impeded by high costs 

and uncertainties related to their durability in vehicle applications. In this thesis, degradation 

models for membrane and cathode catalyst layer of PEMFCs are developed separately due to 

their distinct degradation mechanisms to study the possibilities of enhancing the overall fuel cell 

lifetime with respect to fuel cell cost and hydrogen consumption. Widely calibrated with 

experimental data from accelerated stress test cycles, the catalyst degradation model is utilized 

to study the degradation of a fuel cell transit bus under use-level conditions in the city of Victoria, 

B.C., Canada. The model is coupled with the performance degradation by calculating the voltage 

degradation and updating the polarization curve. The recorded bus drive cycle is converted to a 

cell voltage profile considering fuel cell stack specifications and vehicle dynamics. Next, the 

membrane degradation is modeled considering the fibrillar morphology of the membrane and is 

calibrated with experimental stress test results. Coupled with the catalyst degradation model to 

include the voltage drop impact over time, the membrane degradation model is used to estimate 

the lifetime under the same drive cycle. The reduction in the stack size and temperature were 

found to significantly increase the fuel cell lifetime. Next, a number of degradation mitigation 

strategies are evaluated such as lowering the cell temperature and hybridizing with the battery. A 

multi-objective optimization is implemented using the genetic algorithm to optimize fuel cell 

lifetime and mitigate the rise in hydrogen consumption resulting from hybridization. It is discovered 

that hybridization leads to more durable stacks and reducing their cost; however, it comes at the 

expense of increased hydrogen consumption. Finally, following a comparison between the results 

of the present modeling framework and a realistic transit bus operation, a favorable agreement is 

observed. The modeling framework can be used to estimate the fuel cell lifetime and hydrogen 

consumption and optimize stack based on these considerations.    
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Chapter 1: Introduction 

1.1. Motivation  

Reducing greenhouse gas emissions from the transportation sector is vital to mitigate the 

detrimental impacts of climate change. To achieve a substantial reduction in greenhouse gas 

emissions in the coming years, governments across different countries have implemented 

regulations to enforce a ban on the sales of internal combustion engines vehicles within the next 

20-30 years [1], [2]. As a result, a focused endeavor has been made to investigate clean energy 

technologies as substitutes for conventional combustion engines. In this pursuit, batteries and 

fuel cells have emerged as particularly promising alternatives, demonstrating great potential in 

the ongoing search for sustainable energy solutions. While utilizing batteries in hybrid gasoline-

electric vehicles and fully electric vehicles for light duty applications shows promise, their adoption 

for heavy duty vehicles is less prevalent due to limitations concerning energy density, charging 

infrastructure, and cost [3]. Hydrogen-powered fuel cell electric vehicles (FCEVs) present a 

promising zero-emission solution for heavy duty vehicles, offering the potential for higher energy 

density compared to batteries. There are various types of fuel cells, each of which is better suited 

for specific applications depending on their characteristics and capabilities. The polymer 

electrolyte membrane fuel cell (PEMFC) is widely recognized as one of the most prevalent types 

of fuel cells. It generates electricity by hydrogen oxidation and oxygen reduction through two 

catalysts, which are kept apart by a perfluorosulfonic acid polymer membrane. In contrast to the 

PEMFC, other fuel cell types employ different fuels and components. For example, direct 

methanol fuel cells (DMFC) utilize methanol as the fuel, while solid oxide fuel cells (SOFC) use 

ceramics for the electrodes and electrolyte. FCEVs typically utilize PEMFCs due to their 

advantageous features, including high power density and low operating temperatures [4]. Despite 

their advantages, broad utilization of PEMFCs in FCEVs has faced challenges due to factors such 

as low durability, high cost, and limited hydrogen infrastructure. These impediments have 

hindered the widespread commercialization of PEMFC-based FCEVs thus far.  

Ensuring the durability of heavy duty fuel cell systems is extremely critical due to their 

extended operational lifespan. According to the target set by the US Department of Energy (DOE), 

fuel cell transit buses were expected to operate for 18,000 hours by 2016. However, the DOE's 

ultimate lifetime target for transit buses was raised to 25,000 hours by the year 2020 [5]. The 

major degradation processes that significantly limit the lifetime of fuel cells are membrane 
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degradation, cathode catalyst degradation, and carbon corrosion [5]. Among these, cathode 

catalyst degradation alone accounts for approximately 30-40% of fuel cell failures [6]. The catalyst 

degradation was found to be more significant than the gas diffusion layer (GDL) degradation 

under normal operation [7]. The cathode also exhibits more substantial degradation than the 

anode, primarily due to the higher potentials at the cathode [8]. The observed larger platinum 

particle growth at the cathode is a clear indication of the higher degradation levels experienced 

at the cathode [9]. Carbon-supported platinum catalysts are widely employed in PEMFC 

applications. Under harsh operating conditions such as high cell voltages and temperatures, 

platinum gradually undergoes degradation mechanisms, leading to a reduction in the activity of 

the cathode catalyst and a subsequent decline in fuel cell performance. Platinum degradation 

processes include platinum dissolution and redeposition, as well as the diffusion and migration of 

platinum ions within the ionomer and their transfer into the membrane. Platinum dissolution refers 

to the conversion of platinum into ions, while redeposition involves the subsequent deposition of 

those ions back onto the platinum surface. The dissolved platinum ions move within the ionomer 

through diffusion and migration mechanisms. Some of these ions may eventually enter the 

membrane and be deposited there [10]. While electrocatalyst degradation (i.e., platinum 

degradation) is the dominant degradation mechanism at lower potentials (which are more 

commonly encountered during vehicle operation), carbon corrosion has been observed to occur 

at high potentials, typically above the open circuit voltage (OCV) [11], [12]. Carbon corrosion gives 

rise to the detachment of platinum particles, resulting in the separation of platinum particles from 

the carbon support. After detachment from the carbon support, the separated particles have the 

propensity to reattach to the remaining particles that are still connected to the carbon support. 

This reattachment process is known as coagulation [13]. Figure 1.1 shows a schematic of the 

catalyst degradation mechanisms.  
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Figure 1.1: Schematic representation of platinum degradation mechanisms. (a) Platinum dissolution and 
redeposition through electrocatalyst degradation. (b) Platinum detachment and coagulation due to carbon 

corrosion. 

 

Membrane degradation is also recognized as another detrimental phenomenon, 

frequently resulting in fuel cell failure. The performance of the membrane is significantly impacted 

by the interaction of various progressive degradation phenomena, ultimately resulting in a decline 

in membrane integrity. Membrane failure is identified through various phenomena, with 

perforation, cracks, and pinholes being among the most common occurrences. These issues arise 

as a result of accumulated membrane degradation, ultimately leading to significant hydrogen 

crossover [14].   

Platinum degradation, carbon corrosion and membrane degradation have been subject to 

extensive theoretical and experimental research in the past decades. To streamline the 

degradation testing process and minimize testing time, accelerated stress tests (ASTs) have been 

developed and widely utilized. These tests are designed to simulate and accelerate degradation 

mechanisms, which would typically take several years to occur under normal operating conditions. 

ASTs involve subjecting the system to severe stress cycles that are specifically designed based 

on extreme operating conditions. These stress cycles are carefully designed to simulate and 

intensify the effects of harsh conditions on the system, allowing for accelerated degradation and 

assessment of performance under challenging conditions [15], [16].  

attached Pt  Pt ion detached Pt  Carbon support 

(a) (b) 
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1.2. PEMFC fundamentals  

PEMFCs generate electrical energy by initiating an electrochemical reaction between 

hydrogen and oxygen, which allows them to convert chemical energy into usable power. This 

reaction occurs within the fuel cell, with hydrogen undergoing oxidation at the anode, resulting in 

the production of protons and free electrons. The protons move through a polymer electrolyte 

membrane, which serves as an electronically insulating but proton-conducting medium while the 

electrons are transferred through an external electrical circuit to generate power. The 

perfluorosulfonic acid (PFSA) ionomer membrane, commonly known as Nafion, is the state-of-

the-art membrane material typically employed in PEMFC applications. This membrane material, 

developed from perfluorosulfonic acid, has been proven to be highly effective and is widely used 

in the field of PEMFC technology. At the cathode side of the fuel cell, oxygen undergoes reduction 

by combining with the migrated protons and electrons, leading to the formation of water and the 

release of heat as byproducts. The main and primary function of both the anode and cathode 

catalyst layers is to accelerate the hydrogen oxidation reaction (HOR) and oxygen reduction 

reaction (ORR) by reducing the activation energy required for these reactions to occur. Platinum 

has been widely recognized as the most optimal catalyst material for PEMFCs to date. It exhibits 

excellent electrochemical activity and stability, making it highly effective in facilitating HOR and 

ORR. Due to the naturally slower reaction rate of the ORR compared to the HOR, it is 

recommended to increase the platinum loading in the cathode catalyst. By doing so, a higher 

concentration of platinum is available to facilitate the ORR and compensate for its slower kinetics. 

Platinum nanoparticles are typically dispersed and supported on larger carbon nanoparticles. This 

configuration facilitates increased surface area and improved catalytic activity, as well as 

enhanced stability and durability of the platinum catalyst in PEMFCs. The ionomer, an essential 

component of catalyst layers, plays a crucial role by providing a medium for the movement of 

protons. It acts as a binder for the catalyst ingredients, contributing to the stability and integrity of 

the catalyst layer. Additionally, the ionomer facilitates water transport within the catalyst, further 

enhancing its functionality [15], [17]. A schematic illustrating the operation of a PEMFC is depicted 

in Figure 1.2.  
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Figure 1.2: A schematic representation of the PEMFC operation. 

 

The electrochemical reactions taking place in PEMFC are as follows.  

Anode: H2         2H+ + 2e-                                                               E0 = 0 vs. SHE  

Cathode:  
1

2
 O2 + 2H+ + 2e-         H2O                                             E0 = 1.23 V vs. SHE  

Overall: H2 + 
1

2
 O2            H2O                                                            E0

cell = 1.23 V  (1.1) 

The uniform distribution of gases across the entire surface of the Membrane Electrode 

Assembly (MEA) is essential for maintaining optimal performance of a fuel cell. The GDL plays a 

critical role in achieving this by ensuring an even distribution of gases throughout the fuel cell 

system. GDLs are positioned between the electrodes (cathode or anode) and the flow field or 

bipolar plate. GDL not only allows for the effective removal of water vapor produced during the 

electrochemical reactions, but also serves as a conductive medium, enabling the flow of electrons 

through the electrode and the external circuit [18], [19]. Bipolar plates are essential components 

in maintaining the desired performance of PEMFCs. Positioned on one side of an MEA, a bipolar 

plate acts as the anode side for one cell. On the opposite side of the same bipolar plate, another 

MEA is positioned, forming the cathode side of the adjacent cell. This arrangement continues for 

multiple cells within a fuel cell stack, with bipolar plates alternating between anode and cathode 
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sides. Increasing the number of cells arranged in series within the stack will increase the voltage 

while enlarging the cell area leads to a higher current. In general, increasing the stack size will 

provide greater power output, making it suitable for demanding applications like heavy-duty 

automotive. The main functions of bipolar plates include providing electrical conductivity, 

facilitating gas distribution, water and thermal management, and offering mechanical support for 

individual cells within the fuel cell stack. By connecting the cells and ensuring efficient pathways 

for electron and gas flow, bipolar plates significantly contribute to the overall performance of the 

PEMFC system [20], [21].    

1.3. Cathode catalyst layer degradation  

 The degradation of the MEA has an adverse impact on the durability and lifespan of 

PEMFCs. Gaining a comprehensive understanding of the degradation mechanisms associated 

with the MEA is crucial for developing effective strategies to address and minimize these issues. 

As discussed earlier, the degradation mechanisms in the membrane and cathode catalyst layer 

are more severe than those in GDL and anode, suggesting cathode and membrane lifetimes 

control and dominate the overall MEA lifetime. Therefore, the focus of this thesis will be given to 

the degradation mechanisms of the cathode and membrane to estimate the MEA lifetime. 

Cathode catalyst layer performance and durability is highly affected by platinum degradation and 

carbon corrosion. In the next sections, these phenomena will be discussed in detail.  

1.3.1. Platinum degradation    

 As discussed earlier, under severe operating conditions characterized by high cell 

voltages and temperatures, platinum gradually undergoes dissolution, leading to a decrease in 

the activity of the cathode catalyst and a subsequent decline in the performance of the fuel cell. 

Extensive experimental and theoretical research has been conducted to investigate platinum 

degradation in PEMFCs. In a study by Wang et al. [9], fuel cell operation was analyzed for a 

duration of 2,250 hours at a current density of 160 mA.cm-2. Transmission electron microscopy 

(TEM) analysis of the degraded samples indicated an increase in the average diameter of the 

platinum particles at the cathode, from 2.6 to 7.3 nm. These findings provide insights into the 

structural changes occurring during platinum degradation in fuel cell systems. However, 

conducting lifetime testing for fuel cells under real-world operating conditions can be a lengthy 

and expensive process. Therefore, ASTs have been designed to gather valuable data and 
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insights within a shorter timeframe, providing a more efficient and cost-effective means of 

evaluating the system's response to extreme operating conditions. These tests encompass 

subjecting the fuel cell to repetitive cycles of intense stress, deliberately designed to imitate the 

extreme operating conditions it may encounter. DOE has established standard AST protocols for 

various operating conditions, including load cycles and start-up/shut-down (SU/SD) cycles. These 

protocols aid in accelerating the degradation processes and offer valuable insights into the long-

term performance and durability of fuel cells. For load cycles, the DOE recommends an AST 

protocol that involves alternating between an upper potential limit (UPL) and a lower potential limit 

(LPL) for a total of 30,000 cycles. The UPL and LPL values recommended by the DOE for load 

cycles are 0.98 V and 0.6 V, respectively. In this protocol, the fuel cell is subjected to 30,000 

cycles, with each potential limit being held for a duration of 3 seconds [5]. For SU/SD cycles, the 

DOE suggests a protocol involving 5,000 cycles. In this combined SU/SD protocol, the fuel cell is 

held at each start-up or shut-down condition for 20 seconds [5]. This protocol is designed to 

replicate the repeated start-up and shut-down processes that the fuel cell may undergo in real-

world applications. Messing and Kjeang [22] conducted experiments to investigate the impact of 

the SU/SD and load cycle protocols recommended by DOE on platinum degradation. They utilized 

a square voltage cycling profile with three LPLs and a fixed UPL with a 3-second hold at each 

level for the load cycle experiments. These experiments were performed at a temperature of 80℃ 

and a relative humidity (RH) of 90%. Additionally, a combined protocol that incorporated both 

SU/SD cycles and load cycles was employed. This combined protocol aimed to simulate the 

combined effects of catalyst and carbon support corrosion that are likely to occur during actual 

vehicle operation. The experimental data obtained from these tests were used to develop an 

empirical cathode lifetime model for each case. This model allowed them to estimate the catalyst 

lifetime based on a failure criterion of a 10% cell voltage drop.  

Stoll et al. [23] captured X-ray images of the degraded cathode catalyst specifically during 

SU/SD cycles using a technique called X-ray computed tomography (XCT). By examining these 

images, they were able to observe the occurrence of carbon corrosion and establish a correlation 

between carbon corrosion and the drop in fuel cell performance. Pokhrel et al. [24] and White et 

al. [25] utilized XCT to investigate the structural changes of the catalyst during the degradation 

process. XCT allowed them to obtain detailed three-dimensional images of the catalyst, providing 

valuable insights into its deterioration and changes over time. Other researchers have conducted 

extensive studies utilizing a range of AST cycles. These include triangular wave potential cycles 

with different scan rates and square wave potential cycles with varying durations at the UPL and 
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LPL [26], [27], [28], [29], [30], [31], [32], [33]. They concluded that the cycle profile has a notable 

impact on the rate of degradation. Specifically, they found that potential cycles result in more 

pronounced degradation compared to a fixed steady state potential within a given experimental 

timeframe. Additionally, the use of square wave potential cycles was observed to induce 

significantly higher degradation compared to triangular potential cycles, when the UPL, LPL, and 

cycle period remained the same. Platinum particle growth was observed in all experiments, 

attributed to platinum dissolution/redeposition during potential cycle. Smaller platinum particles 

were found to be less stable and more susceptible to dissolution mechanisms compared to larger 

particles. Theoretically, smaller particles exhibited a lower dissolution equilibrium potential and 

higher dissolution rate. Consequently, dissolved platinum ions in the electrolyte tended to deposit 

onto larger particles, resulting in overall platinum particle growth. This phenomenon is known as 

Ostwald ripening. Figure 1.3 illustrates the growth of platinum particles observed after the test, 

comparing it to the initial state of the particles (the sample at BOL).  

Research has also explored the degradation of fuel cells under vehicle drive cycles. 

Utilizing drive cycles based on real-world vehicle operations can provide more realistic insights 

compared to ASTs. Lin et al. [34] aimed to simulate an actual drive cycle by defining distinct 

vehicle operation periods, including starting, idle running, full power running, and overload 

running. They monitored voltage degradation over time at various current densities and developed 

an empirical model to quantify the rate of voltage degradation. Researchers have also focused 

on modeling the durability of fuel cells. Mayur et al. [35], [36] aimed to develop a comprehensive 

durability model by incorporating performance and degradation models. They utilized drive cycles 

specific to passenger vehicles and conducted fuel cell performance simulations, separating the 

performance and degradation aspects. Fuel cell durability was then estimated using an empirically 

derived degradation library. However, their model has certain limitations, including the omission 

of the direct impact of potential cycling on platinum degradation and reliance on an empirical 

degradation factor.  

In order to comprehensively study fuel cell degradation, it is crucial to have a deep 

understanding of the underlying mechanisms that contribute to the degradation of fuel cell 

components. Darling and Meyers [37] were pioneers in this field and developed a mathematical 

model specifically focused on platinum degradation. Their model takes into account 

electrochemical and chemical reactions involved in the degradation process. It considers 

processes such as electrochemical platinum dissolution, platinum oxide film formation, and 

chemical dissolution of platinum oxide. By incorporating reaction rate equations and material 
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balance equations, the model can estimate parameters such as platinum loss, growth of platinum 

oxide thickness, and ionic platinum concentration in the solution over time. Additionally, the model 

enables the calculation of temporal changes in platinum particle size. Platinum degradation in fuel 

cells involves four key mechanisms: platinum dissolution, redeposition, detachment, and 

coagulation. Rinaldo et al. [13] developed mathematical models for each of these mechanisms to 

quantitatively analyze platinum degradation. Their models allowed them to calculate the amount 

of platinum lost through each degradation mechanism. Building on this work, Ao et al. [38] focused 

on the calculation of electrochemically active surface area (ECSA) loss in the cathode catalyst 

during potential cycling. They applied the fundamental methodology proposed by Rinaldo et al. 

[13] to estimate the ECSA loss caused by potential cycling, providing further insights into platinum 

degradation in fuel cells. Hiraoka et al. [39] introduced a dissolution/deposition model for platinum 

degradation, employing a zero-dimensional (0-D) approach. In their study, they utilized a platinum 

particle radius distribution obtained from experiments as the initial input for their model. They then 

estimated the growth of particle size by considering the Ostwald ripening phenomenon. Baroody 

and Kjeang [16] further developed the 0-D degradation model for the cathode electrode, building 

upon the Butler-Volmer kinetics introduced in [37]. In their work, they extended the model to 

account for both electrochemical and chemical platinum dissolution by incorporating the growth 

of platinum oxide on the platinum particles. By considering these dissolution and redeposition 

mechanisms, they were able to calculate the overall platinum degradation and quantify the 

temporal ECSA of the cathode electrode. A number of researchers have dedicated their efforts to 

developing a one-dimensional (1-D) platinum degradation model in the context of cathode 

degradation [10], [40], [41], [42], [43], [44], [45], [46]. To accomplish this, they integrated a 

straightforward 1-D platinum ion diffusion model into the existing platinum degradation model. 

This incorporation allowed for a more comprehensive understanding of the platinum degradation 

processes and provided insights into the spatial distribution of platinum degradation within the 

fuel cell system.  

1.3.2. Carbon corrosion   

During sustained operation at higher potentials above OCV, typically greater than 1.2 V, 

the carbon support in a fuel cell undergoes an oxidation process. This phenomenon is commonly 

observed during SU/SD, specifically at the cathode electrode which experiences the highest 

potentials. Water acts as the primary oxidant, initiating the oxidation reaction on the carbon 

support [47]. The carbon atoms react with the water molecules, resulting in the release of 
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electrons and the formation of carbon dioxide as the product of the oxidation process according 

to the following reaction.       

C + 2H2O              CO2 + 4H++ 4e-
                     E0 = 0.207 V vs. SHE               (1.2) 

The oxidation of the carbon support material in the cathode of a fuel cell can have negative 

implications on performance. This oxidation process can result in a loss of the active catalyst 

surface area, leading to decreased electrochemical activity. Additionally, the electrical 

connectivity within the catalyst support structure in the electrode can be compromised. 

Furthermore, the oxidation of the carbon support can lead to changes in pore morphology and 

surface characteristics [23], [25]. This alteration of the pore structure can impact gas diffusion and 

mass transport within the electrode, affecting overall fuel cell performance [48], [49], [50].  

1.4. Membrane degradation  

 The polymer electrolyte membrane used in fuel cells serves multiple important functions. 

Firstly, it acts as a barrier to prevent the mixing of reactant gases at the electrodes, a phenomenon 

referred to as gas crossover. This is crucial to maintain the proper electrochemical reactions and 

prevent undesirable side reactions. Additionally, the membrane should facilitate the conduction 

of protons across it. The membrane's ability to conduct protons is essential for the efficient 

operation of the fuel cell. Simultaneously, the polymer electrolyte membrane should exhibit 

electronic insulating properties. This is necessary to prevent the flow of electrons through the 

membrane, which could lead to short circuits and a drop in the fuel cell's performance [51]. 

Several phenomena are indicative of membrane failure in fuel cells. One of the most common 

signs is the occurrence of perforation, cracks, and pinholes in the membrane. These issues 

emerge as a result of accumulated membrane degradation over time. Membrane perforation, 

crack and pinholes refer to the formation of holes, breaches, fractures and gaps in the membrane 

material, which can compromise its integrity and allow the undesired mixing of reactant gases, 

particularly hydrogen crossover. Membrane degradation in fuel cells is primarily influenced by 

mechanical and chemical degradation mechanisms. Mechanical membrane degradation is 

characterized by cyclic stresses caused by the expansion and contraction of the membrane within 

the fuel cell. High humidity conditions lead to membrane swelling and in-plane compression, while 

low humidity conditions cause membrane shrinkage and in-plane tension. During dynamic vehicle 

operation, the membrane is exposed to fluctuating humidity and temperature conditions, resulting 
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in repeated water absorption and desorption cycles during fuel cell duty cycles. This leads to 

membrane swelling and contraction, which can contribute to its degradation over time [52], [53]. 

Fatigue, creep, and the formation of pinholes, cracks, and tears are commonly observed in fuel 

cell membranes subjected to mechanical stress and can significantly impact their lifespan and 

functionality [54], [55]. Extensive research has been dedicated to studying both ex-situ and in-situ 

mechanical degradation of fuel cell membranes. In-situ tests conducted under realistic operating 

conditions can be time-consuming, which has led to the development of accelerated mechanical 

stress tests (AMSTs). Huang et al. [56], for instance, investigated the impact of cyclic changes in 

RH on the mechanical properties of the membrane. They observed a notable decrease in the 

ductility of the membrane as a result of RH cycling. Other researchers have also focused on 

modeling the mechanical membrane degradation by employing various mechanical response 

models to assess its behavior. Tang et al. [57] introduced a linear elastic model to describe the 

mechanical behavior of the membrane, while Kusoglu et al. [58] utilized linear-elastic-plastic 

properties with isotropic hardening to study the hygrothermal stresses experienced by the 

membrane in situ. However, these approaches have limitations in accurately predicting the 

membrane's behavior, as they do not account for its inherent time-dependent response observed 

in experimental studies. To address this issue, Silberstein et al. [59] proposed elastic-viscoplastic 

models to investigate the influence of biaxial mechanical loading on the membrane. These models 

consider the time-dependent behavior of the membrane, allowing for a more comprehensive 

understanding of its mechanical response under varying conditions. Fatigue is recognized as a 

major consequence of mechanical membrane degradation. Khorasany et al. conducted 

experimental and numerical investigations to study the ex-situ and in-situ membrane lifetimes 

under the influence of fatigue effects [60], [61], [62]. They carried out a comprehensive study on 

membrane degradation by subjecting it to temperature and humidity cycles in the presence of an 

external tensile mechanical load. They employed a strained-based fatigue model, which was 

validated earlier with their experimental results, to analyze the effects of these factors on 

membrane degradation.  

 The DOE sets a recommended membrane lifetime target of 20,000 cycles specifically for 

pure mechanical degradation [5]. These cycles consist of a 2-minute operation at an RH of 150% 

followed by a 2-minute operation at an RH of 0%, both conducted at a temperature of 80℃. This 

target serves as a guideline for evaluating and designing membrane materials that can withstand 

mechanical stresses induced by humidity cycling, helping to ensure the durability and long-term 

performance of fuel cell membranes. In order to meet the membrane lifetime target, researchers 
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have introduced the concept of reinforced membranes. This involves incorporating a 

reinforcement layer, such as a fiber, into the membrane structure. The addition of the 

reinforcement layer enhances the mechanical strength and stability of the membrane, making it 

more resistant to degradation caused by mechanical stresses. One specific example of a 

reinforcement layer used in membrane technology is expanded polytetrafluoroethylene (ePTFE). 

ePTFE is a chemically inert material that is embedded within the membrane structure to enhance 

its mechanical strength; thus, the membrane can withstand an increased number of cycles [63], 

[64]. Ramani et al. [65] implemented an experiment to investigate the mechanical degradation of 

reinforced fuel cell membranes. The experiment involved intentionally introducing defects into the 

catalyst layers of the membrane. Subsequently, the membrane was exposed to a wet phase with 

high humidity (supersaturated wet at 150% RH) and a dry phase at a high temperature (80℃). 

These conditions were designed to simulate the operational stresses experienced by the 

membrane. Each fatigue test lasted for a duration of over 300 hours, which made the in-situ 

mechanical fatigue testing process time-consuming. The presence of the pre-existing defects 

allowed for accelerated testing, as the membrane's mechanical degradation could be observed 

within a shorter timeframe. However, it is worth noting that conducting AMSTs without these pre-

existing defects would require several months to observe significant degradation, which is both 

costly and inefficient. Sadeghi Alavijeh et al. [66] conducted a modified version of the AMST to 

assess the durability of fuel cell membranes. They made adjustments to the test parameters by 

extending the duration of the dry cycle and increasing the temperature beyond the 

recommendations of DOE. Despite these modifications, the membranes demonstrated resilience 

and were able to withstand the test for an extended period of up to 20,000 RH cycles. This 

corresponds to a testing period of around eight consecutive weeks. To expedite the fatigue 

degradation process, researchers have proposed and developed pressure differential-

accelerated mechanical stress tests (ΔP-AMSTs). These tests involve maintaining a varying 

range of pressure differentials between the anode and cathode of the fuel cell. By doing so, 

residual stress is induced in the membrane, leading to an accelerated fatigue degradation process 

of the membrane [63].  

 Chemical membrane degradation occurs as a result of the formation of radicals, such as 

hydroxyl (HO·) and hydroperoxyl (HOO·), which can react with the membrane materials. These 

radicals are generated during the electrochemical reactions that take place within the fuel cell. 

When these radicals come into contact with the membrane, they can initiate chemical reactions 

that lead to membrane thinning and the release of fluoride ions. This process is known as 
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chemical degradation and can have detrimental effects on the performance and durability of the 

fuel cell membrane [67]. The formation of radicals, such as hydroxyl (HO·) and hydroperoxyl 

(HOO·), in fuel cells can occur through various pathways. One common pathway is the 

decomposition of hydrogen peroxide, which can be generated as a by-product of the ORR during 

electrochemical reactions within the fuel cell. Additionally, the presence of crossover oxygen and 

hydrogen can also contribute to the chemical formation of hydrogen peroxide. The hydrogen 

peroxide generated at the electrodes can permeate the membrane and experience a Fenton 

reaction mechanism and decompose into radicals. The formed radicals may attack the membrane 

and cause main chain scission, side chain cleavage and unzipping which ultimately bring about 

membrane thinning and fluoride release from membrane [68], [69]. Indeed, the chemical 

degradation of membranes in fuel cells has been a subject of extensive research in the literature. 

Healy et al. [70] conducted experimental investigations to study the in-situ and ex-situ chemical 

degradation of a fuel cell membrane. They focused on monitoring the release of fluoride, which is 

a by-product of hydroxyl attack reactions that occur during membrane degradation. By analyzing 

the fluoride release, the researchers aimed to understand the extent and rate of chemical 

membrane degradation under different operating conditions. Similar to the catalyst ASTs, 

membrane degradation tests are conducted by subjecting the membrane to accelerated 

membrane durability tests (AMDTs). During AMDTs, the membrane is exposed to extreme 

operating conditions, such as high voltages, elevated temperatures, and low RH levels. Macauley 

et al. [71] implemented experimental evaluations on the lifetime of a membrane in fuel cell 

systems. They employed a series of AMDTs to simulate the effects of various stressors 

encountered during heavy-duty fuel cell transit bus operating conditions. These stressors included 

temperature, cell voltage, RH, and the presence of platinum in the membrane (PITM). By 

subjecting the membrane to these stressors and monitoring its degradation, the researchers 

aimed to understand the impact of each factor on membrane lifetime. Based on their findings, 

they developed an empirical lifetime model that could estimate the degradation rate and predict 

the overall durability of the membrane under real-world operating conditions experienced in transit 

bus applications. Several researchers have developed models to elucidate the mechanisms of 

membrane chemical degradation. Kundu et al. [72] focused on investigating the relationship 

between fluoride release and the OCV drop resulting from chemical degradation of the 

membrane. They developed an empirical model that aimed to establish a quantitative correlation 

between the amount of fluoride released and the corresponding OCV decrease. Shah et al. [73] 

proposed a transient model to investigate the formation of hydroxyl radicals and their 

concentration under different environmental conditions. Wong and Kjeang [74], [75] simulated the 
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process of fluoride release and membrane thinning during chemical membrane degradation by 

developing a 1-D numerical model. By considering the iron redox reaction, the model also 

explores the correlation between iron species and chemical membrane degradation. In order to 

prolong the membrane lifetime, several degradation mitigation strategies have been studied. One 

of the strategies involves the addition of cerium oxide (CeO2) to the membrane. Cerium oxide is 

known for its catalytic properties and ability to scavenge radicals, making it effective in reducing 

the extent of chemical degradation [71]. By adding CeO2 to the membrane material, it acts as a 

protective agent, inhibiting the attack of hydroxyl radicals and other reactive species on the 

membrane. The utilization of CeO2-coated membranes has demonstrated notable improvements 

in membrane lifetime compared to conventional membranes, with enhancements of up to six 

times compared to conventional membranes [71]. Wong and Kjeang [76] developed a degradation 

model specifically for ceria-stabilized MEAs.  

 Fuel cell membranes undergo a combined degradation process involving both mechanical 

and chemical modes during real-world operating conditions. This is primarily attributed to the 

cyclic variations in RH and cell voltage that the membrane experiences over time. Numerous 

studies have focused on investigating the combined mechanical and chemical degradation of 

membranes  [77], [78], [79], [80], showing aggravation and reduced test lifetime compared to the 

pure forms of degradation. Typical membrane failure modes are pinhole/fracture, crack initiation, 

crack development and edge cracks [78], [81]. While mechanical and chemical membrane 

degradations have been individually modeled in the literature, the modeling of membrane 

degradation due to the combined effects of these mechanisms is still an area of ongoing research 

and development. The challenge lies in capturing the complex interactions and synergistic effects 

between mechanical stresses and chemical reactions that occur simultaneously during fuel cell 

operation. Melchy and Eikerling [82], [83] proposed a methodology that treated the fuel cell 

membrane as a network of fiber bundles. They analytically calculated the times to fiber and bundle 

failure, taking into account only mechanical degradation mechanism. Building upon this work, 

Khattra et al. [84] developed a statistical model that coupled the effects of mechanical and 

chemical degradation using the fiber bundle methodology. This statistical model calculates the 

probability of fiber fracture within the membrane under specific operating conditions by 

considering factors such as mechanical stress, chemical degradation rates, and environmental 

variables (e.g., temperature, RH, and voltage).  
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1.5. Research objectives      

 Although the experiments and models discussed regarding cathode catalyst and 

membrane degradation offer valuable insights into the processes and mechanisms of fuel cell 

degradation, their applicability to real-world operating conditions is limited. These studies often 

focus on specific accelerated testing conditions or simplified laboratory setups, which may not 

fully capture the complexities of a fuel cell operating in a vehicle or other real-world applications. 

For instance, the theoretical cathode catalyst degradation models discussed earlier have 

predominantly concentrated on investigating the cathode degradation under AST cycles, rather 

than real-world vehicle operating conditions or drive cycles. These models have been 

instrumental in providing insights into the catalyst degradation mechanisms and the factors 

influencing its performance and lifespan under controlled laboratory conditions. However, it is 

important to acknowledge that the operating conditions experienced by fuel cells in actual vehicles 

can differ significantly from those simulated in AST cycles. Additionally, while membrane 

degradation experiments and models have been developed to understand trends and patterns of 

the membrane degradation under AMDTs and AMSTs, estimating membrane lifetime under real-

world operating conditions remains a significant challenge. Real-world operating conditions 

involve a complex interplay of temperature, humidity, and cell voltage that can influence 

membrane degradation in unique ways. Therefore, predicting fuel cell lifetime under real-world 

conditions requires accounting for the dynamic and heterogeneous nature of the operating 

environment.  

Furthermore, studying fuel cell degradation by considering individual components 

separately is a challenging yet crucial task. Each component of a fuel cell, such as the membrane 

and catalyst layer may exhibit different degradation mechanisms and rates under specific 

operating conditions. To gain a comprehensive understanding of fuel cell degradation, it is 

important to investigate the degradation of each component separately. This allows us to identify 

the primary degradation mechanisms and factors influencing degradation for each component. 

Comparing the degradation of different components under specific conditions helps identify which 

component is more susceptible to degradation and may require more attention in terms of design 

optimization or mitigation strategies. For example, if the membrane is found to degrade more 

rapidly under certain operating conditions, efforts can be focused on developing more durable 

and chemically resistant membranes or implementing operating strategies that minimize 

membrane degradation. Moreover, studying individual component degradation can lead to 
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insights into the interactions and synergistic effects between components. For example, 

degradation of the catalyst layer may affect the performance and degradation of the membrane, 

and vice versa. Understanding these interactions is essential for developing comprehensive 

degradation models and effective mitigation strategies.  

 The main objective of this thesis is to establish fundamental modeling frameworks and 

methodologies for studying the degradation of the cathode catalyst and membrane in fuel cells. 

The aim is to develop a comprehensive understanding of the degradation mechanisms and 

processes involved under the use-level conditions. To achieve this, the degradation and lifetime 

of both the catalyst and membrane will be evaluated under real-world operating conditions, 

specifically using a transit bus drive cycle that represents a heavy-duty application. Therefore, 

chapter 2 discusses the modeling frameworks for degradation processes of catalyst and 

membrane and presents a general FCEV model. The interactions between catalyst and 

membrane degradation mechanisms, such as voltage degradation and PITM, will be considered. 

By coupling the performance and degradation aspects, the framework aims to provide a holistic 

understanding of how the degradation processes influence the overall performance and lifetime 

of the fuel cell system. The framework includes separate assessments of the catalyst and 

membrane lifetimes, taking into account the specific operating conditions. By comparing and 

analyzing the degradation behavior of both components, insights will be gained regarding which 

component experiences dominant degradation under identical operating conditions, and the 

overall MEA durability will be assessed under a variety of operating conditions. In chapter 3, the 

images captured from pristine and degraded catalyst samples are shown and analyzed to gain 

insights into catalyst degradation mechanisms. Chapters 4 and 5 present the calibration results 

of the catalyst and membrane degradation models, respectively. Additionally, they showcase and 

scrutinize the results obtained under use-level conditions. In chapter 6, different mitigation 

approaches such as lowering the cell temperature and hybridization with a battery will be 

presented and tested to assess their effectiveness in slowing down the degradation rate and 

enhancing the durability of the fuel cell system. Finally, the genetic algorithm will be employed to 

optimize fuel cell overall durability, stack cost and hydrogen consumption during the transit bus 

drive cycle.    
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Chapter 2:  Modeling framework and methodology  

 Due to the inherent differences in structure, morphology, and degradation mechanisms 

between the cathode catalyst and the membrane in fuel cells, separate modeling methodologies 

are developed to investigate their respective degradation processes. In this chapter, the 

developed methodologies for studying cathode catalyst degradation and membrane degradation 

are discussed separately. 

2.1. Cathode catalyst degradation model  

The following is a formatted version of M. Shojayian and E. Kjeang, "Simulation of 

cathode catalyst durability under fuel cell vehicle operation--Effects of stack size and 

temperature," Journal of Power Sources, vol. 591, p. 233820, 2024.  

The Butler-Volmer kinetic approach is utilized to model platinum dissolution and 

redeposition, platinum oxide formation, and platinum ion formation during fuel cell operation. 

While the migration and diffusion of platinum ions can occur in the fuel cell system, their 

contribution to the overall platinum degradation is considered negligible compared to other 

degradation mechanisms such as dissolution, redeposition, and oxide formation. Furthermore, 

although a 1-D model can provide additional insights into Pt degradation, such as the presence 

of Pt bands in the membrane, it is unnecessary for essential degradation analysis, such as ECSA 

loss, voltage drop, and lifetime prediction. The developed 0-D model is capable of accurately 

capturing the degradation behavior, as demonstrated in the calibration results. Moreover, 

numerous studies in the literature have successfully utilized the 0-D model for Pt degradation 

analysis and have shown that the platinum degradation and ECSA drop, which are the most 

crucial indicators of performance drop and catalyst degradation, are not significantly affected by 

neglecting platinum ion migration [39], [16], [85]. Therefore, a 0-D platinum degradation model 

that only takes the temporal platinum degradation into account and neglects spatial platinum ion 

diffusion and migration is developed in this thesis. Also, carbon corrosion is considered to be 

negligible under the load cycles that involve lower potentials.  

The degradation reactions assumed in this model for platinum include: 

1. Electrochemical platinum dissolution and redeposition: This process occurs when 

some platinum is released from the surface and vice versa due to an exchange of 
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oxygen with platinum, leading to the formation of an oxide layer. The platinum release 

reaction is     

Pt  ⇌  Pt2+ + 2e-                 E0 = 1.188 V vs. SHE               (2.1) 

 

2. Platinum Oxide Formation and Growth: The electrochemical reaction for platinum 

oxide formation and growth is 

Pt + H2O ⇌  Pt-O + 2H+ + 2e-          E0 = 0.98 V vs. SHE               (2.2) 

 

3. The chemical dissolution and redeposition of platinum oxide are finally as follows. 

      Pt-O + 2H+ ⇌  Pt2+ + H2O                (2.3) 

 

The chemical dissolution process is dependent on the thickness of the platinum oxide layer and 

the proton concentration in the electrolyte [16]. To quantitatively describe the processes of 

platinum dissolution, redeposition, oxide formation, and ion generation, the reaction rate 

equations based on the Butler-Volmer kinetics approach are employed. These reaction rate 

equations are outlined by [37]. The rate expression for the electrochemical platinum dissolution 

and redeposition reactions (Equation 2.1) are given by  

𝑟𝑑𝑖𝑠 = 𝑘𝑑𝑖𝑠(𝑇)(1 − 𝜃𝑃𝑡𝑂(𝑟)) [𝑒𝑥𝑝 (
𝛼𝑎𝑛𝐹

𝑅𝑇
(𝜑(𝑡) − 𝜑𝑑𝑖𝑠(𝑟)))

− 𝑘𝑟
𝑐𝑃𝑡2+

𝑐𝑃𝑡2+,𝑟𝑒𝑓
𝑒𝑥𝑝 (

−𝛼𝑐𝑛𝐹

𝑅𝑇
(𝜑(𝑡) − 𝜑𝑑𝑖𝑠(𝑟)))] 

(2.4) 

where 𝜃𝑃𝑡𝑂 is the fraction of oxide coverage on the platinum surface. 𝑘𝑑𝑖𝑠 and 𝑘𝑟 are the forward 

dissolution and reverse rate constants, respectively. After the formation of the oxide coverage, it 

acts as an insulating layer, inhibiting the platinum dissolution. In this model, the reverse 

dissolution is considered as the redeposition mechanism. 𝜑(𝑡), 𝛼𝑎, 𝛼𝑐, and 𝑛 are the time-
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dependent electrode potential, anodic exchange coefficient, cathodic exchange coefficient, and 

the number of transferred electrons in Equation 2.1, respectively. 𝐹, 𝑅, 𝑇, 𝑐𝑃𝑡2+ are also Faraday’s 

constant, gas constant, cell temperature and platinum ion concentration, respectively. The 

equilibrium potential 𝜑𝑑𝑖𝑠 of Equation 2.1 is adjusted from the standard value to incorporate the 

influence of surface tension of platinum crystallite on the platinum potential according to the 

following equation [37].  

𝜑𝑑𝑖𝑠 = 𝜑𝑑𝑖𝑠
𝜃 −

𝜎𝑃𝑡𝑀𝑃𝑡
2𝑟𝜌𝑃𝑡𝐹

 (2.5) 

where 𝜎𝑃𝑡, 𝑀𝑃𝑡, 𝑟, and 𝜌𝑃𝑡 are platinum surface tension, molar mass, particle radius, and density, 

respectively. 𝜑𝑑𝑖𝑠
𝜃  is the standard equilibrium potential of Equation 2.1 which is equal to 1.188 V 

[86]. Equation 2.5 illustrates the phenomenon of Ostwald ripening, where smaller particles have 

a lower equilibrium potential compared to larger ones, resulting in a higher rate of dissolution for 

the smaller particles. The rate equation for the growth of platinum oxide, as expressed in Equation 

2.2, can be written as follows.  

𝑟𝑜𝑥 = 𝑘𝑜𝑥(𝑇) [𝑒𝑥𝑝 (−
𝜔𝜃𝑃𝑡𝑂(𝑟)

𝑅𝑇
) 𝑒𝑥𝑝 (

𝛼𝑎𝑛𝐹

𝑅𝑇
(𝜑(𝑡) − 𝜑𝑜𝑥(𝑟)))

− 𝑘𝑜𝑥,𝑟𝜃𝑃𝑡𝑂(𝑟) (
𝑐𝐻+

𝑐𝐻+,𝑟𝑒𝑓
)

2

𝑒𝑥𝑝 (
−𝛼𝑐𝑛𝐹

𝑅𝑇
(𝜑(𝑡) − 𝜑𝑜𝑥(𝑟)))] 

(2.6) 

where 𝜔 is the PtO-PtO interaction energy and 𝑘𝑜𝑥 and 𝑘𝑜𝑥,𝑟 are the forward and reverse oxidation 

rate constants (Equation 2.2), respectively. 𝜑𝑜𝑥, 𝑐𝐻+, and 𝑐𝐻+,𝑟𝑒𝑓 are the equilibrium potential of 

the platinum oxide formation reaction (Equation 2.2), the proton concentration in the electrolyte, 

and a reference proton concentration, respectively. In a similar manner to Equation 2.1, the 

equilibrium potential of the platinum oxide formation reaction is adjusted from its standard value 

reported in the literature, as described below.  

𝜑𝑜𝑥 = 𝜑𝑜𝑥
𝜃 +

∆𝜇𝑃𝑡𝑂
2𝐹

−
𝜎𝑃𝑡𝑀𝑃𝑡
2𝑟𝜌𝑃𝑡𝐹

 (2.7) 

where 
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∆𝜇𝑃𝑡𝑂 = ∆𝜇𝑃𝑡𝑂
0 +

𝜎𝑃𝑡𝑂𝑀𝑃𝑡𝑂
𝑟𝜌𝑃𝑡𝑂

 (2.8) 

𝜑𝑜𝑥
𝜃  represents the standard equilibrium potential of Equation 2.2 and is known to be equal to 

0.98 V [86] and the parameter ∆𝜇𝑃𝑡𝑂
0  is a fitted value reported as -42.3 kJ mol-1 [37]. The proton 

concentration in the electrolyte is determined based on the water content in the membrane, which 

is correlated with the RH. As the RH is assumed to be constant, the proton concentration in the 

electrolyte is also assumed to remain constant. Eventually, the rate expression for the platinum 

chemical dissolution reaction (Equation 2.3) is given by [37] 

𝑟𝑐𝑑𝑖𝑠 = 𝑘𝑐𝑑𝑖𝑠𝜃𝑃𝑡𝑂 (
𝑐𝐻+

𝑐𝐻+,𝑟𝑒𝑓
)

2

 (2.9) 

where 𝑘𝑐𝑑𝑖𝑠 is the rate constant for Equation 2.3.  

The rates of change for the platinum particle size, platinum oxide coverage, and platinum 

ion concentration are determined by using material balance equations. These equations ensure 

the conservation of platinum, platinum oxide, and platinum ions. The concentration of protons and 

water is assumed to remain constant. The material balance equations for platinum, platinum 

oxide, and platinum ions are derived based on the references [37, 16]. The rate of change for the 

platinum particle radius is determined by considering the material balance equation for platinum 

which is given by 

𝑑𝑟

𝑑𝑡
= −

𝑀𝑃𝑡
𝜌𝑃𝑡

(𝑟𝑑𝑖𝑠 + 𝑟𝑐𝑑𝑖𝑠) (2.10) 

The rate of change for the platinum oxide film coverage is determined by considering the material 

balance equation for platinum oxide as follows.  

𝑑𝜃𝑃𝑡𝑂
𝑑𝑡

= (
𝑟𝑜𝑥 − 𝑟𝑐𝑑𝑖𝑠
Γ𝑚𝑎𝑥

) − (
2𝜃𝑃𝑡𝑂
𝑟
)
𝑑𝑟

𝑑𝑡
 (2.11) 

where Γ𝑚𝑎𝑥 is the number of moles of active sites per unit of platinum area. Finally, the rate of 

change for the platinum ion concentration in the electrolyte is calculated by applying the material 

balance equation for platinum ions as below.  
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𝑑𝑐𝑃𝑡2+

𝑑𝑡
= −

𝑚𝑣
𝑀𝑃𝑡

(
𝑑𝑀𝑑𝑖𝑠
𝑑𝑡

−
𝑑𝑀𝑐𝑑𝑖𝑠
𝑑𝑡

) (2.12) 

where 𝑚𝑣 is the platinum mass loading per unit of volume. 𝑀𝑑𝑖𝑠 and 𝑀𝑐𝑑𝑖𝑠 are normalized 

dimensionless platinum mass loss through electrochemical and chemical dissolutions, 

respectively and their rates of change are given by  

𝑑𝑀𝑑𝑖𝑠
𝑑𝑡

=
4𝜋𝜌𝑃𝑡 ∫ 𝑟2𝑓𝑁(𝑟, 𝑡)

𝑑𝑟
𝑑𝑡
𝑑𝑟

∞

0

4
3
𝜋𝜌𝑃𝑡 ∫ 𝑟3𝑓𝑁(𝑟, 0)𝑑𝑟

∞

0

 (2.13) 

  

𝑑𝑀𝑐𝑑𝑖𝑠
𝑑𝑡

=
4𝜋𝜌𝑃𝑡 ∫ 𝑟2𝑓𝑁(𝑟, 𝑡)

𝑀𝑃𝑡
𝜌𝑃𝑡

𝑟𝑐𝑑𝑖𝑠𝑑𝑟
∞

0

4
3𝜋𝜌𝑃𝑡 ∫ 𝑟3𝑓𝑁(𝑟, 0)𝑑𝑟

∞

0

 (2.14) 

where 𝑓𝑁(𝑟, 𝑡) is the platinum particle radius distribution (PRD) function at time 𝑡. In order to 

consider the variation in particle sizes and account for the phenomenon of Ostwald ripening, the 

platinum content of the electrode is treated as a collection of spherical platinum particles with 

different sizes. This allows for a more comprehensive understanding of the evolution of the 

platinum particles and their impact on the overall electrode performance. After analyzing the TEM 

images of the pristine catalyst layer samples, it has been determined that the log-normal 

distribution function provides the most realistic representation of the platinum particle sizes. This 

statistical distribution is able to accurately capture the variation in particle sizes observed in the 

images, allowing for a more reliable characterization of the catalyst layer and its performance [16], 

[87]. The suggested log-normal distribution function for representing the platinum particle sizes in 

the pristine catalyst layer samples is given by 

𝑓𝑁(𝑟, 0) =
1

𝜎√2𝜋
𝑒𝑥𝑝 [−

(ln(𝑟) − 𝜇)2

2𝜎2
] (2.15) 

Reference [22] reported that the platinum loading and ECSA for the pristine cathode catalyst layer at the 

BOL were 0.5 mg cm-2 and 32 m2 g-1, respectively. Based on this information, the parameters σ and μ can 

be determined as 0.549 and 0.538, respectively [16]. These specific values of σ and μ are applicable for 

the catalyst layer with a platinum loading of 0.5 mg cm-2. However, for different platinum loadings, these 

parameters can be calculated accordingly to reflect the specific particle size distribution of the catalyst layer. 
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The change in the PRD with time can be determined by calculating the rate of change of the particle sizes 

(
𝑑𝑟

𝑑𝑡
) (Equation 2.10) as follows.  

𝜕𝑓𝑁(𝑟, 𝑡)

𝜕𝑡
= −

𝜕

𝜕𝑟
[𝑓𝑁(𝑟, 𝑡)

𝑑𝑟

𝑑𝑡
] (2.16) 

 

The ratio of the remaining ECSA at a given time t to the initial ECSA can be calculated using the 

following equation [13], [16], [87]. 

𝐸𝐶𝑆𝐴(𝑡)

𝐸𝐶𝑆𝐴(0)
=
∫ 𝑟2𝑓𝑁(𝑟, 𝑡)𝑑𝑟
∞

0

∫ 𝑟2𝑓𝑁(𝑟, 0)𝑑𝑟
∞

0

 (2.17) 

  

2.1.1. Temperature dependency 

 Temperature indeed plays a crucial role in the electrochemical reactions of platinum 

dissolution. There are several ways in which temperature affects these reactions: 

1. Tafel Slope: Temperature affects the Tafel slope (RT/F) in the exponent terms of Eqs. 2.4 

and 2.6.  

2. Equilibrium Potentials: Temperature can influence the equilibrium potentials of the 

reactions in Eqs. 2.1 to 2.3. However, theoretical studies, such as the one by Kregar et al. 

[85], [88] have shown that the actual shift from the standard equilibrium potential due to 

temperature change is insignificant and negligible. Therefore, for the purposes of this 

study, the equilibrium potential change is neglected. 

3. Reaction Rate Constants: The most significant impact of temperature is on the reaction 

rate constants (𝑘𝑑𝑖𝑠 and 𝑘𝑜𝑥) in Eqs. 2.4 and 2.6.  

It is worth noting that the temperature does not directly affect the rate of chemical dissolution of 

the platinum catalyst. In this thesis, the effect of temperature on the reaction rate constants is 
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considered using the Arrhenius approach. The Arrhenius equation relates the rate constants to 

temperature through an exponential term, and it is expressed as follows.  

𝑘𝑑𝑖𝑠(𝑇) = 𝑘0,𝑑𝑖𝑠𝑇𝑒𝑥𝑝(−
∆𝐺𝑑𝑖𝑠
𝑘𝐵𝑇

) (2.18) 

𝑘𝑜𝑥(𝑇) = 𝑘0,𝑜𝑥𝑇𝑒𝑥𝑝(−
∆𝐺𝑜𝑥
𝑘𝐵𝑇

) (2.19) 

where 𝑘𝐵 is the Boltzmann constant which has a value of 8.6 × 10−5 eV K-1. The parameters 𝑘0 

and ∆G are determined by comparing the model predictions with experimental data through a 

calibration process. The activation energy barrier (∆G) represents the energy threshold that must 

be surpassed for these reactions to occur [85], and it influences the rate at which the reactions 

proceed. By adjusting the values of 𝑘0 and ∆G, the model can be fine-tuned to match the 

experimental observations and provide a more accurate representation of the degradation 

processes taking place at the cathode catalyst. 

2.1.2. Methodology of cathode catalyst degradation analysis  

The algorithm for the platinum degradation methodology can be summarized as follows: 

1. Initialize the variables: 𝑓𝑁(𝑟, 0) = initial PRD, 𝜃𝑃𝑡𝑂 = 0, 𝑐𝑃𝑡2+ = 0 

2. Solve Equations 2.10 to 2.12 to calculate the changes in the 𝑓𝑁(𝑟, 𝑡), 𝜃𝑃𝑡𝑂, and 𝑐𝑃𝑡2+. 

3. Calculate the updated ECSA using Equation 2.17, taking into account the changes in the 

particle size distribution. 

4. Repeat steps 2 and 3 until the desired simulation time is reached.  

The flowchart for this algorithm, illustrating the sequence of steps, is presented in Figure 2.1.  
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Figure 2.1: Flowchart for the Pt degradation algorithm. 

 

2.2. Membrane degradation model  

As mentioned earlier, membrane degradation in fuel cells can be attributed to two main 

degradation mechanisms: mechanical degradation and chemical degradation. Cyclic stresses 

arising from the expansion and contraction of the membrane within the fuel cell during dynamic 

Yes 

Initializing the variables: 

𝑓𝑁(𝑟, 𝑡𝑛 = 0) = 𝑓𝐵𝑂𝐿 

𝜃𝑃𝑡𝑂(𝑡𝑛 = 0) = 0 

𝑐𝑃𝑡2+(𝑡𝑛 = 0) = 0 

Start 

Solve reaction rate equations for 

𝑡 = 𝑡𝑛 to find 

𝑓𝑁(𝑟, 𝑡𝑛) 

𝜃𝑃𝑡𝑂(𝑡𝑛) 

𝑐𝑃𝑡2+(𝑡𝑛) 

 

𝑡𝑛 < 𝑡𝑡𝑜𝑡𝑎𝑙 

Calculation of the updated ECSA(𝑡𝑛)  

Updating time 

𝑡𝑛            𝑡𝑛 + ∆𝑡 

End 
No 
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operating conditions result in mechanical membrane degradation whereas chemical membrane 

degradation occurs due to the presence of reactive radicals, such as hydroxyl and hydroperoxyl, 

which can react with the membrane material, leading to chemical reactions and degradation 

processes. The theory and the reactions leading to the chemical membrane degradation are as 

follows. The primary factor responsible for attacking the membrane is hydrogen peroxide (H2O2). 

Hydrogen peroxide is generated as a byproduct of the ORR in the catalyst layer. The formation 

of hydrogen peroxide occurs through the following electrochemical reaction [89].  

O2 + 2H+ + 2e-               H2O2             E2e = 0.695 V vs. SHE (2.20) 

After its formation in the catalyst layers, hydrogen peroxide can diffuse into the membrane where 

it can react with a Fenton reagent such as ferrous iron, Fe2+. This reaction is known as the Fenton 

reaction and can be represented as follows [14].  

 Fe2+
 + H2O2

 + H+              Fe3+ + .OH + H2O (2.21) 

The presence of ferrous iron remnants in fuel cell membrane generally arises from contamination 

during manufacturing process or operation [74]. The produced radicals can cause membrane 

chemical degradation by reacting with the membrane material which results in main chain 

scission, side chain unzipping and cleavage. The ultimate consequence is the fluoride release 

from the membrane and membrane thinning. The degradation of the membrane is aggravated by 

increasing cell voltage and temperature. Additionally, a decrease in RH has been found to 

increase the formation of hydrogen peroxide, resulting in greater membrane degradation [71].   

Practically, there is an interaction between mechanical and chemical degradation 

mechanisms in the membrane. To develop a comprehensive model of membrane degradation, it 

is crucial to consider the chemo-mechanical effects and their combined influence on the 

degradation process.  In this thesis, a Nafion membrane with hydrophobic polytetrafluoroethylene 

(PTFE) backbone and hydrophilic side chains each terminated with a sulfonic acid group (- SO3H) 

is considered. A statistical model of membrane degradation is developed and coupled with the 

kinetic approach. By coupling the statistical membrane degradation model, the structural effects 

of the membrane can be captured. This means that not only the chemical and mechanical 

degradation mechanisms are considered, but also the overall structural integrity of the membrane 

is taken into account. First, the membrane degradation rate should be fundamentally calculated 

using the kinetic approach. To this end, the membrane is considered to be composed of a network 
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of ionomer bundles with a priori random structure, as suggested by [83]. This structural 

arrangement has been supported by experimental studies [90]. Each bundle consists of an 

aggregate of cylindrical strands of ionomer, with a uniform surface charge density. To predict the 

number of ionomer strands within a single bundle (referred to as the aggregate number), the 

hydrophobic nature of the ionomer and the electrostatic interactions are taken into account. A 

theoretical modeling, integrating these interactions, is employed to derive the free-energy 

functional [82]. Next, the aggregate number of ionomer strands within each bundle was 

determined by minimizing the free energy functional, taking into account the bundle geometry and 

physical properties such as surface tension. The calculated aggregate number was found to be 

6-10 for a typical bundle with a diameter of 2-3 nm in the Nafion membrane [83]. Experimental 

observations of membrane morphology using techniques such as small-angle X-ray scattering 

(SAXS) and atomic force microscopy (AFM) have confirmed that the lengths of the bundles fall 

within the range of 50-100 nm [91]. This range is significant as it is in the order of the persistence 

length of the ionomer. The persistence length refers to the characteristic length scale over which 

a polymer chain maintains its overall shape despite thermal fluctuations. The observed bundle 

lengths provide evidence of the structural properties of the membrane and highlight the 

organization of the ionomer at the nanoscale level. A schematic of the bundle network and the 

aggregated ionomer chains in a bundle is shown in Figure 2.2.  

 

 

 



 
 

27 
 

 

 

                                   (a)                                                                                     (b) 

Figure 2.2: (a) A schematic of the network of the connected bundles; (b) a bundle comprising ionomer 
chains with sulfonated groups (in yellow) protruding from the chain surface.  

 

In the current modeling framework, the mechanical and chemical degradation mechanisms of the 

membrane are treated separately. Different degradation rates are applied to each mechanism at 

every time step during the simulation. The degradation effects are initially applied to individual 

ionomer chains, which are considered as the smallest computational units in the model. As a 

result, the affected chains influence the strength and integrity of their respective bundles. 

Subsequently, broken adjacent bundles form clusters and microcracks. The assumptions of the 

model can be summarized as follows.  

1. The membrane is made up of a random structure composed of interconnected bundles, 

where each bundle contains a specific number of ionomer chains. 

2. All the ionomer chains in the domain have similar mechanical and material properties, 

including mechanical strength and activation energy. 

3. The mechanical failure of the ionomer chains only occurs under tensile load and is not 

influenced by compressive load. 
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4. The chemical degradation process is treated independently of the mechanical degradation 

process. However, the mechanical degradation is affected by chemical degradation 

through stress enhancement after bundle failure and stress redistribution. 

The subsequent section provides a detailed explanation of how the model incorporates the effects 

of these degradation modes.  

2.2.1. Mechanical and chemical degradation rates  

The model begins by determining the breaking time of a single ionomer chain, which is 

assumed to be equivalent to the thermally activated breaking time of a carbon-carbon (C-C) bond 

in the ionomer backbone under mechanical stress, which is given by [83] 

𝜏 = 𝜏0. exp (
𝐸𝑎 − 𝜈𝑁𝑎𝜎

𝑅𝑇
) (2.22) 

where 𝜏0 represents a constant in the order of the period of atomic bond vibration, 𝐸𝑎 denotes the 

activation energy, 𝜈 represents the activation volume of the polymer, 𝜎 signifies the applied stress, 

𝑅 represents the gas constant (8.314 J mol-1 K-1), 𝑁𝑎 stands for Avogadro's number (6.022×1023 

mol-1), and T denotes the temperature. Equation 2.22 was introduced and discussed in the 

literature [92], [93], [94] and is utilized to determine the breaking time for a polymer fiber, 𝜏. Hence, 

the breaking rate of each ionomer chain is obtained by taking the inverse of Equation 2.22, which 

is considered equivalent to the mechanical degradation rate of each ionomer chain in the model.  

𝑟𝑚 = 𝜏
−1 = 𝜏0

−1. exp (−
𝐸𝑎 − 𝜈𝑁𝑎𝜎

𝑅𝑇
)  (2.23) 

where 𝑟𝑚 is the mechanical degradation rate.  

 In this model, chemical membrane degradation is addressed separately by considering a 

degradation rate denoted as 𝑟𝑐 [95], [96]. This chemical degradation rate is physically correlated 

with the fluoride release from the membrane [84], making it dependent on factors such as the 

membrane material, cell potential, temperature, and humidity.  
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2.2.2. Computational methodology  

The current model employs a statistical approach to simulate the random nature of 

ionomer/bundle breakage in the membrane. For this purpose, an overall degradation rate is 

assigned to each ionomer chain, which is defined as the sum of the mechanical and chemical 

degradation rates (𝑟𝑜 = 𝑟𝑚 + 𝑟𝑐). This implies that ionomer chains with higher overall degradation 

rates have a greater probability of breaking. Therefore, the breaking probability of each ionomer 

chain in the computational domain at a specific time can be determined as follows.  

𝑝𝑖(𝑡) =
𝑟𝑜,𝑖

∑ 𝑟𝑜,𝑗
𝑁𝑖
𝑗=1

  (2.24) 

where 𝑝𝑖(𝑡) is the breaking probability of the 𝑖𝑡ℎ ionomer chain, 𝑟𝑜,𝑖 is the overall degradation rate 

of the 𝑖𝑡ℎ ionomer chain and 𝑁𝑖 is the number of intact ionomer chains at time 𝑡. The breaking 

probabilities of the ionomers govern their failure at any given time. The breaking time of the 𝑖𝑡ℎ 

ionomer chain in the 𝑏𝑡ℎ bundle, which consists of an aggregate of ionomer chains, is calculated 

as [83]  

∆𝑡𝑏 = (∑𝑟𝑜,𝑗,𝑏

𝑘𝑏

𝑗=1

)

−1

  (2.25) 

where ∆𝑡𝑏 is the breaking time of the 𝑖𝑡ℎ ionomer chain in the 𝑏𝑡ℎ bundle, 𝑟𝑜,𝑗,𝑏 represents the 

overall degradation rate of the 𝑗𝑡ℎ ionomer chain in the 𝑏𝑡ℎ bundle, and 𝑘𝑏 shows the number of 

intact ionomer chains in the 𝑏𝑡ℎ bundle. The bundle failure time refers to the time when the last 

remaining ionomer chain within the bundle fails. The failure time of an ionomer chain within the 

entire computational domain can then be determined by  

∆𝑡𝑒 = (∑∆𝑡𝑏
−1

𝑁𝑏

𝑏=1

)

−1

  (2.26) 

where ∆𝑡𝑒 is the failure time of any ionomer chain in the entire domain and 𝑁𝑏 is the number of 

surviving bundles in the computational domain.  
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The stress distribution among the ionomer chains varies over time with ionomer failure. In 

this model, upon the failure of an ionomer chain, its mechanical stress is redistributed equally 

among the remaining intact chains, leading to increased stress levels and subsequently larger 

degradation rates and breaking probabilities for the surviving chains. However, in the event of 

bundle failure, the stress redistribution is not equal among adjacent bundles. The bundles in close 

proximity to the failed bundle experience higher stress levels compared to those located farther 

away. Therefore, once the 𝑗𝑡ℎ bundle fails, the new stress carried by the 𝑖𝑡ℎ surviving bundle is 

calculated as [84]  

𝜎𝑖
𝑛𝑒𝑤 = 𝜎𝑖

𝑜𝑙𝑑 +
𝜎𝑗

𝑑𝑖𝑗
𝛾

(

 ∑𝑑𝑘𝑗
−𝛾

𝑁𝑏

𝑘=1
𝑘≠𝑗 )

 

−1

  (2.27) 

where 𝑑𝑖𝑗 represents the distance between the 𝑖𝑡ℎ and 𝑗𝑡ℎ bundles and 𝛾 is the power law 

exponent, which is assumed to be 5 according to [97].  

The broken bundles that are adjacent to each other form clusters, representing microcracks 

across the membrane. To determine the extent of membrane failure, the length of the longest 

path along these clusters is calculated. If this length exceeds a critical value, the membrane is 

considered to have failed. The algorithm described above is applied to randomly generated 

networks of bundles in order to estimate the membrane lifetime. The mean lifetime value obtained 

from these networks is considered as the predicted lifetime under specific operating conditions. 

The discussed algorithm is displayed in Figure 2.3 (𝑡𝑛 denotes the current time of the simulation).  
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Figure 2.3: Flowchart for the membrane degradation algorithm. 
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2.3. Drive cycle analysis  

The following is a formatted version of M. Shojayian and E. Kjeang, "Simulation of 

cathode catalyst durability under fuel cell vehicle operation--Effects of stack size and 

temperature," Journal of Power Sources, vol. 591, p. 233820, 2024.  

Conducting a vehicle drive cycle analysis is crucial for gaining a comprehensive 

understanding and addressing fuel cell degradation in real-world operating conditions for FCEVs. 

To achieve this, it is essential to implement an FCEV performance model, which allows for a 

targeted analysis under specific vehicle drive cycle conditions. This approach enables the 

evaluation of fuel cell performance and degradation patterns throughout the entire drive cycle, 

providing valuable insights into the impact of dynamic operating conditions on the fuel cell system. 

By considering the unique characteristics of the drive cycle, such as varying loads, speeds, and 

durations, it becomes possible to assess the fuel cell durability, identify degradation mechanisms, 

and develop strategies to mitigate degradation and optimize system performance. In order to 

obtain a cell voltage profile that corresponds to a specific drive cycle, Ahmadi and Kjeang [98] 

presented a methodology that incorporates various factors such as vehicle aerodynamics, rolling 

resistance, technical specifications, regenerative braking, and road angle. In this thesis, a similar 

procedure is adopted which is outlined as follows.  

1. First, the vehicle acceleration is calculated using the available drive cycle data. 

�⃗� =
𝑑�⃗⃗�

𝑑𝑡
  (2.28) 

where 𝑎, 𝑉, and 𝑡 are the vehicle acceleration, velocity, and operation time, respectively.  

2. The power needed for vehicle acceleration is given by  

𝑃𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑚𝐹𝐶𝐸𝑉�⃗��⃗⃗�  (2.29) 

where 𝑃𝑤𝑒𝑖𝑔ℎ𝑡 and 𝑚𝐹𝐶𝐸𝑉 are the required power for vehicle acceleration and the vehicle mass, 

respectively.  
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3. The rolling resistance force, which depends on vehicle weight, speed, tire size, and 

pavement type, is expressed by  

𝐹𝑅 = 𝐶𝑅𝑚𝐹𝐶𝐸𝑉𝑔𝑐𝑜𝑠𝛽  (2.30) 

where 𝑔 is the gravitational acceleration (9.81 m s-2), 𝛽 is the road angle, and 𝐶𝑅 is the rolling 

resistance coefficient, which is affected by tire material, vehicle speed, and road surface, and is 

determined by  

𝐶𝑅 = (0.0041 + 0.000018 𝑉)𝐶𝐻  (2.31) 

where 𝐶𝐻 is the road surface coefficient, typically assumed to be 1.5 for worn asphalt surfaces 

[99]. The power required to counteract the rolling resistance force is calculated using the equation 

𝑃𝑅 = 𝐹𝑅 �⃗⃗�  (2.32) 

Also, the gravity force due to road angle is 𝐹𝑚𝑔 = 𝑚𝐹𝐶𝐸𝑉𝑔𝑠𝑖𝑛𝛽 and the required power to offset 

that is 𝑃𝑚𝑔 = 𝐹𝑚𝑔�⃗⃗�.  

4. The required power to overcome the drag force applied by the air flow is  

𝑃𝑑𝑟𝑎𝑔 =
1

2
𝜌𝑎𝑖𝑟𝐴𝑓𝑟𝑜𝑛𝑡𝐶𝐷�⃗⃗�

3  (2.33) 

 

where 𝑃𝑑𝑟𝑎𝑔, 𝜌𝑎𝑖𝑟, 𝐴𝑓𝑟𝑜𝑛𝑡, and 𝐶𝐷 are the vehicle drag power, air density, vehicle frontal area, and 

drag coefficient, respectively.  

5. The total power required is obtained by summing the power contributions from vehicle 

weight, rolling resistance force, drag force, and gravity force. However, it is important to 

consider the efficiency of the drivetrain, as a portion of the provided power is lost. The 

adjusted power is calculated by dividing the required power by the drivetrain efficiency as 

below.  
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𝑃𝑡𝑜𝑡𝑎𝑙 =
𝑃𝑤𝑒𝑖𝑔ℎ𝑡 + 𝑃𝑅 + 𝑃𝑑𝑟𝑎𝑔 + 𝑃𝑚𝑔

𝜂𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛
  (2.34) 

where 𝜂𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛 is the fuel cell drivetrain efficiency.  

6. To account for power requirements of vehicle accessories such as air conditioning, lights, 

and electronics, an auxiliary power component is included. Additionally, the stack 

efficiency is taken into consideration to reflect power losses within the fuel cell stack.  

 

𝑃𝑠𝑡𝑎𝑐𝑘,   𝑑𝑒𝑚𝑎𝑛𝑑 =
1

𝜂𝑠𝑡𝑎𝑐𝑘
(
𝑃𝑤𝑒𝑖𝑔ℎ𝑡 + 𝑃𝑅 + 𝑃𝑑𝑟𝑎𝑔 + 𝑃𝑚𝑔

𝜂𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛
+ 𝑃𝑎𝑢𝑥)  (2.35) 

 

where 𝑃𝑠𝑡𝑎𝑐𝑘,   𝑑𝑒𝑚𝑎𝑛𝑑, 𝑃𝑎𝑢𝑥, and 𝜂𝑠𝑡𝑎𝑐𝑘 are the total required stack power, auxiliary power, and 

stack efficiency, respectively.  

7. The cell power density is then determined by dividing the required stack power by the cell 

area and the number of cells.  

𝑝𝑐𝑒𝑙𝑙,   𝑑𝑒𝑚𝑎𝑛𝑑 =
𝑃𝑠𝑡𝑎𝑐𝑘,   𝑑𝑒𝑚𝑎𝑛𝑑
𝑁𝑐𝑒𝑙𝑙𝐴𝑐𝑒𝑙𝑙

  (2.36) 

where 𝑝𝑐𝑒𝑙𝑙,   𝑑𝑒𝑚𝑎𝑛𝑑, 𝑁𝑐𝑒𝑙𝑙, and 𝐴𝑐𝑒𝑙𝑙 are the required cell power density, number of cells, and cell 

area, respectively.  

8. To convert cell power density to current density and subsequently to cell voltage, a 

measured fuel cell polarization curve obtained at the BOL is used.  

𝑝𝑐𝑒𝑙𝑙,   𝑑𝑒𝑚𝑎𝑛𝑑 = 𝑉𝑐𝑒𝑙𝑙 × 𝑖𝑐𝑒𝑙𝑙  (2.37) 

where 𝑉𝑐𝑒𝑙𝑙 and 𝑖𝑐𝑒𝑙𝑙 are the cell voltage and current density, respectively. Figure 2.4 depicts a 

flowchart for the drive cycle analysis.  
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Figure 2.4: The flowchart for the vehicle drive cycle conversion into the fuel cell voltage profile. 

During real-world operating conditions, the fuel cell voltage experiences degradation due 

to the degradation mechanisms occurring in the components such as gradual decrease in ECSA 

from cathode catalyst degradation over time and the membrane degradation. Therefore, a 

coupling between fuel cell performance and degradation is inevitable in the model to continuously 

update the voltage. Zihrul et al. [100] developed a theoretical model to describe the voltage drop 

caused by ECSA loss in fuel cells. In their model, they assumed that ECSA loss only affects 

activation losses. The voltage loss was calculated using simple Tafel kinetics considering 

negligible variation of the exchange current with the ECSA as follows.     

∆𝜂𝑂𝑅𝑅 =
𝑅𝑇

𝛼𝐹
𝑙𝑛
𝐸𝐶𝑆𝐴𝐵𝑂𝐿
𝐸𝐶𝑆𝐴𝐸𝑂𝑇

 
 (2.38) 

 

where ∆𝜂𝑂𝑅𝑅 represents the cathodic overpotential resulting from ECSA degradation. The 

parameter α denotes the cathodic transfer coefficient, which is assumed to be equal to 1 in this 

context. The subscripts "BOL" and "EOT" refer to the beginning-of-life and end-of-test conditions, 

respectively. While the membrane degradation simultaneously affects the fuel cell performance, 

its effect is insignificant compared to the ECSA degradation. The impact of membrane 

degradation on the performance drop is typically intensified abruptly during the last stages of 
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lifetime and primarily affects the high voltages near OCV [101]. However, the performance drop 

due to ECSA degradation takes place gradually over time and impacts a broad range of voltages 

[33]. An analysis has been carried out to compare the performance loss due to ECSA degradation 

and membrane degradation which is presented in Appendix A. The continuous calculation of 

voltage drop allows for the updating of the polarization curve over time. Therefore, the developed 

model for catalyst degradation should include updating the polarization curve at any given time 

using the ECSA. Figure 2.5 depicts the full methodology used for the analysis of catalyst 

degradation in a fuel cell vehicle. 
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Figure 2.5: Complete flowchart for the catalyst degradation analysis under real-world FCEV operating 

conditions. 

While Figure 2.1 shows the catalyst degradation model alone under AST cycles, Figure 2.5 

demonstrates the coupling between FCEV model and the catalyst degradation model, facilitating 

investigation into real-world operation. Figure 2.5 illustrates that the simulation continues until the 

ECSA at a specific time reaches the critical ECSA (ECSAc), which serves as the criterion for fuel 
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cell stack failure due to catalyst degradation. The determination of the critical ECSA will be 

discussed in the section on lifetime estimation. 

This chapter focused on delineating the separate methodologies formulated for 

investigating cathode catalyst degradation and membrane degradation, given the inherent 

distinctions in structure, morphology, and degradation mechanisms between the cathode catalyst 

and the membrane within fuel cells. Furthermore, the FCEV model was integrated and coupled 

with the durability models to facilitate the prediction of durability at use-level conditions.   
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Chapter 3:   Pristine and degraded catalyst 

characterization  

 A comprehensive understanding of catalyst morphology and characterization, including 

the arrangement and size distribution of platinum particles and their attachment to the carbon 

support, is essential for building an accurate degradation model for the catalyst layer in a fuel cell. 

The platinum particle size distribution affects their catalytic activity and performance. The platinum 

degradation mechanisms impact the platinum size distribution, resulting in a reduction in available 

catalytic surface area and a decline in catalytic activity and overall performance. To develop a 

realistic catalyst degradation model that accurately represents platinum degradation, obtaining 

valuable insights into the platinum particle size distribution at BOL and at the end of the test (EOT) 

is crucial. To this end, imaging techniques should be performed on the relevant samples to 

analyze the platinum particles. Scanning electron microscopy (SEM) and TEM are the two widely 

used techniques in this regard which offer valuable information about the catalyst layer 

morphology.  

SEM is a powerful imaging technique used to study the surface morphology and 

microstructure of materials at high resolution. SEM involves generating a focused electron beam 

that scans the sample's surface, and the interaction between the electrons and the sample leads 

to the emission of various signals. These signals are detected and processed to form images that 

reveal the sample's surface features and composition. SEM typically provides lower resolution 

than TEM, usually in the range of a few nanometers to tens of nanometers [102]. In this thesis, 

the Nova NanoSEM located at 4D labs in SFU was employed to capture the SEM images.   

TEM is an advanced microscopy technique utilized to examine the internal structure and 

composition of materials at the nanoscale. As opposed to SEM, which images the surface of 

samples, TEM is operated by passing an electron beam through an ultra-thin specimen. The 

focused electron beam interacts with the sample, leading to the formation of various signals that 

are recorded to create detailed internal images. TEM offers much higher resolution, capable of 

resolving features at the atomic scale, typically down to 0.1 nm; therefore, TEM is employed to 

generate valuable data about the microstructure, including crystal lattice arrangement, defects, 

and nanoparticles [103]. In this study, a Tecnai Osiris S/TEM was utilized for obtaining the TEM 

images. Thin samples suitable for TEM were prepared using an EM FC7 ultramicrotome 

manufactured by Leica, located at 4D labs. Subsequently, energy-dispersive X-ray spectroscopy 
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(EDX) was conducted using the EDX detector in the TEM system after capturing TEM images to 

gain insights into the composition and elemental structure of the samples. A detailed discussion 

of these procedures will follow in the next section. 

In this thesis, two samples are considered for this purpose: one sample at BOL and one 

at EOT where the sample had been subjected to fuel cell cathode catalyst AST based on cell 

potential cycling between 0.7 and 0.98 V on a square wave with a 3 second-hold time at each 

LPL and UPL. The cell temperature was 80 ℃ with an RH of 90%. Hydrogen/air were utilized for 

anode and cathode, respectively [15]. In the following sections the details of the sample 

preparation and characterization are discussed.      

3.1. Pristine sample preparation for imaging    

 During the catalyst layer fabrication process, a catalyst ink, which is a liquid solution 

containing the catalyst material, is sprayed onto the membrane to create the catalyst layer. The 

catalyst ink can be independently applied for obtaining TEM images using TEM grids. A TEM grid 

is a thin, flat, and perforated copper sheet that serves as a support for the sample during the TEM 

analysis. Therefore, the catalyst ink is utilized as the sample at BOL for TEM images. The catalyst 

ink is composed of suspended Pt/C nanoparticles, a solution of ionomer that facilitates proton 

conductivity, and a solvent such as methanol. A platinum/high-surface-area carbon powder with 

a 50% platinum weight fraction is added to the ionomer solution and methanol. The ionomer 

solution comprises a 20% weight fraction of Nafion PFSA dispersion. Then, the resulting solution 

will be subjected to the sonication process to obtain a homogeneous mixture. After the catalyst 

ink is prepared, a small drop of the ink is carefully placed onto a copper TEM grid. The solvent 

evaporates after depositing on the grid. Therefore, the TEM grid, containing only porous catalyst 

layer material, is inserted under the transmission electron microscope. Figure 3.1 shows two TEM 

images of the pristine sample. These two images, that were taken from two different locations of 

the sample, clearly show the platinum particle distribution within the carbon support. These 

specific spots were meticulously selected within the sample due to their clear display of platinum 

particles, making it easier to visualize and analyze the particles effectively. The darker dots 

indicate the platinum particles whereas the lighter clusters signify the carbon support. The darkest 

areas in the images are the results of the accumulation of platinum particles in the image depth. 

The catalyst layer prepared from the same ink is expected to exhibit an identical catalyst structure.    
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Figure 3.1: TEM images of the catalyst ink at (a) 900kx and (b) 630kx magnification. 

 

To ensure accurate composition analysis of the catalyst, an elemental analysis should be 

performed. EDX is commonly utilized for this purpose. EDX is an analytical technique used in 

conjunction with electron microscopes, such as SEM and TEM, to determine the elemental 

composition of a sample. During EDX analysis, the sample is bombarded with an electron beam, 

causing the atoms to emit characteristic X-rays. Each element emits X-rays at specific energy 

levels, which are unique to that element. The X-rays emitted by the sample are collected by a 

detector, and the energies of the X-rays are measured. From these energy measurements, the 

elemental composition of the sample can be determined. EDX can detect a wide range of 

elements, from light elements like carbon and oxygen to heavy elements like gold and uranium. 

Figure 3.2 displays the result of an EDX analysis conducted on the TEM image of Figure 3.1a.  

b a 

Pt particles 
Carbon support 
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Figure 3.2: The EDX analysis on the TEM image of Figure 3.1a. 

     

In Figure 3.2, the results of the EDX analysis clearly show separate indications of carbon and 

platinum. It is concluded that the dark areas in Figure 3.1 correspond to regions where platinum 

is present, while the bright areas represent the carbon support. This distinction allows for 

identifying and visualizing the distribution of platinum particles within the catalyst layer and their 

attachment to the carbon support. Therefore, a particle size distribution (PSD) is obtained using 

the TEM images in Figure 3.1 by employing the ImageJ software which is an open-source image 

analysis software. Figure 3.3 depicts the measured PSD. 
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Figure 3.3: PSD obtained from the TEM images at BOL. 

 

Figure 3.3 indicates that the sizes of platinum particles within the catalyst layer are not evenly 

distributed but rather exhibit a characteristic pattern commonly observed in various particle 

systems. This Figure illustrates that the platinum PSD follows a log-normal trend. The calculated 

average particle radius is 1.79 nm which falls within the reported range in the literature (1.25-2.6 

nm) [30], [104].  

3.2. Degraded sample preparation for imaging  

For the degraded sample, an MEA that was subjected to an AST cycle is chosen. The 

AST was performed by Messing [15], a former M.A.Sc. student at the SFU Fuel cell research 

laboratory (FCReL). Figure 3.4 shows the AST cycle and the resulting ECSA loss over time 

reported by [15].   
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                                    (a)                                                                           (b) 

 

Figure 3.4: (a) The AST cycle and (b) the ECSA loss with the number of the AST cycles reported by [15]. 

 

Preparing the degraded sample for imaging is more complex compared to the pristine 

sample. The degraded cathode catalyst layer is situated within the MEA, positioned between the 

membrane and cathode GDL. To prepare a degraded sample for imaging, the GDLs should be 

carefully detached and discarded from the MEA. Once the GDLs are removed, a small part of the 

catalyst coated membrane (CCM) is cut in the middle. The section is chosen in the middle of CCM 

to avoid any edge effects. The resulting part of the CCM should be taken for cross-sectioning. For 

obtaining high-quality TEM images, the sample thickness is a critical factor. It is recommended 

that the sample be thin enough, typically less than 100 nm thick, to ensure optimal imaging 

resolution and clarity. The electron beam interacts with the sample as it passes through, and if 

the sample is too thick, the electrons will scatter and attenuate, leading to a loss of image detail 

and contrast. Therefore, it is essential to perform sample cross-section cutting before TEM 

imaging. This process involves carefully preparing a thin slice of the sample, typically using 

specialized techniques such as ultramicrotomy. The process involves cutting samples into ultra-

thin sections, typically on the order of 50-100 nm in thickness, allowing for high-resolution imaging 

and detailed analysis of the sample structures.  
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Prior to ultramicrotomy, it is essential to embed the sample in an appropriate resin to 

provide the necessary support and stability during the sectioning process. Various epoxy resins 

are utilized for microtomy, and in this thesis, one of the commonly used epoxy resins is employed, 

following the published recipe. The details of the resin preparation recipe are provided in the 

appendix B. Once the epoxy resin is prepared, the sample of the CCM is embedded in the resin, 

ensuring that it is securely held in place for sectioning. Subsequently, the embedded sample and 

the epoxy resin are placed in an oven set at 60℃ and kept there to dry out for 12 hours. This 

drying process allows the resin to solidify, providing the necessary support and stability for the 

subsequent ultramicrotomy process.  

After the resin-embedded sample is prepared, it is positioned on the ultramicrotome for 

sectioning. Before starting the sectioning process, the mounted sample is carefully trimmed using 

a razor blade. Trimming serves to expose the specific region of interest and eliminate any excess 

resin, creating a smooth surface for sectioning. Next, ultra-thin sections are cut from the trimmed 

sample using a previously prepared ultra-sharp diamond or glass knife. The ultramicrotome 

enables precise control over the thickness of the sections, ensuring uniformity in the section 

thickness throughout the sample. This precision is essential for obtaining high-quality and 

consistent sections suitable for subsequent analysis. As the sections are cut, they are carefully 

collected on a water surface and then transferred onto a TEM grid. The sections are now ready 

for the TEM imaging. Figure 3.5 illustrates the dried resin-embedded sample and the TEM image 

of the AST degraded cathode catalyst layer, subjected to the AST shown in Figure 3.4a for 25,000 

cycles. The section shown in Figure 3.5 is 70 nm thick which is suitable for transmission 

microscopy and depicts the cathode catalyst layer next to a thin cross-sectional slice of the 

membrane.  

 

 

 

 

 

 



 
 

46 
 

 

 

 

 

 

 

 

 

Figure 3.5: (a) the dried resin-embedded sample; (b) The TEM image of the degraded cathode catalyst 
layer at 2.5kx magnification. 

The degraded samples might have non-uniform platinum PSD within the catalyst layer. 

This non-uniformity can be attributed to the diffusion and migration of the generated platinum ions 

across the catalyst layer during the degradation process. Migration of ions refers to the movement 

of ions under an electric field through an electrolyte toward the electrode of the opposite charge 

while diffusion means the movement of matter driven by concentration gradient across a medium. 

To observe the non-uniform platinum PSD, three locations are chosen across the cathode catalyst 

layer. The first location is selected close to the membrane, representing the region near the 

interface between the membrane and the catalyst layer. The second location is chosen in the 

middle of the catalyst layer, capturing the central region of the layer. Lastly, the third location is 

selected close to the GDL, representing the region near the interface between the catalyst layer 

and the GDL. At each location, three TEM images showing the platinum distribution are taken 

parallel to the catalyst-membrane interface to capture the spatial effect in this direction on the 

platinum PSD. Then, the average of the platinum PSD is calculated. The obtained images and 

the discussion will be presented as follows.  

Region close to the catalyst-membrane interface   

The images taken from the catalyst in the region close to the membrane are shown in 

Figure 3.6.  
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Figure 3.6: TEM images of the degraded cathode catalyst layer in the region close to the catalyst-
membrane interface at 20kx magnification; (a) Bright-field (BF) image, (b) High-angle-annular dark-field 

(HAADF) image. 

An EDX analysis is conducted to ensure that the captured region is in fact close to the membrane. 

Figure 3.7 illustrates the EDX analysis result.  

 

Figure 3.7: EDX analysis performed on the TEM image from the region close to the catalyst-membrane 
interface. 
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Figure 3.7 reveals elemental distribution within the TEM images in Figure 3.6. The left side of the 

image predominantly shows the presence of fluorine, indicating that this region corresponds to 

the membrane. As fluorine is unique to the membrane and the ionomer dispersed within the 

catalyst layers, its dominance on the left side confirms the identification of the membrane in the 

TEM images. On the other hand, the right side of the image displays the distribution of platinum 

supported on carbon. This confirms the presence and arrangement of platinum particles attached 

to the carbon support material within the catalyst layer. Figure 3.8 shows the TEM images of the 

platinum particle distribution within the region close to the membrane.  

    

Figure 3.8: Representative sample images showing the platinum particle distribution in the region close to 
the catalyst-membrane interface at 630kx magnification. 

 

Region in the middle of catalyst layer 

The TEM images and the platinum particle distribution in the middle of the degraded 

catalyst layer are shown in Figure 3.9 and Figure 3.10, respectively. 
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Figure 3.9: The TEM images of the middle of the catalyst layer at 9kx magnification; (a) BF image, (b) 
HAADF image. 

 

 

Figure 3.10: Representative sample images showing the platinum particle distribution in the middle of the 
catalyst layer at 630kx magnification. 
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Region close to the catalyst-GDL interface   

 The TEM images and the platinum particle distribution in the region close to GDL are 

shown in Figure 3.11 and Figure 3.12, respectively.  

     

 

 

 

 

 

 

 

Figure 3.11: The TEM images of the catalyst in the region close to the catalyst-GDL interface at 9kx 
magnification; (a) BF image, (b) HAADF image. 

 

 

Figure 3.12: Representative sample images showing the platinum particle distribution in the region close 
to the catalyst-GDL interface at 630kx magnification. 

a b 
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After taking the TEM images of the catalyst at different regions, the platinum PSDs are calculated 

and depicted in Figure 3.13, and the average particle radii are displayed in Figure 3.14.  

 

Figure 3.13: The platinum PSD at BOL and EOT at different regions across the catalyst. 

 

 

 

 

 

 

 

 

Figure 3.14: The average platinum particle size at BOL and EOT at different locations. 

 

The fresh samples at BOL are expected to have uniform platinum concentration and 

identical platinum PSD across the catalyst layers when using ultrasonic spray coating for sample 
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preparation [15]. Figures 3.13 and 3.14 demonstrate the platinum particle growth over time due 

to degradation which is the direct result of the Ostwald ripening. However, the average particle 

growth during the degradation is not even across the entire catalyst layer. The platinum particles 

in the region close to the membrane experience a more significant growth compared to the other 

regions within the catalyst. Furthermore, the platinum concentration can be calculated at each 

location given that the sample thickness was equal in each case (70 nm). The TEM images 

presented in Figures 3.8, 3.10 and 3.12 are used for calculation of the platinum concentration. 

These images share an identical catalyst region area, allowing for a direct comparison of the 

concentrations in all three cases. The platinum concentration is normalized with the platinum 

concentration in the region close to the membrane. Figure 3.15 depicts the measured platinum 

concentration at EOT and at each catalyst location.     

 

Figure 3.15: The platinum concentration at EOT and at each catalyst region (normalized with the platinum 
concentration in the region close to the membrane). 

 

According to Figure 3.15, the platinum concentration in the region close to the membrane is lower 

than that in the middle of the catalyst. This finding is consistent with the published results [26]. 

This observation is attributed to the movement of the generated platinum ions toward the 

membrane. A number of platinum ions may move toward the membrane under diffusion and 

migration, leading to a reduction in the platinum concentration within the region close to the 

membrane. By taking a cross-sectional SEM image of the degraded sample, the movement of 

platinum ions toward the membrane and their subsequent deposition in that region can be 
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confirmed. As depicted in Figure 3.16, the SEM image of the degraded sample clearly illustrates 

the formation of a platinum band inside the membrane, specifically near the cathode interface. 

This observation validates the anticipated higher degradation levels at the cathode compared with 

the anode. The penetrated platinum ions in the membrane can be reduced to the metallic platinum 

upon contact with the hydrogen crossover from the anode. The resulting platinum particles 

deposited in the membrane are considered inactive as they do not contribute to the ORR in the 

catalyst. The partial pressures of hydrogen and oxygen control the location of the platinum band. 

The movement of platinum ions toward the membrane occurs under identical driving forces such 

as diffusion, migration, and gas pressure; therefore, they eventually deposit within the membrane 

in a linear arrangement parallel to the catalyst-membrane interface.  

 

Figure 3.16: Cross-sectional SEM image of the degraded CCM sample showing the platinum band inside 
the membrane. 

 

 In this chapter, the captured images from pristine and degraded catalyst samples were 

presented and analyzed, and insights into platinum degradation mechanisms were obtained. 

Platinum PSDs were measured at BOL and EOT in different regions. Platinum particle growth 

was observed in the degraded sample, confirming the Ostwald ripening.  
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Chapter 4: Cathode catalyst degradation and lifetime  

 This chapter is a formatted version of M. Shojayian and E. Kjeang, "Simulation 

of cathode catalyst durability under fuel cell vehicle operation--Effects of stack size and 

temperature," Journal of Power Sources, vol. 591, p. 233820, 2024.  

The catalyst and membrane degradation models are implemented separately to evaluate 

their respective degradation. However, it is crucial to maintain the coupling between these models 

as the cell voltage degradation is impacted by the catalyst degradation. In particular, the catalyst 

degradation model estimates the voltage degradation over time, taking into account the ECSA 

loss. This voltage degradation is then integrated into the membrane degradation model, ensuring 

a comprehensive understanding of the overall degradation process. In this chapter, the catalyst 

degradation model is calibrated using a variety of empirical results from the literature, considering 

different potential cycles, UPLs, LPLs, and temperatures. Subsequently, the calibrated model is 

employed to estimate the catalyst degradation during real-world FCEV operation.   

In order to utilize the developed platinum degradation model for practical durability 

predictions, empirical parameters need to be calibrated. This calibration process involves 

comparing the model results to relevant measured and empirical data from the literature. To 

ensure the reliability of the model, a selection of cathode catalyst AST voltage cycle waveforms, 

UPLs, LPLs, and cell temperatures have been chosen for calibration. It is crucial to note that 

carbon corrosion has been shown to have a negligible contribution to catalyst degradation at lower 

potentials, specifically below the OCV [12]. Considering this, all the AST cycles selected for the 

calibration process expose the cathode to voltages below this threshold. As a result, the inclusion 

of carbon corrosion in the model is not necessary for the calibration procedure. In fact, the 

literature datasets used for calibration were specifically chosen to exclude carbon corrosion, 

simplifying the modeling process. Other platinum degradation mechanisms such as detachment 

and coagulation, which are directly associated with carbon corrosion, have also been disregarded 

in the model. 

 For the calibration process, experimental degradation analyses conducted by Ferreira et 

al. [105], Uchimura et al. [106], and Kocha [107] have been considered. Ferreira et al. [105] 

performed an AST at 80℃ using a triangular voltage profile with a scan rate of 20 mV s-1. The 

UPL and LPL were set at 1 V and 0.6 V, respectively. On the other hand, Uchimura et al. [106] 

and Kocha [107] carried out square wave potential cycles with a 2.5 s hold at the LPL (0.6 V) and 
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a 10 s hold at the UPL (0.95 V). Figure 4.1 illustrates the potential cycles employed by Ferreira et 

al. [105] (Figure 4.1a) and Uchimura et al. [106] and Kocha [107] (Figure 4.1b), which serve as 

the basis for the calibration process.  

 

                             (a)                                                                        (b)      

Figure 4.1: The potential cycles employed experimentally by (a) Ferreira et al. [105] and (b) Uchimura et 
al. [106] and Kocha [107]. 

 

As previously mentioned, the platinum degradation model puts the PRD function into effect to 

capture the Ostwald ripening phenomenon by considering a collection of particles with different 

sizes. In this model, the radius of platinum particles within the BOL cathode catalyst layer is 

assumed to range between 0 and 10 nm, based on the PRD obtained from TEM images. To 

discretize the particle size range, a number of equidistant radii are distributed between the lower 

and upper bounds. Choosing an appropriate number of radii ensures that the model solution is 

independent of the number of radii used. To this end, the effect of the number of radii on the 

platinum ion concentration is investigated by separately running the model for the triangular 

potential cycle (Figure 4.1a) at 80℃, considering 15, 25, 50, and 100 radii. The resulting Pt2+ 

concentration for different radii is depicted in Figure 4.2 [108]. The analysis indicates that a reliable 

solution is obtained when the number of radii is equal to or greater than 50. Therefore, to optimize 

computational efficiency, the model considers 50 radii within the platinum particle size range. This 
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choice strikes a balance between accuracy and computational cost, ensuring reliable results for 

the platinum degradation model. 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Pt ion concentration for different numbers of Pt particle radii for the triangular potential cycle in 
Figure 4.1a. 

 

Figure 4.2 provides valuable insights into the platinum ion generation and Ostwald ripening 

phenomenon during a potential cycle. It shows that there is a threshold potential required for the 

generation of platinum ions. Additionally, the figure illustrates the occurrence of Ostwald ripening, 

which involves the dissolution of small platinum particles as the dominant degradation mechanism 

during the ramp-up portion of the potential cycle. Conversely, during the ramp-down part of the 

potential cycle, the platinum ions are observed to vanish, indicating the redeposition of these ions 

onto the larger particles. For the calibration process, the ECSA losses over time reported in [105], 

[106], [107] are compared to the ECSA losses obtained from the present model. The calibration 

is performed progressively due to the interdependence between platinum degradation and oxide 

formation. This coupling necessitates simultaneous calibration of parameters related to both 

platinum degradation and oxide formation. This process involves utilizing literature datasets from 

various potential cycles, such as triangular and square waves with different LPLs and UPLs, as 

well as different temperatures. This approach ensures the reliability of the calibration process for 

both platinum degradation and oxide formation. By varying the UPL while keeping the LPL 

constant during the calibration process, the model can specifically capture and characterize the 

platinum degradation aspect. This allows for a detailed understanding of how the platinum 
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degradation changes with different upper potential limits. Similarly, by varying the LPL while 

keeping the UPL constant, the model can accurately calibrate and capture the oxide formation 

process. Additionally, by applying different temperatures during the calibration, the model can 

demonstrate its reliability and functionality across a wide range of operating temperatures. This 

ensures that the model can accurately predict the degradation behavior under various 

temperature conditions commonly encountered in fuel cell applications. Figure 4.3 depicts the 

calibration results with the selected literature works, and Table 4.1 provides the values of the 

tuned empirical parameters and physical properties used in the model [108].  
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                                        (a)                                                                             (b) 

 

     

         (c)                                                                              (d) 

Figure 4.3: Results of model calibration with selected works: (a) under the triangular wave potential cycle 
shown in Figure 4.1a at 80℃ with Pt loading of 0.4 mg cm-2 [105]; (b) under the square wave potential 

cycle shown in Figure 4.1b for different LPLs at UPL = 0.95 V and 80℃ with Pt loading of 0.35 mg cm-2 
[106]: (c) under the square wave potential cycle shown in Figure 4.1b with Pt loading of 0.35 mg cm-2 at 
different temperatures for UPL = 0.95 V and LPL = 0.6 V [107]; and (d) under the square wave potential 
cycle shown in Figure 4.1b for different UPLs at LPL = 0.6 V and 80℃ with Pt loading of 0.35 mg cm-2 

after 15,000 potential cycles [107] [108].  

 



 
 

59 
 

Table 4.1: Physical properties and tuned empirical parameters used in the calibrated Pt degradation 
model. 

 

The results obtained from the present predictive model demonstrate its reliability and accuracy 

across various potential cycle types (e.g., triangular and square wave cycles), LPLs, UPLs, and 

temperatures. As shown in Figure 4.3, the platinum degradation rate increases with higher UPLs 

(at a constant LPL), higher temperatures, and lower LPLs (at a constant UPL). This indicates that 

these factors have a significant influence on the degradation process. Furthermore, the effects of 

Parameter Value Unit Reference Description  

𝑘0,𝑑𝑖𝑠 1.5 × 10−10 mol/(cm2.s.K) Fitted Forward dissolution rate constant 

∆𝐺𝑑𝑖𝑠 0.12 eV Fitted Activation energy of dissolution  

𝑘𝑟 1 - Fitted Reverse dissolution rate constant 

𝑘0,𝑜𝑥 6 × 10−12 mol/(cm2.s.K) Fitted Forward oxide formation rate constant 

∆𝐺𝑜𝑥 0.12 eV Fitted Activation energy of oxide formation 

𝑘𝑜𝑥,𝑟 0.39 - Fitted Reverse oxide formation rate constant 

𝑘𝐵 8.6 × 10−5 eV/K Ref. [85] Boltzmann constant 

𝑘𝑐𝑑𝑖𝑠 1 × 10−14 mol/(cm2.s) Fitted Chemical dissolution rate constant 

𝛼𝑎 0.5 - Ref. [17] Anodic charge transfer coefficient 

𝛼𝑐 0.5 - Ref. [17] Cathodic charge transfer coefficient 

𝑛 2 - Ref. [17] Number of transferred electrons  

𝐹 96485 c/mol Ref. [17] Faraday’s constant  

𝑅 8.314 J/(mol.K) Ref. [37] Gas constant 

𝜑𝑑𝑖𝑠
𝜃  1.188 V Ref. [86] Standard equilibrium potential of 

dissolution reaction 

𝜑𝑜𝑥
𝜃  0.98 V Ref. [86] Standard equilibrium potential of oxide 

reaction 

∆𝜇𝑃𝑡𝑂
0  -42.3 kJ/mol Ref. [37] A constant in Equation 2.8 

𝜎𝑃𝑡 2.4 × 10−4 J/cm2 Ref. [42] Platinum surface tension 

𝑀𝑃𝑡 195.084 g/mol Ref. [42] Platinum molar mass 

𝜌𝑃𝑡 21.45 g/cm3 Ref. [42] Platinum density  

𝜔 3 × 104 J/mol Ref. [37] PtO-PtO interaction energy 

Γ𝑚𝑎𝑥 2.18 × 10−9 mol/cm2 Ref. [37] Platinum surface site density 

𝑐𝑃𝑡2+,𝑟𝑒𝑓 1 mol/cm3 Ref. [42] Reference platinum ion concentration 
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LPL and temperature on PRD, platinum oxide formation, and platinum ion concentration are 

illustrated in Figure 4.4 [108]. In particular, Figure 4.4c highlights the strong influence of voltage 

on the formation of the oxide layer over the platinum surface, suggesting that a higher voltage 

leads to a larger fraction of the platinum surface being covered with oxide species. When the LPL 

is set to 0.6 V, a significant decrease in oxide coverage is observed during the lower potential 

hold time. However, when the LPL is adjusted to 0.75 or 0.7 V, the drop in oxide coverage during 

the same hold time is much less pronounced. This phenomenon has a noticeable impact on the 

degradation rate, suggesting that the specific value of the LPL can significantly influence the 

degradation behavior of the platinum catalyst. When the voltage is cycled between 0.6 and 0.95 

V, a higher degradation rate is observed compared to the other cases. This is because the oxide 

coverage on the platinum surface is effectively removed from the platinum surface when the 

potential reaches the lower limit of 0.6 V. However, when the LPL is set to 0.75 V or 0.7 V, the 

platinum surface remains consistently covered with oxide species. This continuous oxide 

coverage provides a protective layer and reduces the exposure of the platinum to degradation 

processes. Consequently, the degradation rate is lower in these cases compared to when the 

voltage range includes a lower limit of 0.6 V. The behavior described is supported by the findings 

presented in Figures 4.3b, 4.4a, and 4.4d. These figures demonstrate that when the LPL is 

lowered, a greater extent of ECSA loss, platinum particle growth, and platinum ion generation is 

observed in each potential cycle while the UPL is maintained constant. In contrast, it is known 

that a high coverage of oxide species can hinder degradation, and this is reflected in the model 

through the term (1 − 𝜃𝑃𝑡𝑂(𝑟)) in Equation 2.4. This is evident in Figures 4.4c and d, which 

demonstrate that the formation of platinum ions during each potential cycle is slowed down by an 

increase in oxide coverage over time (specifically at LPL = 0.75 V). The oxide coverage acts as 

a protective layer, reducing the rate of platinum ion formation and thereby slowing down the 

degradation process. As mentioned earlier, the cell temperature has a notable impact on platinum 

degradation. The model takes into account temperature-dependent reaction rate constants and 

the influence of temperature on the Tafel slope. Figures 4.4b and 4.4d clearly demonstrate that 

increasing the temperature from 60 to 80℃ results in more significant platinum particle growth 

and higher platinum ion generation during each voltage cycle, indicating a greater level of 

platinum degradation at 80℃. However, the temperature has a negligible effect on the fractional 

coverage of oxide species over the platinum surface shown in Figure 4.4c.  
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                                            (a)                                                                                    (b) 

 

                                       (c)                                                                                       (d) 

Figure 4.4: Simulated effects of LPL and cell temperature on the Pt degradation under the square wave 
potential cycle shown in Figure 4.1b with UPL = 0.95 V: (a) PRD for BOL and EOT with three different 

LPLs at 80℃; (b) PRD for BOL and EOT at two different temperatures for LPL = 0.6 V; (c) Pt oxide 
fractional coverage averaged over all particle sizes; and (d) Pt ion concentration [108]. 
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4.1. Catalyst degradation under FCEV drive cycle  

The obtained results from AST provide valuable understanding into the physical and 

electrochemical processes involved in catalyst degradation. However, it is crucial to consider that 

these results may differ significantly from the actual potential cycles experienced during the 

operation of FCEVs. In order to analyze catalyst degradation under real-world operating 

conditions, a drive cycle corresponding to the vehicle's velocity profile over time is considered. A 

drive cycle refers to the recorded vehicle velocity profile during a specific operational condition 

over a period of time. The calculation of the required fuel cell potential for a given drive cycle 

involves using the specifications of the fuel cell stack and the vehicle. In order to analyze catalyst 

degradation under real-world operating conditions, a transit bus drive cycle is investigated. 

Specifically, a transit bus line that operates in the city of Victoria, B.C., Canada, and travels 

between the city centre and the University of Victoria is chosen for the degradation analysis. This 

particular bus route provides a representative scenario for studying the catalyst degradation in a 

transit bus application. Figure 4.5 illustrates the recorded drive cycle of the bus, including data 

from both the northbound and southbound directions of the same route along with the road 

elevation [109]. The road elevation data is employed to calculate the road angle at any point. The 

characteristics of the transit bus and fuel cell stack assumed for the analysis are summarized in 

Table 4.2.    
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Figure 4.5: The drive cycle of the transit bus operating in Victoria, B.C [109].  

 

Table 4.2: The transit bus and fuel cell characteristics. 

Bus mass (kg) 15,500 [110] 

Frontal area (m2) 8.8 [109] 

Powertrain and stack efficiencies 80% 

Auxiliary power (kW) 20 [111]  

Drag coefficient 0.6 [109] 

Platinum loading (mg cm-2) 0.4 

 

As mentioned earlier, the impact of carbon corrosion on catalyst degradation is found to be 

minimal under lower potentials or low temperatures. The voltage profile obtained from the drive 

cycle analysis confirms that the voltage levels during the load cycle do not exceed the threshold 

for carbon corrosion. This indicates that the operating conditions during the load cycle do not 

induce significant carbon corrosion. The only potential cycle where carbon corrosion may occur 

is during SU/SD, when higher voltages above the open circuit voltage (OCV) are experienced. 

However, in transit bus applications, SU/SD cycles are relatively shorter and less frequent 

compared to the load cycles. Additionally, these cycles typically occur at lower temperatures, 

which further reduces the carbon corrosion rate. Furthermore, recent advancements in materials 
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have made significant progress in addressing the issue of carbon corrosion by developing carbon 

materials that are more resistant to corrosion [112].  

To accurately calculate the cell voltage needed to meet the drive cycle requirements, considering 

fuel cell polarization curves at various operating temperatures is essential. It is anticipated that 

higher cell temperatures, reaching around 90℃, would enhance the fuel cell performance due to 

the decrease in activation energy with increasing temperature. Several research studies have 

examined the impact of temperature on fuel cell performance. In this study, the fuel cell 

performance and polarization curves obtained from the experimental work conducted by Sun et 

al. [113] are utilized. Figure 4.6 illustrates the effect of temperature on polarization curve.  

 

 

 

 

 

 

 

 

 

 

Figure 4.6: The fuel cell polarization curves for different temperatures reported by [113]. 

 

The power density and cell voltage for different stack sizes can be calculated using the drive cycle 

depicted in Figure 4.5, following the methodology outlined in Section 2.3. It is assumed that the 

fuel cell performance is consistent across all cells within the stack. The stack size is represented 

by the stack nominal power, which is defined as the electrical power output of the stack under 

normal operating conditions. 

𝑃𝑁 = 𝑁𝑐𝑒𝑙𝑙𝐴𝑐𝑒𝑙𝑙𝑝𝑚𝑎𝑥  (4.1) 
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where 𝑃𝑁 and 𝑝𝑚𝑎𝑥 denote the stack nominal power and maximum power density generated by 

each cell, respectively.  

The transit bus drive cycle depicted in Figure 4.5 is characterized by frequent stops, 

resulting in short periods of speed reduction. During these deceleration and stop phases, the fuel 

cell stack is primarily responsible for supplying the minimum required power, which is the auxiliary 

power needed for various functions. As a result, the fuel cell stack operates at the highest cell 

potential (i.e., UPL), during these periods. Likewise, the highest power demand, which typically 

occurs during periods of rapid acceleration, results in the fuel cell stack operating at the lowest 

cell potential (i.e., LPL). The calculated power density and cell voltage (at BOL) for a fuel cell 

stack with a nominal power of 264 kW at 80°C are presented in Figure 4.7. 

 

 

Figure 4.7: The calculated power density and cell voltage for a fuel cell stack with a nominal power of 264 
kW at 80°C, subjected to the transit bus drive cycle shown in Figure 4.5 [108].  

 

In order to ensure the reliability of the numerical simulation, a time step dependency analysis is 

conducted prior to running the drive cycle simulation. Three different time steps are considered: 

8, 4, and 2 seconds. The numerical degradation analysis is then performed separately for a stack 

with a nominal power of 198 kW using these different time steps. The analysis reveals that for 
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time steps equal to or below 4 seconds, the change in ECSA over time becomes independent of 

the time step value. Based on this observation, a time step of 4 seconds is selected for the drive 

cycle analysis to ensure both simulation accuracy and computational efficiency in capturing the 

degradation dynamics of the fuel cell stack during the drive cycle simulation. Figure 4.8 illustrates 

the results of the ECSA decay over time for different time steps.  

 

  

 

 

 

 

 

 

 

 

 

Figure 4.8: Simulated ECSA degradation with time for different time steps for a stack with a nominal 
power of 198 kW at 80℃. 

 

4.1.1. Effect of stack size on ECSA degradation  

To examine the impact of stack size on catalyst degradation, five different nominal powers (132, 

198, 264, 330, and 396 kW) are selected. These power levels are chosen to ensure that they all 

meet the performance demands of the drive cycle. As the fuel cell stack size is increased, the 

required power density decreases, resulting in an increase in the cell voltage, as per the 

conventional fuel cell performance. Figure 4.9 displays the cell voltage profiles for three different 

stack sizes.   
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Figure 4.9: The cell voltage profiles for different stack sizes at 80℃ [108]. 

 

The cell voltage profiles obtained from the drive cycle are utilized as input for the degradation 

model. The degradation model is separately run for each of the specified stack sizes at 80℃. At 

each time step, the model calculates the remaining ECSA, platinum oxide fractional coverage, 

and platinum ion concentration. The results of these calculations are presented in the Figure 4.10 

[108]. Figures 4.10a and 4.10c illustrate that the rate of ECSA decay over time increases as the 

stack size increases from 132 kW to 396 kW. This observation results from the potential cycle 

changes for different stack sizes shown in Figure 4.9. As the stack size increases, the 

corresponding higher UPLs result in a more significant ECSA loss over time. This is primarily 

attributed to the accelerated dissolution and redeposition of platinum, which occurs more rapidly 

at higher UPLs. Therefore, larger stacks experience a more pronounced ECSA degradation over 
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time. On the other hand, Figure 4.10b reveals that the oxide coverage over the platinum surface 

increases with the stack size at a given time due to the higher potentials experienced. This 

suggests that larger stacks exhibit a greater extent of oxide formation on the platinum surface. 

The increase in oxide coverage reduces the exposed surface area of platinum, resulting in a 

decrease in ECSA degradation. Therefore, the rate of ECSA degradation slows down as the stack 

size increases. Figure 4.10d illustrates the cell voltage degradation over time due to ECSA loss 

at a current density of 0.5 A cm-2, as calculated using Equation 2.38. The degradation in 

performance closely follows the trends in ECSA decay, as anticipated, and is in good agreement 

with the measured voltage losses reported in the literature for degraded ECSA levels at lower 

current densities, such as 0.5 A cm-2 [114].  

Based on the calibrated parameters in Table 4.1, it is observed that the electrochemical 

dissolution mechanism is the dominant degradation mechanism in all simulated stacks shown in 

Figure 4.10, and is responsible for approximately 99% of the overall degradation rate on average. 

This finding indicates that the contribution of chemical degradation is negligible, which is in 

agreement with the previous findings in the literature [37].  

Furthermore, it is observed that the degradation rates are higher at the beginning of the simulation 

and gradually decrease over time. This can be attributed to the gradual performance degradation 

of the fuel cell, which leads to higher current densities required to deliver the desired power. As 

the fuel cell operates at lower degraded voltages, the degradation rate is reduced over time. 
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                                         (a)                                                                                     (b) 

 

 

               (c)                                                                                 (d) 

Figure 4.10: Simulated effect of stack size on cathode catalyst degradation under fuel cell transit bus 

operation at 80℃ under the drive cycle shown in Figure 4.5: (a) normalized ECSA decay with time for the 
complete simulation time; (b) Pt oxide fractional coverage averaged over all particle sizes with time for 
one drive cycle; (c) Pt ion concentration with time for one drive cycle; and (d) cell voltage degradation 

over time at 0.5 A cm-2 [108]. 
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4.1.2. Effect of temperature on ECSA degradation  

To investigate the impact of stack temperature on ECSA loss, the degradation model is 

applied separately with three different temperatures (60, 70, and 80℃). These simulations are 

conducted for a stack with a nominal power of 264 kW under the same transit bus drive cycle. 

The corresponding polarization curve for each temperature is used in the analysis (Figure 4.8). 

The simulation results shown in Figure 4.11 illustrate a significant increase in ECSA loss as the 

temperature is raised (Figures 4.11a, c, and d) [108]. This observation is in agreement with the 

reaction rate equations used in the Butler-Volmer approach. At higher temperatures, the platinum 

dissolution and redeposition mechanisms are expected to occur at a faster rate, leading to 

accelerated platinum degradation. The oxide coverage, on the other hand, is not substantially 

impacted by the temperature as shown in Figure 4.11b. Similar to the previous cases, the 

dominant mechanism of platinum degradation is found to be the electrochemical platinum 

dissolution and redeposition, accounting for an average contribution of 99.1% to the overall 

degradation rate.  
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                                   (a)                                                                                       (b)  

 

                    (c)                                                                                 (d) 

 

Figure 4.11: Simulated effect of stack temperature on cathode catalyst degradation under fuel cell transit 
bus operation for a stack with a nominal power of 264 kW under the drive cycle shown in Figure 4.5: (a) 

normalized ECSA decay with time for the complete simulation time; (b) Pt oxide fractional coverage 
averaged over all particle sizes with time for one drive cycle; (c) Pt ion concentration with time for one 

drive cycle; (d) cell voltage degradation over time at 0.5 A cm-2 [108]. 
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4.1.3. Estimation of stack lifetime affected by cathode degradation  

The stack lifetime for the fuel cell transit bus drive cycle is estimated based on the 

simulated cathode catalyst degradation using a failure criterion of a 10% cell voltage drop at a 

constant current density of 0.5 A cm-2. This criterion is used to determine the point at which the 

degradation reaches a level that is considered unacceptable by US DOE for the desired 

performance of the fuel cell stack. Wang et al. [114] developed a model that correlates the voltage 

drop with the ECSA loss and validated it. Their study found that a 10% voltage drop at 0.5 A cm-

2 corresponds to an 85% ECSA loss, using a similar polarization curve as in the present study. 

This finding aligns with the results obtained in this work (Figures 4.10 and 4.11). Therefore, the 

cathode lifetime is estimated based on the criterion of an 85% ECSA loss. Figure 4.12 presents 

the estimated stack lifetimes for each scenario [108]. As shown in Figure 4.12a, the lifetime 

decreases non-linearly from 20,600 to 4,300 hours at 80℃ as the stack nominal power increases 

from 132 to 396 kW. Additionally, Figure 4.12b demonstrates that increasing the cell temperature 

from 60 to 80℃ results in a 61% reduction in lifetime for a stack with a nominal power of 264 kW.   

   

        (a)                                                                                 (b) 

Figure 4.12: Effects of (a) stack size at 80℃ and (b) stack temperature for the 264-kW stack on the 
estimated stack lifetime [108]. 

 

 



 
 

73 
 

The US DOE has set lifetime targets for fuel cell applications, including a target of 25,000 hours 

for fuel cell buses by 2020 [5]. However, based on the tested conditions shown in Figure 4.12, it 

is evident that the catalyst degradation at the cathode does not meet this target, even in the 

absence of other modes of fuel cell degradation. To achieve the DOE target, a strategy of 

operating the smallest stack at lower temperatures is considered since it allows to run the stack 

at the minimum achievable UPL with lower platinum dissolution and redeposition rates due to 

lower temperatures. It is determined that the 132-kW stack, operating at 70 and 60℃, can achieve 

lifetimes of 35,000 and 63,000 hours, respectively, before reaching the catalyst failure criterion. 

This indicates that these conditions meet and exceed the DOE requirement. Additionally, recent 

advancements in degradation mitigation strategies have introduced approaches such as 

encapsulating platinum particles within the micropores of high surface area carbon support [115]. 

These strategies have the potential to further enhance catalyst durability and contribute to 

extended lifetime of fuel cell systems.  

 In this chapter, the developed catalyst degradation model was calibrated with a variety of 

AST conditions including different potential cycles, LPLs, UPLs, and temperatures. Then, the 

validated model was utilized to simulate catalyst degradation under a real-world transit bus drive 

cycle. The stack size and temperature were found to have strong effects on catalyst degradation. 

Specifically, smaller stacks operating at lower temperatures were observed to experience reduced 

levels of degradation. 
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Chapter 5:  Membrane degradation and lifetime  

 In this chapter, the membrane degradation model is first calibrated for mechanical and 

chemical degradation mechanisms using in-house measured accelerated stress test data. Then, 

the model is applied to estimate the membrane degradation and determine its lifetime under real-

world FCEV operation conditions.  

Cylindrical bundles with lengths of 50-100 nm are created in the network as shown by Ref. [91]. 

It is assumed that each bundle consists of 9 ionomer chains, which is the reported stable 

aggregate number according to references [83, 84]. To ensure the formation of clusters within the 

network, a sufficient number of bundles is required. In this work, the number of bundles is set to 

20,000, following the recommendation in references [95, 96]. The critical crack length of 2,500 

nm, as suggested by references [95, 96], is considered for this study. The validity of this value 

will be assessed in the calibration procedure section. Given the stochastic nature of the model, 

the simulation is repeated multiple times for each case until the standard deviation of the 

predictions converges to a single value. For each trial, a new network of interconnected bundles 

is generated. The simulations are performed on these networks, and the lifetime of each network 

is calculated. The average lifetime and the standard deviation of the lifetimes obtained from the 

simulations are then considered as the predicted lifetime and the uncertainty of the predictions, 

respectively.  

The model parameters are determined by calibrating the model using experimental results from 

membrane degradation tests. The calibration process involves separately calibrating the 

mechanical and chemical degradation phases of the model using test results specific to each 

degradation mechanism. This approach simplifies and expedites the calibration process. The 

subsequent sections will provide a detailed explanation of the calibration procedure.  

5.1. The calibration of the mechanical degradation phase  

 The data required for the mechanical degradation mode of the model was obtained from 

ΔP-AMSTs which were run by another Ph.D. student at FCReL. After finishing the experiments, 

the calibration of the mechanical degradation mode of the model using the measured 

experimental membrane lifetimes was carried out in this thesis. The ΔP-AMST method subjects 

fuel cell membranes to higher stress amplitudes by applying humidity cycles and a pressure 

differential between the cathode and anode sides. The test assembly used for ΔP-AMSTs 
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includes a polycarbonate spacer, a pressurized bladder, a polyimide film, a reinforced membrane 

with a thickness of 15 µm, and GDL. To apply the stress tests to the membrane, a fuel cell test 

station equipped with water-injected evaporator-type humidifiers, an end-plate heater, mass flow 

controllers, and a backpressure control system is used. This setup allows for precise control of 

the operating conditions and provides the necessary infrastructure to conduct the ΔP-AMSTs. 

The water-injected evaporator-type humidifiers ensure proper humidification of the reactant 

gases, while the end-plate heater maintains the desired temperature. The mass flow controllers 

regulate the flow rates of the gases, and the backpressure control system controls the pressure 

differential applied to the cathode and anode sides of the membrane. The membrane is subjected 

to consecutive humidity cycles consisting of a 60-second dry phase (RH=30%) followed by a 30-

second wet phase (RH=100%). This cyclic exposure to dry and wet conditions is designed to 

accelerate membrane fatigue degradation based on dynamic membrane hydration changes 

during real-world operating conditions, whereas the applied pressure differential further reduces 

the test duration and facilitates stress adjustment in order to obtain fatigue lifetime curves. To 

eliminate any interference from chemical degradation, nitrogen is used as the carrier gas in the 

test. The pressure differential loss, indicating a significant decrease in pressure across the 

membrane, is used as the failure criterion in this test. Monitoring the pressure differential allows 

for the assessment of membrane degradation and the determination of its lifetime under the 

applied stress conditions. The details of the test setup and the experimental procedure are found 

in Ref. [63]. Figure 5.1 shows a schematic of the ΔP-AMST.  

 

 

 

   

 

Figure 5.1: A schematic of the ΔP-AMST. 

 

Finite element simulations are carried out to determine the initial stress distribution in the 

membrane under the ΔP-AMST conditions by Mazrouei et al. [116]. These simulations are based 

on the stress-strain curves of the membrane obtained from experimental data under different 
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ambient conditions. For each test, two separate simulations are performed, one for dry conditions 

and another for wet conditions. Hence, the maximum stress obtained from the finite element 

simulations for each case is used as the input stress value in Equation 2.22. The G'Sell-Jonas 

phenomenological model [117], [118], [119] is employed to characterize the constitutive response 

of the membrane. This model takes into account the effects of temperature, RH, and strain rate, 

all included into a single equation. The G’Sell-Jonas’ model is added to the initial yield as an 

isotropic hardening function. Therefore, the yield stress equation used as the constitutive equation 

after modifying using the G'Sell-Jonas is as follows.  

𝜎𝑦 = 𝜎𝑦0 +𝐾(𝑇, 𝑅𝐻)(1 − 𝑒
−𝑤(𝑅𝐻)𝜀)𝑒ℎ(𝑅𝐻)𝜀

2
𝜀̇𝑚  (5.1) 

where 𝜎𝑦0 represents the initial yield strength, 𝜀 denotes the strain, and 𝐾, 𝑚, 𝑤, and ℎ are all 

functions of temperature and RH. The material parameters in Equation 5.1 are determined 

through tensile tests conducted using dynamic mechanical analysis (DMA) under various 

conditions of temperature, humidity, and strain rates [46]. Figure 5.2 illustrates the resultant initial 

stress distribution across the membrane under one ΔP-AMST condition at 60℃ and a pressure 

differential (ΔP) of 8 kPa, considering both the dry and wet phases, and Table 5.1 shows the 

results of the experiments and finite elements simulations implemented by [116]. As expected, 

the stress is intensified with a higher ΔP. It is also understood that the stress magnitude is higher 

in dry cases compared to wet cases under identical conditions due to membrane contraction 

during dry cycles.  
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Figure 5.2: The tensile stress distribution across the membrane obtained from the finite element 
simulations at (a) dry and (b) wet phases of ΔP-AMST at 60℃ and ΔP=8 kPa [116]. 

 

Table 5.1: The results of the ΔP-AMSTs and finite element simulations [116]. 

Temperature 

(℃) 

ΔP 

(kPa) 

Maximum stress at wet 

condition (MPa) 

Maximum stress at 

dry condition (MPa) 

Lifetime (RH 

cycles) 

90 3 2.8 5.65  3453 

90 4 3.5 6.72 1605 

90 5 4 7.8 1127 

90 8 6 11.54 161 

60 8 7.53 11.2 4122 

60 11 8.5 14.7 1012 

60 13 10.29 17.81 571 

 

The tuning parameters (𝜏0, 𝐸𝑎 and 𝜈) in the pure mechanical degradation rate equation (Equation 

2.23) are adjusted based on the results obtained from the ΔP-AMSTs and finite element 

simulations conducted at various temperatures and pressure differentials. The wide ranges of 

temperatures and pressure differentials ensure the accuracy and reliability of the calibration 

process.  

a b 
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5.1.1. The utilization of optimization in calibration   

The tuning parameters are adjusted using the genetic optimization algorithm using the 

least squares method. The objective function is defined as the sum of the squared errors between 

the modeling results and experimental data at each data point as below. 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =∑[
𝐿𝑒,𝑖 − 𝐿𝑚,𝑖
𝐿𝑒,𝑖

]

2𝑁

𝑖=1

  (5.2) 

where 𝐿𝑒 and 𝐿𝑚 are the lifetimes obtained from experiment and model, respectively and N is the 

number of data points. The design variables are the tuning parameters (𝜏0, 𝐸𝑎 and 𝜈) in Equation 

2.23. After the optimization process, the values of the tuning parameters are determined as 𝜏0 =

4.58 × 10−11 s, 𝐸𝑎 = 129.06  kJ mol-1, and 𝜈 = 1.58 × 10−27 m3. Figure 5.3 shows a 

comparison between the results obtained from the calibrated model and the experimental data, 

and signifies a favorable agreement between them.  

 

    

 

 

 

 

 

 

 

 

Figure 5.3: The results of the calibration of the model with the experiments under the pure mechanical 
degradation. 

 

Figure 5.4 illustrates the formation and growth of clusters over time for two specific cases (ΔP=3 

kPa at 90℃ and ΔP=8 kPa at 60℃). The figure shows that there is a rapid growth of a main cluster 
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within a specific single RH cycle, which ultimately leads to membrane failure in the form of fatigue-

fracture. This phenomenon is known as the percolation of the network. Based on the observations 

in Figure 5.4 and analysis of other simulated cases, it is determined that a critical cluster length 

of 2,500 nm corresponds to membrane failure.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.4: The growth of the longest cluster within the network over time for ΔP=3 kPa at 90℃ and for 

ΔP=8 kPa at 60℃ 

 

Figure 5.5a presents the number of failed ionomer chains and bundles over time for the ΔP-AMST 

case at 60℃ and ΔP=8 kPa and illustrates the significant increase in bundle failure rates during 

a short period of time leading up to the ultimate membrane failure. From a mechanical 

perspective, the presence of a defect in a material subjected to mechanical loading results in a 

notable concentration of stress around the defect. As a result, the likelihood of fracture occurring 

around the defect is significantly increased. The model takes into account this phenomenon 

through a non-uniform stress redistribution scheme. When a bundle fails, the adjacent bundles 

experience higher stress levels compared to those farther away. This leads to an increased 

breaking probability for the adjacent bundles due to the higher stress concentrations in their 

vicinity. As a result, while the initial failure of bundles may occur randomly across the membrane, 

subsequent bundle failures and cluster growth predominantly occur in the vicinity of the existing 

failed bundles. This is because the ionomer chains in the vicinity of the failed bundles have higher 

breaking probabilities, leading to the propagation of failures in that region. As the cluster grows, 

Rapid cluster growth and 

membrane failure  
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the stress concentration around it becomes increasingly intense. This leads to a rapid increase in 

the stress levels within the membrane, ultimately resulting in its failure within a very short period 

of time after the formation of the cluster. Figures 5.5b-d depict the rapid formation and growth of 

clusters in the membrane, eventually leading to membrane failure. 

 

 

  

 

  

 

 

 

 (a)                                                                           (b) 

 

 

 

 

 

 

 

                            

                                             (c)                                                                        (d) 

Figure 5.5: The results of the simulation of ΔP-AMST at 60℃ and ΔP=8 kPa: (a) the number of failed 
bundles and ionomer chains at any time and the cluster formation and development at (b) 87% of the 

membrane failure time, (c) 99% of the membrane failure time, and (d) the membrane failure time. 
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5.2. The calibration of the chemical degradation phase  

The model predictions for pure chemical membrane degradation are calibrated using the 

empirical model developed by [71], which is based on experimental results obtained during 

AMDTs. These tests primarily focused on chemical membrane degradation but, instead of 

isolating it from mechanical stress, strategically applied periodic light RH cycles. This approach 

facilitated a membrane failure mode (pinhole/fracture) that mirrors failures observed during field 

operations. Simultaneously, it reduced test duration compared to pure chemical AST. The chosen 

failure mode aligns with the current approach of fracture percolation simulation and its application 

for combined chemo-mechanical membrane degradation. A 10-cell stack was employed to gather 

statistically relevant data that can be utilized for lifetime prediction and uncertainty analysis. 

The empirical model considers a baseline membrane lifetime obtained from a baseline 

AMDT. The membrane lifetime under specific operating conditions is then estimated by 

extrapolating from the measured lifetime in the baseline AMDT to the selected operating 

conditions. This approach involves applying an acceleration factor (AF) for each stressor, which 

is determined by comparing the AMDT lifetime at a specific operating condition to the baseline 

lifetime. The AF represents the ratio of the lifetime at the specific operating condition to the 

baseline lifetime. After determining the acceleration factors for each stressor, the baseline lifetime 

is adjusted for the desired operating conditions. This is done by multiplying the baseline lifetime 

by the corresponding acceleration factors that represent the effects of stressors such as cell 

voltage, temperature, RH, and PITM. This adjustment accounts for the accelerated degradation 

caused by these stressors in the specific operating conditions. Therefore, the estimated 

membrane lifetime at the given operating conditions is calculated as [71]    

Membrane lifetime = 𝐿𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒𝐴𝐹𝑣𝐴𝐹𝑅𝐻𝐴𝐹𝑇𝐴𝐹𝑃𝐼𝑇𝑀  (5.3) 

where 𝐿𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 is the baseline lifetime. The value of the chemical degradation rate for each 

ionomer chain is calibrated by comparing it with the results obtained from the empirical model 

under different cell voltages and temperatures. This calibration is conducted while keeping the 

RH constant at 100%, which represents the typical operating condition of a fuel cell undergoing 

pure chemical membrane degradation during a load cycle. The average discrepancy between the 

calibrated results of the present model and the empirical model was found to be 0.25%. Figure 
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5.6 displays the results of the present model, including the calculated uncertainty, further 

demonstrating the accuracy and reliability of the model in estimating the membrane degradation. 

 

 

 

 

 

 

 

 

                                        (a)                                                                    (b) 

Figure 5.6: (a) The calibrated results of the present model for pure chemical degradation at RH=100%. (b) 
The chemical degradation rate for each simulation at RH=100%. 

 

Figure 5.7a illustrates the number of failed ionomer chains and bundles over time for the pure 

chemical membrane degradation at a cell voltage of 0.9 V and a temperature of 90℃. In contrast 

to the abrupt bundle failure observed in the pure mechanical degradation, the pure chemical 

degradation exhibits a more gradual impact on the failure of the bundles. Figure 5.7b-d show the 

progression of cluster formation at different stages of the simulation for the pure chemical 

membrane degradation. In this case, without the presence of mechanical stress, the ionomer 

chains exhibit the same degradation rate and breaking probability at any given time. As a result, 

clusters are observed throughout the entire domain rather than being concentrated in any specific 

region, as the degradation affects the domain uniformly. 
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                                       (a)                                                                                  (b) 

 

 

 

 

 

 

 

 

 

 

        (c)                                                                     (d) 

Figure 5.7: The results of the pure chemical degradation at 0.9 V and 90℃: (a) the number of failed 
bundles and ionomer chains at any time and the cluster formation and development at (b) 20% of the 

membrane failure time, (c) 60% of the membrane failure time, and (d) the membrane failure time. 
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5.3. Membrane degradation under a combined chemo-

mechanical degradation phase 

After independent calibrations of membrane degradation model under pure mechanical 

and chemical degradation modes, the combined chemo-mechanical degradation can be 

investigated. To this end, an RH cycle is implemented at a constant cell voltage and a constant 

temperature. The RH cycle and the applied cell voltage bring about a combined chemo-

mechanical membrane degradation. Hence, the ΔP-AMST with ΔP=8 kPa at 60℃ is chosen and 

coupled with a cell voltage of 0.9 V. The results are shown in Figure 5.8. The resulting membrane 

lifetime is lower than the case under pure mechanical degradation as expected due to the 

additional chemical degradation. The onset of bundle failure occurs earlier than in the pure 

mechanical case due to the degradation contribution from the chemical degradation. The chemo-

mechanical degradation features a more gradual bundle failure during the simulation time than 

pure mechanical degradation since the even distribution of chemical degradation rate across all 

the bundles prevents sudden cluster growth and membrane failure at a specific region after the 

first bundle breaks, as observed in pure mechanical degradation. This phenomenon also results 

in a more scattered distribution of broken bundles at the time of membrane failure.        
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                                         (a)                                                                               (b) 

 

                                     (c)                                                                           (d) 

 

Figure 5.8: The results of the combined chemo-mechanical degradation conducted using ΔP-AMST with 
ΔP=8 kPa at 60℃ and at 0.9 V: (a) the number of failed bundles and ionomer chains at any time and the 
cluster formation and development at (b) 53% of the membrane failure time, (c) 99% of the membrane 

failure time, and (d) the membrane failure time. 
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5.4. Simulating membrane degradation under a FCEV drive 

cycle  

The calibrated model is utilized to predict the lifetime of a membrane under real-world 

operating conditions. The vehicle operation is divided into two sections: SU/SD and the load 

cycles. The SU/SD phase is characterized by rapid changes in temperature and humidity as the 

fuel cell transitions from ambient conditions to the operating conditions and vice versa. The load 

cycle refers to the main operational phase during which the fuel cell reaches a stable temperature 

and humidity, and the vehicle is in active use. To analyze the membrane degradation under a 

realistic drive cycle, the transit bus drive cycle in the city of Victoria, B.C. presented in section 4.1 

with the same polarization curves is again considered. The initial potential cycles are obtained 

using the initial polarization curves as discussed in section 2.3. Furthermore, the voltage 

degradation, which was calculated in section 4.1 based on the ECSA drop, is again utilized for 

membrane degradation to update the potential cycles at any given time. Therefore, the catalyst 

and membrane degradation models are finally coupled together. The assumptions for the bus 

operation analysis are outlined below. 

1. The temperature and RH are assumed to remain constant throughout the 

load cycle. Certain variations in RH during the load cycles, resulting from changes in water 

production and heat generation due to transitions between high and low loads, are 

neglected. The RH is assumed to be 100% for all load cycle simulations. The RH is set at 

100% throughout the load cycle to enhance the performance and lifetime of the membrane 

as the membrane is known to exhibit better performance and lifetime under higher RH 

levels.  

 

2. The cell voltage drop over time is determined using the simplified Tafel 

kinetics approach, following the methodology outlined in section 2.3. 

 

3. No hybridization with a battery system is implemented, and the entire 

required power for the vehicle operation is solely generated by the fuel cell. 

The characteristics of the bus and fuel cell are described in Table 4.2.  

For the SU/SD analysis, the model considers the average temperature and RH observed 

in the city of Victoria as representative of the ambient conditions. The average temperature and 
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RH in January and August in the city of Victoria are reported as 6℃ and 90% RH, and 18℃ and 

73% RH, respectively [120]. They are taken as the typical ambient conditions in winter and 

summer. The duration of the SU/SD phase can depend on various factors, including the specific 

fuel cell system design such as sizes of heater and humidifier and operating conditions. In this 

thesis, different SU/SD durations are considered for each SU and SD: 30 s, 60 s, 90 s, 120 s. 

Figure 5.9 shows a schematic of the SU/SD and load cycles during real-world operation.       

 

 

 

 

 

 

 

 

 

 

 

Figure 5.9: A schematic of the SU/SD and load cycles. 

 

The stress distribution across the membrane is determined through finite element simulations and 

the maximum stress value across the membrane is extracted and utilized as input for the model. 

These simulations were carried out for realistic fuel cell conditions on the same MEA used for the 

ΔP-AMSTs when no pressure differential is applied (ΔP=0). A 1.5 MPa clamping pressure was 

applied to mimic the realistic fuel cell condition. The geometry of the MEA and the flow field plate 

is assumed according to [61]. The average lifetime of the simulations of different SU/SD durations 

and different ambient conditions for summer and winter are taken as the predicted lifetime for 

each case. Moreover, in order to maximize the lifetime of the fuel cell stack and meet the DOE 

lifetime target, the smallest stack that can meet the power demand is chosen. In Chapter 4, it was 

determined that smaller stacks tend to have lower UPLs, which can contribute to a longer lifetime 

by reducing the degradation rate. Figure 5.10 shows the mechanical and chemical degradation 

rates for a 132-kW stack operating at 90℃. The initial 60 s of this graph represents the start-up 
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phase, and the subsequent portion indicates the load cycle. The mechanical degradation of the 

fuel cell membrane is primarily observed during the SU/SD phase, which is characterized by rapid 

temperature and humidity variations. In contrast, during the load cycle, where the fuel cell 

operates at steady temperature and humidity conditions, the mechanical degradation was found 

to be negligible [100]. During the SU/SD phase, the mechanical degradation rates are significantly 

lower compared to the chemical degradation rates experienced during the load cycle. This can 

be attributed to the lower temperatures that the fuel cell operates at during the SU/SD phase, 

which reduces the severity of mechanical stresses on the membrane. The mechanical 

degradation was observed to be highly dependent on temperature (Figure 5.3), and lower 

temperatures during SU/SD can result in slower mechanical degradation rates. Additionally, the 

SU/SD cycles are noticeably shorter than the load cycles; thus, contribution of mechanical 

degradation to the overall degradation becomes even less important, as is likely the case for 

heavy duty vehicles. Figure 5.3 shows that severe RH cycles at elevated temperatures result in 

considerable mechanical degradation. However, the typical SU/SD cycle does not exhibit such 

extreme conditions. For instance, during a start-up cycle, the fuel cell initially operates at lower 

temperatures and relatively dry conditions. As the start-up progresses, both the temperature and 

relative humidity gradually increase.    

  

 

 

 

 

 

 

 

Figure 5.10: The variation of the mechanical and chemical degradation rates with time for a 132-kW stack 
operating at 90℃ under the transit bus drive cycle. 

 

Load cycle Start-up 
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Figure 5.11a shows the obtained membrane lifetimes for different temperatures with and without 

considering the effect of voltage loss calculated through catalyst degradation model. Assuming 

the voltage degradation over time on the membrane lifetime causes the membrane to operate at 

lower degraded voltages over time, resulting in a longer lifetime compared to the scenario where 

this effect is neglected. The results show that lower temperatures escalate the effect of voltage 

loss on lifetime since stacks running at lower temperatures exhibit higher lifetimes which lead to 

increased voltage loss accumulation over time. This continuous voltage loss over time contributes 

to even longer lifetimes at lower temperatures. The continuous voltage drop over time due to fuel 

cell degradation is likely to occur during any vehicle operation under real-world drive cycles and 

should be included in the fuel cell lifetime predictions. It is also understood that the 132-kW stack 

can meet the DOE fuel cell bus lifetime target when operating at 70℃ or lower temperatures. 

Figure 5.11b displays the membrane lifetimes when operating within different stack sizes. As 

observed in the catalyst degradation analysis, larger stacks inflict greater UPLs, leading to lower 

membrane lifetimes. Similar to the case of cathode lifetime, the 132-kW stack is found to deliver 

the highest membrane lifetime.      

 

 

 

 

 

 

 

 

                                          (a)                                                                         (b) 

Figure 5.11: The membrane lifetime under the transit bus operation; (a) for the 132-kW stack at different 
temperatures; (b) for different stack nominal powers at 80℃.    
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 In this chapter, the developed membrane durability model was separately calibrated using 

experimental tests for mechanical and chemical degradation. Subsequently, the model was 

utilized to simulate the membrane lifetime under real-world transit bus operation conditions. It was 

observed that smaller stacks operating at lower temperatures exhibited greater durability. 

Furthermore, the voltage degradation resulting from ECSA drop was found to positively impact 

membrane durability.   
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Chapter 6: Overall stack lifetime and degradation 

mitigation strategies  

Catalyst and membrane experience different degradation mechanisms and processes 

which can affect each other’s performance and degradation. The cathode catalyst degradation 

involves phenomena such as platinum particle dissolution and redeposition which result in particle 

size growth, leading to a reduction in the ECSA. On the other hand, the membrane degradation 

includes mechanical degradation, chemical degradation, or a combination of both, resulting in 

fracture, tear, and gas crossover. The catalyst degradation affects the membrane performance 

and degradation by diffusing and depositing platinum ions into membrane and by cell voltage 

degradation. Since catalyst degradation and membrane degradation occur through different 

mechanisms and processes, their lifetimes may vary even when subjected to the same operating 

conditions. In this chapter, the lifetimes of the catalyst and membrane will first be compared under 

identical operating conditions to obtain valuable insights into their relative susceptibility to 

degradation. Then, the overall stack lifetime will be evaluated as a function of operating conditions 

to determine what factors limit its durability. Finally, strategies will be explored to enhance the 

stack lifetime through mitigation of lifetime-limiting factors. The findings of this chapter will be 

crucial in the design and optimization of fuel cell systems, as they help identify where additional 

attention and mitigation strategies should be focused. Figures 6.1a and 6.1b present the 

simulated cathode catalyst layer and membrane lifetime change with cell temperature and stack 

size under the same transit bus drive cycle, respectively. The 132-kW stack is chosen to 

investigate the effect of temperature on lifetime in Figure 6.1a as it was found to be the most 

durable stack against membrane and cathode degradation mechanisms. In almost all the cases, 

the membrane was found to be the more vulnerable component to degradation due to the severe 

chemical degradation during load cycle. The temperature and stack size affect the membrane 

and cathode lifetimes to different extents. The variation of temperature was found to affect the 

membrane lifetime more significantly than the cathode lifetime while change of stack size resulted 

in more cathode lifetime change.  
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                                  (a)                                                                                      (b) 

Figure 6.1: Simulated membrane and cathode lifetimes under the transit bus drive cycle (a) at different 
temperatures in a 132-kW stack; (b) in different stack sizes at 80℃. 

 

According to Figure 6.1, the membrane and catalyst within the 132-kW stack operating at 70℃ or 

lower temperatures were the only cases to be observed to meet the lifetime targets set by the US 

DOE. The fuel cell components fell short of meeting the lifetime target in other cases. This 

highlights the need for the development and evaluation of degradation mitigation strategies to 

ensure long-term performance and durability of the fuel cell system. In this chapter, two 

degradation mitigation strategies are discussed and evaluated: lowering the cell temperature and 

using voltage clipping.  

6.1. Reducing the cell temperature as a degradation mitigation 

strategy  

Figure 6.1 shows that both catalyst and membrane lifetimes are significantly affected by 

the temperature. The lifetimes of catalyst and membrane non-linearly increases by decreasing 

the temperature. However, the dependency of membrane lifetime on temperature is more 

substantial compared to that of the catalyst. The non-linear increase in lifetimes with decreasing 

temperature suggests that operating the fuel cell at lower temperatures can lead to improved 

DOE fuel cell 

bus lifetime 

target 
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durability and extended lifetimes for both the catalyst and membrane due to slower degradation 

kinetics at lower temperatures. For instance, both membrane and catalyst are found to meet the 

DOE lifetime requirement when operating at 70℃. However, they fall short of meeting the DOE 

lifetime target when running at 80℃. These results highlight the importance of temperature control 

in the fuel cell system. Furthermore, according to Figure 4.6, the fuel cell performance drop due 

to lowering the temperature from 80℃ to 70℃ is negligible; thus, fuel cell operation at 70℃ 

appears to be one effective approach to mitigate the degradation and meet the lifetime target. 

Lowering the cell temperature, however, may lead to a number of drawbacks such as lower 

efficiency which results in more hydrogen consumption, and a need for more efficient heat 

dissipation and water management.  As the cell temperature decreases, it becomes more crucial 

to effectively manage and dissipate the excess heat generated during operation. On the other 

hand, according to Figure 4.6, the marginal performance trade-off at lower temperatures (such as 

70°C) suggests that any surplus heat generated and water accumulation may not pose significant 

challenges and could be effectively managed.  

6.2. Voltage clipping by fuel cell hybridization with a battery   

In addition to high temperatures, excessive voltage also leads to high levels of degradation 

for both catalyst and membrane. Voltage clipping involves setting a predefined upper limit, known 

as the clipping voltage, to prevent the fuel cell from operating at excessively high voltages. By 

implementing voltage clipping, the system can avoid prolonged exposure to high voltages that 

can accelerate degradation processes. Setting the clipping voltage is critical in managing the 

balance between degradation and performance in fuel cell systems. The clipping voltage is 

chosen to prevent excessive degradation while still maintaining the required performance levels. 

The voltage and power drawn from the fuel cell stack are interconnected through the polarization 

curves. As the power drawn from the stack decreases, the voltage typically increases due to the 

non-linear characteristics of the polarization curve. Therefore, by setting a minimum power limit, 

the power drawn from the stack is restricted to a certain level, which in turn establishes a 

maximum voltage limit. The minimum power limit is set above the typical limit imposed by the 

operating conditions to ensure limiting the maximum voltage. Therefore, the excess power 

generated by the fuel cell after setting the minimum power limit should be stored in a battery. In 

addition, a smaller stack can be chosen when the fuel cell is hybridized with a battery since the 

stored energy in the battery can compensate for the lower power output of a smaller fuel cell stack 

during periods of high power demand. The maximum power that the smaller stack can provide 
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after hybridization is called the maximum power limit. The maximum power limit is in fact an 

indication of the new stack size. Figure 6.2 displays a schematic of how hybridization is applied 

(pmax and pmin denote the maximum and minimum power limits, respectively) and Figure 6.3 shows 

a schematic of a hybrid fuel cell-battery electric bus.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.2: A schematic of power management in a hybridized system. 

 

 

Figure 6.3: A schematic of a hybrid fuel cell-battery electric bus [114]. 
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As mentioned earlier, the hybridization process results in the selection of a smaller fuel cell stack, 

which offers improved durability and cost-effectiveness. However, the smaller stack operates 

under different cell conditions to meet power demands efficiently. For example, the cells in a 

smaller stack tend to operate at lower voltages, higher current densities, and higher power 

densities compared to the ones in a larger stack to meet the similar power demand. This fact 

might have some unfavorable consequences for the fuel cell system such as drawing more 

current density since stacks operating at higher current densities will have lower voltage 

efficiencies. The higher current density might lead to more hydrogen consumption by the stack. 

A normalized hydrogen consumption variable is defined as the ratio of hydrogen consumption in 

any hybridized case to that in a non-hybridized case. Hydrogen consumption is proportional to 

the current density and stack size, therefore                  

Normalized hydrogen consumption = 
𝑖𝑎𝑣𝑔,ℎ×𝑁𝑐𝑒𝑙𝑙,ℎ𝐴𝑐𝑒𝑙𝑙,ℎ

𝑖𝑎𝑣𝑔×𝑁𝑐𝑒𝑙𝑙𝐴𝑐𝑒𝑙𝑙
  (6.1) 

 

where 𝑁𝑐𝑒𝑙𝑙,ℎ, 𝐴𝑐𝑒𝑙𝑙,ℎ are the number of cells and cell area after hybridization, respectively and 

𝑖𝑎𝑣𝑔,ℎ and 𝑖𝑎𝑣𝑔 are the average current densities over a drive cycle after and before the 

hybridization, respectively.  

6.2.1. The optimization of the hybridized system 

Hybridization is anticipated to enhance the fuel cell lifetime and reduce the fuel cell cost. 

Nonetheless, it might lead to an increase in hydrogen consumption which is an unfavorable 

consequence of hybridization. Since hybridization affects these functions differently, an 

optimization process is necessary to thoroughly investigate and optimize the overall fuel cell 

system. To this end, the multi-objective genetic algorithm is utilized where the objective functions 

are the fuel cell lifetime (which is the least lifetime between the membrane and cathode lifetimes) 

and the normalized hydrogen consumption. Fuel cell lifetime is implicitly obtained by running the 

developed cathode and membrane lifetime models during the genetic algorithm implementation. 

The design variables are the maximum and minimum power limits (pmax and pmin). The optimization 

assumptions are summarized as follows. 

• the input energy stored in the battery is assumed to be approximately equal to the 

energy drawn from the battery and supplied to the system within a single drive 
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cycle. In this way, the battery will be designed to prevent overcharging and it will 

not fall short when needed. 

 

• The battery degradation is not taken into consideration.  

 

• The cell temperature is kept at 80℃.  

Table 6.1 summarizes the defined optimization problem.  

 

Table 6.1: Summary of the optimization of the hybridized system. 

Objective functions Fuel cell lifetime Hydrogen 

consumption 

Design variables pmax pmin 

Condition 𝐸𝑖𝑛𝑝𝑢𝑡,   𝑏𝑎𝑡𝑡𝑒𝑟𝑦 = 𝐸𝑜𝑢𝑡𝑝𝑢𝑡,   𝑏𝑎𝑡𝑡𝑒𝑟𝑦 

     

Unlike traditional optimization, which focuses on a single objective function, multi-objective 

optimization considers multiple objectives simultaneously. These multiple objectives can conflict 

with each other. The goal is to find a set of solutions known as the Pareto frontier, representing 

the best trade-offs between the various objectives. These solutions cannot be improved in one 

objective without sacrificing another. There is no single optimal solution for multi-objective 

optimization problems. Instead, the goal is to provide the designers with a range of optimal 

solutions, allowing them to choose the one that best aligns with the design requirements and 

targets. Figure 6.4 shows the Pareto frontier, and Table 6.2 presents the details of the optimization 

results including the values of objective functions and corresponding design variables.  
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Figure 6.4: The resulting Pareto frontier of the optimization problem. 

 

Table 6.2: The optimization results, values of objective functions, and corresponding design variables at 
Pareto frontier. 

pmax (kW) pmin (kW) 
Normalized H2 
consumption 

Lifetime 
(hrs) 

Stored (or supplied) energy per 
drive cycle in the battery (kWh) 

41.91 39.57 1.23 61600 9.93 

42.41 39.39 1.22 59588 9.80 

50.00 37.11 1.16 46156 8.18 

54.45 35.91 1.14 39661 7.32 

56.90 35.31 1.13 35880 6.90 

59.11 34.78 1.12 32500 6.53 

64.10 33.65 1.096 26605 5.74 

70.18 32.52 1.08 21428 4.94 

79.30 30.93 1.06 15840 3.84 

93.20 29.15 1.05 11878 2.63 

107.04 27.67 1.04 9617 1.65 

no 
hybridization 

no 
hybridization 1 7953 0 

 

According to Figure 6.4, a hybridized fuel cell-battery system results in an improved fuel cell 

lifetime which comes with the expense of an increased hydrogen consumption rate. At a higher 

hybridization level, the fuel cell lifetime and hydrogen consumption rate increase. In this case, the 

DOE fuel cell bus lifetime target 
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choice of hybridization level is dictated by the design requirements. For example, to meet the 

minimum fuel cell lifetime set by DOE (25,000 hours), the designer should choose specific power 

limits (pmax = 64.10 kW and pmin = 33.65 kW) for the fuel cell system. This selection ensures a fuel 

cell lifetime of 26,605 hours while minimizing the increase in hydrogen consumption rate due to 

hybridization (a 9.6% increase in hydrogen consumption rate). The hybridized fuel cell also 

generates extra heat due to lower efficiency. Table 6.2 shows the resulting specifications of each 

hybrid scenario and quantitatively demonstrates how fuel cell lifetime and hydrogen consumption 

increase with the level of hybridization. It also presents the stored energy in the battery within a 

drive cycle. According to the optimization assumption, the same energy is drawn from the battery 

within the same drive cycle. This energy can be considered as the chosen battery capacity. This 

way ensures that the selected battery capacity is sufficient to meet the energy demands of that 

specific hybridization level.    

6.3. Model results comparison with the actual fuel cell bus 

operation 

 Although the lifetime models have been extensively validated with published experimental 

results, it is still valuable to compare the model predictions with real-world transit fuel cell bus 

operations. While there have been significant advancements in fuel cell technology and real-world 

applications, comprehensive studies examining the long-term performance and degradation of 

fuel cell buses in actual operational settings are relatively scarce. The high confidentiality 

surrounding the results and data from real-world fuel cell bus operations can be a significant factor 

hindering their publication. In many cases, fuel cell bus projects involve partnerships between 

private companies, government agencies, and research institutions. As a result, the data collected 

during these projects may be considered proprietary or sensitive due to commercial interests or 

contractual agreements. The collaboration between DOE and the National Renewable Energy 

Laboratory (NREL) has led to the publication of a report on the long-term operation of fuel cell 

transit buses [121]. The report evaluates the degradation of older buses that have been in 

operation since 2010. Specifically, the analysis focuses on 15 buses from the bus fleet operated 

by Alameda-Contra Costa Transit District (AC Transit) in Oakland, California. In their study, 

specific fuel cell system diagnostics were not available which made the process of degradation 

analysis challenging. However, they used the changes observed in the recorded fuel economy as 

a substitute or proxy for assessing the performance of the fuel cell system instead of the degraded 
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voltages. As the voltage decreases over time, the fuel cell's ability to generate power diminishes, 

potentially affecting the vehicle's ability to complete routes, especially those involving hills or 

challenging terrains; thus, reducing the fuel cell efficiency. The reduction in efficiency results in 

more fuel consumption to produce the same amount of power. Therefore, the fuel consumption 

will increase over time during the operation due to the degradation. The fuel economy records 

demonstrate that the fuel economy of these transit buses exhibited seasonal fluctuations but 

experienced a steady decline over time [121]. This reduction in fuel economy is attributed to the 

degradation of the fuel cell, which affected its efficiency and overall performance. This study 

shows that, on average, the fuel economy of the buses decreased by 1.3% for every 1,000 hours 

they were in operation, and the fuel cell buses lost approximately 20% of their initial fuel economy 

after an average of 17,000 hours of operation. The study revealed notable variations among the 

buses in terms of fuel economy decay rates and the time it took for a 20% loss in fuel economy. 

The fuel economy decay rate per 1000 hours exhibited a standard deviation of 0.4%, and the time 

to a 20% reduction in fuel economy has a standard deviation of 6,500 hours [121].  

 NREL’s report does not provide essential information on decisive parameters such as cell 

temperature, stack specifications, drive cycle data, etc. that significantly influence fuel cell 

performance and degradation over time. Therefore, comparing the model results with the 

estimated lifetime provided by NREL presents specific challenges. In this thesis, the time to a 

20% reduction in fuel economy (which is equivalent to the time to a 20% increase in the hydrogen 

consumption) is calculated for all the cases considering the voltage degradation over time. 

Voltage degradation results in a decreased output power over time, necessitating operation at 

higher currents to meet the power demands. Therefore, the fuel cell consumes more fuel over 

time due to degradation. Figure 6.5a shows the power density change with current density at 

different stages over time. The change of current density after 15% voltage drop at 0.5 A cm-2 

while operating at a fixed power density of 0.4 W cm-2 is demonstrated as an example. The 

increase in current density over time during the drive cycle results in a higher consumed hydrogen. 

Figure 6.5b illustrates the correlation between voltage drop and the fuel consumption rise for a 

fuel cell bus operation with the drive cycle shown in Figure 4.5. The results suggest that a 20% 

increase in hydrogen consumption is equivalent to a 12.5% voltage drop.     
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                        (a)                                                                                             (b) 

Figure 6.5: (a) Power density change with current density at different stages over time; (b) hydrogen 
consumption rise with the voltage drop at 0.5 A cm-2. 

Following calculation of the fuel consumption rise over time, the time to a 20% increase in the 

hydrogen consumption is calculated for a number of cases, and the results are shown in Figure 

6.6.  

 

 

 

 

 

 

 

 

Figure 6.6: The time to a 20% increase in the fuel consumption for different scenarios. 
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Figure 6.6 reveals that the calculated times for different scenarios are relatively consistent with 

the range observed in real-world operation. The lack of details in the published results as well as 

the dependency of lifetime on the operating conditions and stack specifications make a more in-

depth comparison challenging.   

 In this chapter, the membrane and catalyst lifetimes were compared under identical 

operating conditions. Then, degradation mitigation approaches such as operation at low 

temperatures and utilization of a fuel cell-battery hybridized system were investigated. A multi-

objective genetic algorithm was employed to optimize the hybridized system. While operating at 

lower temperatures can effectively enhance the fuel cell lifetime, it may reduce fuel cell efficiency, 

necessitating more robust water management and heat removal strategies. Additionally, it was 

found that hybridized fuel cell systems can result in a smaller and more durable stack, albeit with 

higher hydrogen consumption and heat generation.   
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Chapter 7: Conclusions and recommendations 

This thesis focuses on developing fundamental degradation models for PEMFC 

components (i.e., cathode catalyst and membrane) to predict their lifetimes under various lab 

conditions and real-world operations. The cathode catalyst and membrane experience different 

degradation mechanisms, and they fail under different criteria; therefore, their degradation 

mechanisms should be studied separately to independently develop their modeling procedures. 

Following the establishment of separate modeling frameworks for the catalyst and membrane 

degradation mechanisms, possible couplings between the degradation mechanisms of these two 

components have been integrated into the model.  

Cathode catalyst degradation mechanisms primarily include platinum degradation and 

carbon corrosion. Carbon corrosion results in detachment of the platinum particles and their 

subsequent reattachment to the existing supported platinum particles. Notably, carbon corrosion 

was observed to have a significantly slower kinetic rate compared to the platinum degradation 

under the potentials below OCV. Platinum degradation is a critical factor contributing to the 

majority of cathode failures in fuel cells and involves the dissolution and redeposition of the 

platinum particles through electrochemical and chemical degradation mechanisms. The platinum 

particle size in the catalyst layer exhibits a wide range of variations and is not uniform. As per the 

Ostwald ripening phenomenon, smaller particles predominantly experience dissolution because 

of their lower dissolution equilibrium potential, leading to the formation of platinum ions. 

Subsequently, the generated platinum ions dominantly redeposit on the larger particles, causing 

an overall increase in the average particle size over time. This phenomenon contributes to the 

platinum particle growth over time, leading to a reduction in the available active surface area and 

catalytic performance of the cathode. Furthermore, an oxide coverage layer may form over 

platinum surface at high potentials as a result of the degradation. In this thesis, the platinum 

dissolution and redeposition, oxide coverage over the platinum surface and the platinum ion 

formation were modeled using the well-known Butler-Volmer approach.  

A realistic observation of the platinum particle distribution is required to develop a catalyst 

degradation model. Therefore, two samples of the catalyst were taken for electron microscopy to 

study the structure of the platinum distribution. The first sample was a pristine catalyst processed 

after the catalyst ink preparation. The TEM images taken from the pristine sample revealed the 

platinum PSD observed from the carbon supported platinum particles. The second sample was 

related to a degraded sample that had undergone 25,000 AST cycles. The degraded sample 
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indicated non-uniform platinum PSDs at different regions across the catalyst. The analysis of the 

catalyst region near the membrane interface showed a lower platinum concentration compared 

to the middle of the catalyst. This observation is attributed to the migration and diffusion of 

platinum ions generated in proximity to the membrane interface. These platinum ions may move 

toward the membrane under the influence of electric fields and diffuse into the membrane, 

resulting in a decrease in the platinum concentration in that region.  

Although the TEM and SEM images demonstrated the platinum ion movement within the 

catalyst and their deposition into the membrane, the results of the developed 0-D model agree 

well with the published results in the literature. Moreover, several studies in the literature have 

successfully utilized 0-D model which further justifies the usage of 0-D model in this thesis. To 

ensure the reliability of the model, the reaction rate constants were successfully calibrated using 

published degradation results from a range of AST cycles with varying UPLs, LPLs, and 

temperatures. The reaction rate constants were adjusted by comparing ECSA resulted from the 

model and the published results in the literature.   

The calibrated catalyst degradation model was employed to simulate the platinum 

degradation under a real-world transit bus operation in the city of Victoria, B.C., Canada. The fuel 

cell bus recorded drive cycle was converted into the voltage profile using a typical polarization 

curve and stack specifications. The catalyst degradation was coupled with the performance 

degradation by calculating the voltage drop using simple Tafel kinetics and updating the 

polarization curve throughout the simulation. As the voltage decreases over time, the degradation 

process tends to slow down compared to the initial stages of the simulation. In addition, the effects 

of stack size and cell temperature were investigated on the catalyst degradation and lifetime. The 

estimation of cathode lifetimes was carried out by considering a 10% voltage drop at 0.5 A cm-2. 

The investigation revealed that larger stacks tend to operate at higher voltages, resulting in higher 

catalyst degradation rates. Increasing the stack size from 132 to 396 kW at 80℃ led to a significant 

79% reduction in the cathode lifetime under the transit bus drive cycle. Temperature was also 

identified as a major factor affecting cathode degradation, with higher temperatures leading to a 

substantial decline in cathode lifetime. Raising the temperature from 60 to 80℃ for a stack with a 

nominal power of 264 kW under transit bus operation resulted in a 61% reduction in cathode 

lifetime due to more pronounced platinum degradation rates at higher temperatures. Throughout 

the degradation simulations of different stacks at varying temperatures, electrochemical platinum 

dissolution emerged as the primary degradation mechanism, consistently contributing to over 

99% of the overall degradation rate. These findings highlight the importance of stack size and 
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temperature considerations in assessing and predicting fuel cell cathode lifetimes, providing 

crucial insights for optimizing fuel cell system performance and durability. To enhance the cathode 

lifetime, it is recommended to explore smaller stacks operating at lower temperatures, provided 

that they meet the required power demand. Among the investigated scenarios, the smallest stack 

(132 kW) operating at lower temperatures (60 or 70℃) was observed to fulfill the US DOE's 

25,000-hour fuel cell transit bus lifetime target for cathode catalyst durability. However, this 

approach may result in a reduced maximum power output from the fuel cell stack, potentially 

impacting vehicle acceleration and overall power performance. Despite this trade-off, opting for a 

smaller stack could yield benefits in terms of lower capital costs, ultimately improving the system's 

overall economic viability.  

The membrane degradation is predominantly affected by mechanical and chemical 

degradation mechanisms. The mechanical membrane degradation occurs due to cyclic 

mechanical stresses caused by continuous variation in RH and temperatures while the chemical 

membrane degradation is a result of radical attack on the membrane at high potentials. In this 

thesis, a statistical model for membrane degradation was developed based on the fibrillar 

morphology of the membrane. The membrane was assumed to be composed of a network of 

connected bundles, with each bundle containing a certain number of ionomer chains. Then, the 

overall breaking probability of each ionomer chain was determined by separately considering 

mechanical and chemical degradation rates. Mechanical degradation rate was defined as the 

inverse of the thermally activated breaking time of a C-C bond in ionomer chains while the 

chemical degradation rate was taken to be a parameter which is a function of voltage, 

temperature, and RH. A bundle is deemed to have failed when all its ionomer chains have 

experienced failure. The stress is redistributed non-uniformly following the failure of a bundle, 

leading to increased stress on the adjacent bundles. The clusters of connected failed bundles 

represent microcrack within the membrane. The membrane is assumed to have failed when the 

longest path along the clusters exceeds a critical threshold value. The model is first successfully 

calibrated with the empirical results obtained from the fuel cell degradation tests under pure 

mechanical and chemical degradation mechanisms. The results of ΔP-AMSTs on a mechanically 

reinforced membrane were used to study the impact of applied pressure differential and 

temperature on pure mechanical membrane degradation. These tests covered a wide range of 

stresses and temperatures, providing valuable data for calibrating the model using the genetic 

optimization algorithm. The chemical degradation mode of the model is accurately calibrated 

using the AMDT results obtained for a wide range of temperatures and cell voltages. The results 
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showed that the chemical membrane degradation is significantly influenced by the cell voltage 

and temperature. The fully calibrated membrane degradation model was then utilized to simulate 

the membrane degradation under the real-world transit bus operation. The first finding of 

membrane degradation analysis under the bus drive cycle is that under pure mechanical 

degradation, crack propagation occurs noticeably rapidly after the formation of cracks, leading to 

membrane failure shortly after the onset of cracking. This behavior is attributed to the stress 

concentration around the failed bundle across the membrane. The bundles adjacent to the failed 

ones experience higher stress levels compared to the farther bundles, leading to rapid crack 

propagation and subsequent membrane failure. On the other hand, pure chemical membrane 

degradation follows a more gradual trend over time due to the absence of mechanical 

degradation.  Combined chemo-mechanical membrane degradation yields the shortest lifetime 

compared to pure mechanical and chemical degradation cases when implemented separately. 

The even distribution of chemical degradation rates across all bundles prevents abrupt cluster 

growth and membrane failure at a specific region after the breaking of first bundle. Therefore, it 

leads to a more gradual and scattered bundle failure pattern over time compared to the pure 

mechanical degradation case. Following the full calibration of the membrane degradation model, 

the transit bus drive cycle was employed to assess the membrane durability under real-world 

operating conditions. The membrane degradation model was coupled with the catalyst 

degradation model to account for the voltage drop over time due to the cathode degradation. 

During the transit bus load cycle operation, no mechanical membrane degradation is observed 

because the temperature and RH are maintained constant. The only degradation affecting the 

membrane during the load cycles is the chemical degradation caused by the applied cell voltages. 

Mechanical degradation solely occurs during SUSD cycles due to variations of temperature and 

RH. However, the results show that the rapid RH variation during low temperatures at SUSD leads 

to minimal mechanical degradation rates during SUSD compared to the chemical degradation 

rates during the load cycles. Cell temperature was identified as a critical factor affecting the 

membrane lifetime. Lowering the cell temperature from 90 to 70℃ resulted in a nearly 11-time 

increase in membrane lifetime under the transit bus drive cycle. Notably, the 132-kW fuel cell 

stack operating at 70℃ or below appears to meet the DOE 25,000-hour lifetime target for fuel cell 

buses. The inclusion of voltage drop over time due to cathode degradation resulted in higher 

lifetimes, especially at lower temperatures. Therefore, voltage degradation during operation was 

observed to be a significant phenomenon affecting the fuel cell lifetime which is expected to occur 

during any real-world vehicle operation and should be considered in the fuel cell lifetime prediction 

analyses. As observed in the cathode catalyst lifetime, smaller stacks contribute to a longer 
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membrane lifetime by yielding lower UPLs. However, the utilization of smaller stacks comes at 

the expense of higher hydrogen consumption to meet the same power demand.   

The analysis of transit bus degradation using various stack sizes and temperatures 

showed that the DOE lifetime target was not achieved in the majority of scenarios. Consequently, 

two degradation mitigation strategies were proposed: reducing the cell temperature and 

implementing fuel cell-battery hybridization. Lowering the temperature proved to be an effective 

approach, as a 132 kW-stack operating at 70℃ met the DOE lifetime target. Moreover, integrating 

a battery as part of the hybrid system led to a smaller stack size, which was anticipated to enhance 

the fuel cell lifetime, albeit with a higher hydrogen consumption. To address this trade-off, 

minimum and maximum power limits were established, and a multi-objective optimization was 

implemented using the genetic algorithm. The results indicated that hybridization proved to be a 

viable approach to enhance the fuel cell lifetime, successfully meeting the DOE lifetime target.  

Finally, the findings from this thesis were validated by comparing them with actual fuel cell 

bus operation data. Despite the lack of specific details on bus operating conditions, such as cell 

temperature, the estimated fuel cell lifetimes demonstrated a satisfactory agreement with the 

realistic bus operation results. This successful validation supports the reliability of the developed 

models.  

The findings of this thesis recommend that operating fuel cell transit buses at lower 

temperatures, without compromising the performance, is a promising strategy to meet the lifetime 

targets. Additionally, hybridization was identified as a viable approach to enhance fuel cell lifetime 

although it comes at the expense of increased fuel consumption and added complexity with a 

battery system. Ultimately, the designers must carefully evaluate these trade-offs and make a 

well-informed decision on which scenario to choose based on their specific requirements and 

priorities associated with their applications.  

For future work, studying the impact of hold times on catalyst degradation within an AST 

cycle could provide more valuable insights into the concurrent interaction of platinum degradation 

and oxide formation. Additionally, investigating the performance and degradation of batteries 

within a fuel cell-battery hybridized system is crucial to comprehend their effects on fuel cell design 

and overall system efficiency. Furthermore, to address the trade-offs between the fuel cell system 

cost, durability, and the operating cost (including fuel consumption), an analysis of vehicle 

lifecycle cost is proposed.    
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Appendix A. Performance loss due to membrane and 

cathode degradation  

In this section, the performance loss due to cathode and membrane degradation 

processes will be compared. To this end, an AMDT conducted by the Reference [101] is assumed. 

This test was carried out at a constant voltage of 0.9 V, temperature of 85℃ and RH of 100%, 

and was finished after around 900 hours. The developed catalyst degradation model is employed 

to estimate the cathode degradation under the abovementioned conditions. Figure A1 shows the 

resulting ECSA loss and fraction of oxide coverage change with time. The observed ECSA loss 

is significantly smaller compared to the cases with potential cycling. The reason is attributed to 

the extensive oxide coverage formed over the platinum surface at high constant voltage (Figure 

A1b) which prevents substantial platinum degradation. Figure A1b indicates a constant large 

oxide coverage due to the constant voltage at the last stages of simulation.          
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(b) 

Figure A1: (a) ECSA degradation; (b) fraction of oxide coverage change with time at 0.9 V, 85℃ and 

100% RH.   

 

Figure A2 displays the measured polarization curves at BOL and EOT presented by [101]. The 

voltage loss obtained from this experiment is considered as the total voltage loss due to 

membrane and cathode catalyst degradation processes.  

 

Figure A2: Polarization curves at BOL and EOT resulted from the AMDT [101]. 
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The voltage drop calculated using the cathode degradation model is subtracted from the total 

voltage loss to find the contribution of membrane degradation to the performance loss. Figure A3 

depicts the percentage of the membrane degradation contribution to the voltage loss at EOT for 

each current density.  

 

Figure A3: the percentage of the membrane degradation contribution to the voltage loss at EOT for the 

AMDT implemented at 0.9 V, 85℃ and 100% RH.   

 

According to the Figure A3, the contribution of the membrane degradation to the performance 

loss is small especially for the higher current densities (greater than 0.3 A cm-2). Higher voltages 

near OCV are mostly affected by the membrane degradation effects. It should be noted that these 

results are associate with the EOT which marks the end of life for membrane. During the 

experiment until the midlife, the membrane degradation effect on the performance loss even for 

the higher voltages is negligible, and the performance degradation is dominantly governed by the 

cathode degradation for a wide range of voltages [101].      
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Appendix B. The epoxy preparation for TEM images 

A block of MEDIUM hardness can be obtained by using the following formula based on a 

batch of 10 grams without the flexibilizer, DER 736: 

Table B1 

 (medium) (harder) (softer) (rapid) 

ERL 4221 
4.10g 

   

Diglycidyl ether of 

Polypropyleneglycol 

(DER® 736) 

1.43g 0.95g 1.90g  

Nonenyl succinic 

anhydride (NSA) 

5.90g    

Dimethylaminoethanol 

(DMAE) 

0.1g   0.2g 

 

A harder block can be produced by decreasing the DER® 736 component to 0.95 g in the above 

formula; a softer block by increasing the DER® 736 to 1.90 g. 

Preparation: 

Ensure precise measurement of the ingredients into a beaker. The quantities specified in 

the initial column are intended for firm blocks. Adjust the DER® 736 to 0.95g for harder blocks, 

and increase it to 1.90g for softer blocks. Increase the DMAE For a rapid cure. Add the catalyst 

(dimethylaminoethanol) last, after thoroughly blending the other components. If bubbles prove 

problematic, resolve the issue by placing the beaker into a desiccator under a gentle vacuum. 

Use either ethyl alcohol, acetone, tert-butyl alcohol, isopropyl alcohol, or propylene oxide 

for dehydration. When using ethanol and propylene oxide, exercise caution to eliminate all 

propylene oxide when transferring the specimen, as this volatile liquid can quickly evaporate, 

leaving the specimen dry. For infiltration, replace the solvent with a 1:1 mixture of solvent and 
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embedding medium, gently mixing for at least 30 minutes at room temperature. Subsequently, 

drain or pipette out the 1:1 mixture and substitute it with the 100% complete embedding medium 

for an additional 30-minute infiltration, preferably uncovered to allow any remaining solvent to 

evaporate. A second 30-minute infiltration with the 100% embedding medium is advisable. 

Transfer specimens to clean, dry capsules, which are then filled with fresh embedding medium. 

Achieve overnight polymerization at 60ºC. For rapid polymerization in 3 hours at 70ºC, increase 

the amount of catalyst (DMAE) to 0.2g in the formula mentioned above.  
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