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Abstract 
In a society of rapidly advancing vehicle safety for passengers, manufacturers con�nue to 
consider the safety of pedestrians as an a�erthought. In fact, nearly 1 in 5 people killed in 
car crashes every year in BC are pedestrians, and most of these deaths are preventable, 
according to the Insurance Corpora�on of Bri�sh Columbia [1]. The same ar�cle quotes that 
“Although late night/early morning pedestrian collisions (midnight to 6:00 am) are rela�vely 
infrequent, they have almost double the risk of fatality.” The sad reality of this sobering 
reality is the fact that even though the automobile has been on the market for over a 
century and vast technological advances have been made, the indirect safety of the 
pedestrian has been forgo�en in wake of engineering innova�on. To further supplement 
this, it has been reported that  hit-and-run fatali�es has been increasing at an average rate of 
7.2 percent per year since 2009 [2]. This highlights the detrimental nature of night-driving, 
as drivers rather abandon the dying vic�m than face jail �me, in hopes that the cover of 
darkness will aid their escape from prosecu�on.  Evidence clearly shows that the safety of 
innocent pedestrians has, unfortunately, not propor�onally grown to vehicular innova�on, 
and there is a gigan�c void of public concern wai�ng to be filled by technology. 

While such collision preven�on mechanisms may exist on a small selec�on of top-end luxury 
cars, they u�lize the main cameras of the front and back sec�ons, which are only adapted for 
road condi�ons in broad daylight or well-light night roads. Very few mainstream vehicles 
implement a very complex pedestrian detec�on system, and are usually no more than 
simple proximity sensors.  In addi�on, the majority of drivers are s�ll drive older mid-range 
op�ons, which do not even offer any type of automated alerts. This specifica�on document 
will serve as a high-level explora�on of the proposed solu�on to pedestrian fatali�es due to 
vehicular collisions, especially at night, for high-speed vehicles of all kinds. EagleVision’s 
mission is to minimize or greatly reduce night-�me vehicular collisions with pedestrians by 
implemen�ng a high-effec�ve yet affordable device, which will recognize pedestrians even in 
the darkest of circumstances and alert the driver. EagleVision will construct this compact and 
fully embedded device by combining a high quality night-vision sensors, a micro-PC board, 
and cu�ng-edge self-developed machine learning so�ware which reacts in real �me. 
Looking from a top-perspec�ve, the system will pass in the input data through the camera 
sensor and be decoded by the on-board CPU of our motherboard. The decoded string will 
then be sent to the concurrently running AI, which will detect and iden�fy pedestrians based 
on their facial features and send an external audio/visual alert to the user.  

This document will serve as an overarching guide to both the design language and technical 
specifica�ons needed to complete the implementa�on process on each individual piece of 
the puzzle. However, comple�on of the end goal is impossible without an integra�on plan, 
thus mul�ple sec�ons will be also dedicated to the systems design of the overall 
architecture. Finally, the sustainability and safety of the end product will be explored.  
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Glossary 
 

Term Defini�on 

Opencv Library An open source coding library containing 
training datasets for so�ware integra�on 

Machine learning AI Ar�ficial Intelligence based on repeated training 
cases of so�ware to recognize visual queues  

Night-Vision Device Conversion to visible light of both visible light 
and near-infrared using an image intensifier 
tube, to produce a monochrome feed 

Feature descriptor  An algorithm which takes an image and outputs 
feature descriptors/feature vectors 

RPi Raspberry Pi board 

  

© EagleVison Inc. 2019 5 



 

1 Introduction 

1.1 Background 
Driving is a very complicated task that requires the driver to not only clearly iden�fy the 
various road condi�ons, but to respond quickly in an instant. Especially at night, driving 
visibility is greatly reduced, which will impact the driver’s ability to recognize and respond to 
their environment. The most notable observa�onal survey shows that the severity, which is 
defined as the ra�o of the number of fatal collisions per 100 collisions, is doubled at night. [3] 
The ra�o of fatal incidents per 100 million miles at night in 1990 is high at 10.37, yet only 
2.25 during the day. [4]  Therefore, the darkness can be confidently theorized as the main 
factor which impedes drivers’ abili�es to iden�fy and avoid road collisions. For many years, 
this issue has caused more than half of all traffic accidents, especially for pedestrians. In 
1912, the first traffic light was invented by Lester Wire, a Salt Lake City policeman. [5] 
Although there are traffic lights on almost every major street, there are s�ll many trails and 
crosswalks without any pedestrian or street lights. As a result, research shows that the 
overall severity of injuries is tripled on roads without lights, [6]  Even though certain high-end 
vehicle brands in modern �mes incorporate some form of frontal collision detec�on 
technology, the R&D industry is s�ll in its development stages. In addi�on, advanced human 
detec�on technologies only exists for concept self-driving cars of the future, and are 
nowhere to be found on common modes of transporta�on, such as mass-produc�on cars 
and motorcycles. 

EagleVision aims to provide a safer environment for the current traffic ecosystem. The 
company is commi�ed to enabling all drivers - not only high-end luxury vehicle owners, to 
drive safely with its patented frontal human detec�on device. OpenCV, a library built for 
developing real-�me computer vision systems, provides Haar cascade classifiers. Haar 
cascade classifiers are based on a machine learning approach, which can be trained from 
both posi�ve (image with faces) and nega�ve (image without faces) sample spaces. The Haar 
classifier will take in thousands of samples and the code will a�empt to search for the face 
by analyzing each pixel in the image. [7]  Through countless itera�ons of incremental 
improvements, the AI will become fast and accurate at recogni�on. The code will also use 
Histogram of Oriented Gradients (HOG), a feature descriptor for computer vision and image 
processing, to count occurrences of gradient orienta�on in localized por�ons of an image 
and detect the human body. [8]  In terms of hardware input, a night-vision capable camera 
will be used to record the video stream and output frame-by-frame bitmaps, so that the 
so�ware component can detect the faces and bodies in each sample. As for portability and 
ease of usage, the system will incorporate a micro-computer such as Raspberry Pi as the 
computer at the heart of the device. It is a single-board computer consis�ng a CPU, GPU, 
RAM, Ethernet ports, GPIO pins, Xbee sockets, UART, power source input, along with various 
interfaces for connec�ng other external peripherals. [9]  Raspberry Pi gives the development 
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team at EagleVision a powerful set of tools found only on full-sized PCs, but in a minimal size 
and cost factor. 

Figure 1: Raspberry Pi 3 Model B+  [10] 

As machine learning seeps deeper and deeper into today’s technological innova�on, its 
various promising uses are applied in all sectors. However, as society rapidly improves 
quality of life with tech, one must always consider not only the safety of the end-user, but 
also the popula�on affected by its usage. EagleVision is confident that its flagship device will 
disrupt the market with its affordability and ease of usage, and more importantly, help shape 
a future of absolute road-safety aided by AI. 
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1.2 Requirement Classifications 
NightEagle’s requirement classifica�on is shown below: 

[Domain-(num)Priority] Requirement descrip�on 

Table 1: Requirement Classifica�on Format 

Where num is the order of the requirement, with 1 being the highest 

Domain  is classified as: 

● GE  - General 
● HW  - Hardware 
● SW  - So�ware 
● ES  - Engineering Standard 
● SS  - Safety/Sustainability Standard 

Priority  is classfied as: 

● H  - High:  Proof of Concept  - Basic requirement and func�onality which need to 
develop firstly 

● M  - Medium:  Prototype  - Completed func�onality which need to improve 
● L  - Low:  Final Product  - Professional features and performance improvement. 

1.3 Scope 
This document serves as an overview and analysis of the various func�onal requirements of 
the NightEagle device, which EagleVision will strive for during the various design stages. The 
analysis will be divided into Systems Overview (integra�on), detailed Hardware, and detailed 
So�ware. Finally, the specific requirements that will be met for each category will be 
explored, listed, and jus�fied. The requirements will also indicate whether it is meant for 
PoC, Engineering Prototype, or Final Product. Lastly, the Engineering Standards and 
Sustainability/Safety aspects, as well as the Acceptance Test Plan will be thoroughly 
accounted for.  

 

1.4 Intended Audience 

This report func�ons as the guiding principles at all design stages for EagleVision's 
employees, and every prototype will be evaluated according to the outlined specifica�ons. In 
addi�on, this document is ready to be evaluated by Professor Craig Scratchley, Dr. Andrew 
Rawicz, the teaching assistants, as well as poten�al clients and investors.  

© EagleVison Inc. 2019 8 



 

2 System Overview 

2.1 Scope and Functionality 
The device uses a night vision camera as the main input device. The video feed recorded 
through the camera lense will produce an encoded and con�nuous digital signal which is 
then passed along through the micro-motherboard into the concurrently running code. The 
so�ware element embedded into the board will then decode the image feed frame by frame 
into a format recognized by the code and begin analyzing it. The complex so�ware backend 
will detect all the humans in the frame and draw an alert window around the detected 
objects. It will then re-encode the analyzed feed and transmit it through the hardware, 
which is connected to a mini-screen. The end result will be an extremely efficient clockwork 
of hardware and so�ware components, as the screen will display the video feed as the 
camera sees it, with all the humans detected in real �me. Addi�onal hardware alerts can be 
implemented, which includes sound and visual alerts when the so�ware picks up a specified 
object.  

2.2 Proposed Design 

2.21 Software/Hardware Integration Systems Overview 

This sec�on provides a brief summary of the methods designed to take full advantage of the 
so�ware and hardware components. As can be seen from Figure 1, the  final product design 
will implement such an embedded system in order to compact all the various pieces into a 
small and portable factor. There are several types of boards that can be used to integrate 
so�ware from hardware, and Raspberry Pi is amoungst the most robust and developed of 
the lot. While more detailed technical analysis will be performed in Design Specifica�ons, 
this document will mainly use the Raspberry as a base to explain the fundamental 
requirements.  

Looking at the diagram, the Power Input can be interpreted as the main “on/off” switch of 
the en�re system. A�er power is supplied, the main computer board should send the signal 
to all peripherals, including the camera, the screen, and addi�onal hardware alert op�ons. 
The micro-computer also concurrently loops the code, which is designed to output to the 
various hardware components. The code will decode the camera feed and perform human 
detec�on on it. The video is then re-encoded and passed onto the external screen in 
real-�me, so the driver can see the recognized objects being highlighted. More detailed 
inspec�ons of the hardware and so�ware component will be discussed in the following 
sec�on. 
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Figure 2: High-level systems architecture of en�re device recreated through Visio 

2.21 Hardware Indepth Overview 

As men�oned above, this document will use the Raspberry Pi 3 as a basis for the hardware 
core of the device. Since it is a very versa�le and developed board, it comes with many 
advantages. As can be seen from Figure 3, there is a specified I/O for camera modules. This 
means that most of the hardware components can be connected directly to the board, 
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which would in turn be fed through to the so�ware.  

 

Figure 3: Common camera module I/O for Raspberry  [11] 

In order to keep all the components packed in �ghtly, a hard outer shell will be applied. 
There exists various a�ermarket op�ons such as in Figure 4, which are designed to encase a 
Raspberry board with the appropriate ports. The screen and other hardware components 
will be secured to the outside of the casing, so it would be a rigid and solid device a�er 
produc�on.  

 

Figure 4 - Casing op�on for final produc�on  [12]  

In addi�on, there will be an external screen which will serve to transfer the feed processed 
live by the so�ware. There are several smaller 5 inch op�ons which would work well with 
the current model. As the Raspberry comes with HDMI op�ons, it will be compa�ble with 
most models. The screen will be secured to the top of the device to ensure stability.  
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Figure 5 - Mini-screen for Device  [13] 

A�er examining the nature of each hardware component, the hardware architecture can 
now be combined to form the hardware core of the device. Taking a look at Figure 6, all the 
different components have been defined and allocated on the board. As seen in the previous 
sec�on, Power Input will regulate the on/off status of the system, and the CPU/memory 
block houses the so�ware, which will control the data fed to the other hardware op�ons. 
This should create the end result of an efficient and compact system, where all the fringe 
components are secured close to the main board, which will prevent parts from coming 
loose.  
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Figure 6 - Hardware implementa�on recreated through Visio; based on Raspberry Pi 3 diagram  [14]  

2.22 Software Backend Indepth Overview 

In terms of so�ware, the code will focus on human detec�on technology from the emerging 
deep learning industry. With proper integra�on, it is a versa�le computer vision technology 
that iden�fies the loca�ons and sizes of human faces or bodies with high accuracy 
automa�cally. 

The system will make use of Haar feature-based cascade classifiers from the OpenCV library, 
which is a collec�on of programming func�ons mainly aimed at real-�me computer vision. 
Recognized by the industry, Haar cascade classifier is one of the most efficient and robust 
object detec�on ecosystems which allows users to train AI from a variety of posi�ve (image 
with par�cular objects) and nega�ve (image without the specified objects) samples. [15] 
A�er going through a large number of error-elimina�on itera�ons, the code will be able to 
detect any target object accurately. 

When the camera turns on, the detec�on system on the so�ware backend will read in the 
captured video frame-by-frame, convert the frames into grayscale, and store them into a 
dynamic list. A�erwards, it will draw a rectangular outline on each target object in the video 
to accurately indicate the loca�on and distance of the object in the real �me on the 
hardware screen. More importantly, the so�ware will send an alert to the hardware side, so 
that the driver will take no�ce when a pedestrian is nearby. 

For the final product, addi�onal useful so�ware features such as Google Maps, GPS, and 
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Dash Cam func�onali�es will be implemented to improve the versa�lity of the design. 

Figure 7 - So�ware Architecture Flow Chart of Machine Learning  
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3 Requirements 

3.1 General Requirements 
Where P = PoC, E = Engineering Prototype, F = Final Product 

Requirement Detail Justification P E F 

GE-1H Device shall highlight and alert 
user when pedestrian detected 
in any dark environment 

Main purpose of 
device 

x x x 

GE-2H Device shall have very small 
error margin and be able to 
recognize humans without fail 

Need device to have 
low error rate to 
guanratee safety 

 x x 

GE-3H Device should be able to 
recognize objects with very 
li�le delay (near real-�me) 

Cri�cal for situa�ons 
when user is driving at 
high speeds 

 x x 

GE-4H Device should be able to 
recognize objects under 
unstable camera condi�ons 

Cri�cal for situa�ons 
when user is turning 
corners or driving on 
bumpy roads 

  x 

GE-5M Device should be rigid and all 
hardware components should 
be well protected 

Need to ensure device 
can hold up under all 
driving condi�ons  

  x 

GE-6M Device should be compa�ble 
with most vehicle power 
extensions  

Necessary to be 
ready-to-use for a wide 
range of vehicles 

  x 

GE-7L The UI should be simple and 
easy to operate by average 
consumers 

Should limit usage 
cases of Raspberry 
board and OS 

  x 

GE-8L Device should be suitable to 
use with variety of car mounts 

Provides more op�ons 
to consumers 

  x 

GE-9L Addi�onal feature - Google 
map 

Feature improvement   x 

GE-10L Additonal feature - GPS system Feature improvement   x 

GE-11L Addi�onal feature - dash cam Feature improvement   x 

Table 2: General requirements  
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3.2 Hardware Requirements 
This following requirements shall be used as a guideline for the product hardware design. They will 
be achieved for the necessary hardware opera�on. 

Requirement Detail Justification P E F 

HW-12H Raspberry Pi shall operate 
properly 

Hardware core, the 
brain of the device 

x x x 

HW-13H Night vision camera shall work 
properly 

Main input component x x x 

HW-14H Signal shall have accurate 
feedback 

Main input component x x x 

HW-15M Stable ba�ery with sustainable 
life cycle 

Performance - Safety 
requirement 

  x 

HW-16H Addi�onal feature - 
touchscreen 

Feature improvement   x 

Table 3: Hardware requirements  
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3.3 Software Requirements 
This following requirements shall be used as a guideline for the system so�ware design. They will be 
achieved for the necessary so�ware func�onality. 

Requirement Detail Justification P E F 

SW-17H Program shall detect objects 
properly 

Main purpose of the 
en�re program; Need 
to recognize target 
object 

x x x 

SW-18H Program shall alarm the driver 
the detec�on objects properly 

Main purpose of the 
program; Need to send 
alarm signal 

x x x 

SW-19H Program shall detect objects 
accurately with no error 

Necessary for device to 
func�on properly 

 x x 

SW-20H Program should be able to 
recognize objects in real-�me 

Necessary for device to 
func�on properly 

  x 

SW-21H Program should be able to 
alert the driver in real-�me 

Necessary for device to 
func�on properly 

  x 

SW-22M Program should require 
minimum power consump�on 

Increases ba�ery life   x 

SW-23M Program should have minimum 
size and run �me 

Safety requirement - 
Prevent overhea�ng; 
Minimize power 
consump�on 

  x 

SW-24L Program should have a simple 
user interface  

User experience   x 

Table 4: So�ware requirements 

  

© EagleVison Inc. 2019 17 



 

4 Engineering Standards & Responsibilities 
Night Eagle will follow engineering standards shown below for both of design and safety 
process in the development to produce a powerful, stable, and safe product. It includes 
safety, product material, and so�ware development areas in the table.  

Requirement Detail Justification P E F 

ES-25H All designs shall comply with 
the IEEE safe engineering 
methodologies.  [16] 

General safety 
standard 

x x x 

ES-26H So�ware development shall 
follow Google’s coding 
standards for programming 
and scrip�ng languages.  [17] 

Quality of so�ware 
development 

x x x 

ES-27M All major components, 
including the outer shell, shall 
adhere to UL 94 - the Standard 
for Safety of Flammability of 
Plas�c Materials for Parts in 
Devices and Appliances 
Tes�ng.  [18] 

Material safety 
component  

  x 

ES-28M All electronic components and 
the final product shall adhere 
to RSS-102 -  Radio Frequency 
(RF) Exposure Compliance of 
Radio communica�on 
Apparatus.  [19] 

Necessary to ensure 
signal radia�on 
exposure to end user is 
safe and sustainable, 
as well as avoid 
interference with 
external radio waves  

  x 

Table 5: Engineering standards 
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5 Sustainability & Safety 
The product will strictly adhere to the electronic product sustainability standards and user 
safety standards. The details are described below. 

5.1 Sustainability Standards 
Sustainability standards strive to ensure materials consumed in product manufacturing are able to be 
reused in the development cycle. In order to achieve this goal, engineers have to not only consider 
developing a robust product, but also maintain product material sustainability. 

Requirement Detail Justification P E F 

SS-29H Checking component 
manufacturer sustainability 
and fair labour policies 

Environmentally-friend
liness and other social 
ethics shall be a 
priority towards 
business partner 
determina�on 

x x x 

SS-30H Reusing components in the 
PoC prototype to build the 
prototype 

Waste reduc�on x x x 

SS-31H Reusing components in the 
prototype to produce the 
first-piece device 

Waste reduc�on  x x 

SS-32M Providing environmental 
impact and recycling 
informa�on to distributors and 
end-users 

Environmental 
awareness 

  x 

Table 6: Sustainability standards 
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5.2 Safety Standards 
Another most important part of the product is safety. Developers have to ensure that the 
product is completely safe for use. It should not have any possible risks to cause physical 
damage to the end user.  The following requirements shall be used as a guideline for the product 
safety standards. 

Requiremen
t 

Detail Justification P E F 

SS-33H Prevent short circuit Basic opera�on 
requirement 

x x x 

SS-34H Prevent ba�ery overhea�ng 
and ba�ery blowing up 

Main safety 
requirement 

x x x 

SS-35H Product exterior shall not have 
sharp edges to avoid injury risk 

Ensures no injuries if 
product falls during 
opera�on 

  x 

SS-36M Product shall be encapsulated 
in case for the moving part 
injury risk 

Product assembly 
requirement 

  x 

Table 7: Safety standards 

  

© EagleVison Inc. 2019 20 



 

6 Conclusion 
This document introduced the backbone of the overall device with the system overview, 
prescribing the product func�onality, integra�on, hardware, and so�ware aspects. It also 
details the requirement specifica�ons of the general, hardware, and so�ware components 
for the various stages of development. Lastly, the engineering, sustainability, and safety 
standards will be stated to ensure the quality, safety, and environmental sustainability of the 
final product. 

EagleVision Inc. plans to finish the proof of concept (PoC) and Appearance Prototype in April 
2019, and the final product in August 2019. The acceptance test plan is included in the 
appendix at the end of this document. It will be used as a tes�ng standard to guide the 
development of the product in the intended direc�on. 

Through the different skill sets and a�ributes of each members in the team, EagleVision 
strives to create a safer environment for all drivers and pedestrians. The NightEagle device 
will serve as an affordable and easy-to-access product for any vehicle on the road, ensuring 
the reduc�on of night-�me vehicular collision fatali�es.  
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8 Appendix 
Acceptance Test Plan 

General Requirement Test 

Device detects objects and alerts user in dark Comments: 

⬜ Yes ⬜ No 

Device operate without error Comments: 

⬜ Yes ⬜ No 

Device detects object in real-�me Comments: 

⬜ Yes ⬜ No 

Device detects object under unstable camera Comments: 

⬜ Yes ⬜ No 

Rigid and well protected Comments: 

⬜ Yes ⬜ No 

Compa�ble most vehicle power extensions Comments: 

⬜ Yes ⬜ No 

Easy to install Comments: 

⬜ Yes ⬜ No 

Addi�on feature - Goolge map Comments: 

⬜ Yes ⬜ No 

Addi�onal feature - GPS system Comments: 

⬜ Yes ⬜ No 

Addi�onal feature - dash cam Comments: 

⬜ Yes ⬜ No 

 

Hardware Requirement Test 

Raspberry Pi operate properly Comments: 
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⬜ Yes ⬜ No 

Night vision camera work properly Comments: 

⬜ Yes ⬜ No 

Accurate signal feedback Comments: 

⬜ Yes ⬜ No 

Stable ba�ery with sustainable life cycle Comments: 

⬜ Yes ⬜ No 

Touchscreen operates properly Comments: 

⬜ Yes ⬜ No 

 

Software Requirement Test 

Program detects objects properly Comments: 

⬜ Yes ⬜ No 

Program alerts properly Comments: 

⬜ Yes ⬜ No 

Program detects objects without error Comments: 

⬜ Yes ⬜ No 

Program detects objects in real-�me Comments: 

⬜ Yes ⬜ No 

Program alerts in the real-�me Comments: 

⬜ Yes ⬜ No 

Minimize program power consump�on Comments: 

⬜ Yes ⬜ No 

Minimize program size and run�me Comments: 

⬜ Yes ⬜ No 

Simple UI Comments: 

⬜ Yes ⬜ No 
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