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Abstract

This thesis is on the interplay of surfaces and graphs embedded on them. In order to
showcase the interactions between the two, it discusses a game commonly played on
graphs and surfaces: The Cops and Robber game. The goal in studying this game is to
find strategies for the robber to escape from one or more cops and for the cop(s) to catch
the robber. This thesis discusses strategies of the players when the game is played on
surfaces and higher dimensional manifolds of constant curvature. What properties of a
manifold make it easy for the robber to escape the cops? The results in this thesis suggest
that the number of cops needed to catch the robber is related to the dimension of the
manifold, whereas the number of cops needed to come arbitrarily close to the robber is
related to how uniform its curvature is.

The relationship between topology and graph theory often stems from representations
of graphs as points and curves in topological spaces. This thesis discusses parameters
that influence the quality of representations, such as the number of edge crossings of
graphs drawn in the plane. For example, we ask how we can decompose the edges of
a drawing into two or more subdrawings such that the sum of the edge crossings in each
subdrawing is as small as possible. To study this question, we consider random drawings of
the complete graph, where vertices are points which are chosen uniformly at random from
a Euclidean square, and the edges are straight lines. We show a strategy to decompose
such a random graph drawing into two subdrawings, such that the sum of the crossings is
small. More generally, this thesis studies intersection graphs of random geometric objects
and properties of those intersection graphs such as the density of small substructures or
the existence of spanning substructures.

Finally, we consider representations of graphs in higher dimensional spaces and their en-
ergy as a measure of quality. The energy is a well-studied parameter since it is related
to planar drawings of graphs as well as spectral drawings. We provide a new semidefinite
graph drawing algorithm that minimises the energy of a representation with respect to a
new set of constraints.

Keywords: Cops and Robber; random intersection graphs; graph drawing; plane decom-
position
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Chapter 1

Introduction

Surfaces and graphs are often studied alongside each other. Graphs can be used to dis-
cretise a surface or represent a region separation of it. Graphs obtained this way have nice
structures and in fact appear in many real-world applications. Therefore, graphs that can
be drawn on a surface without edge crossings have been studied extensively. A drawing

Figure 1.1: Triangulation as viewed from one side of the double torus.

of a graph G on a surface S consists of a mapping f of the vertex set f : V (G) → S

and a set of simple curves fuv : [0, 1] → S for uv ∈ E(G) with endpoints f(u) and f(v),
representing the edges of G. Additional assumptions are that f is injective, fuv((0, 1)) is
disjoint from f(V ), and no two curves can have infinitely many intersection points. These
assumptions make the drawing non-degenerate. A common point x ∈ fe([0, 1]) ∩ fe′([0, 1])
for e, e′ ∈ E(G) which is not an endpoint is called a crossing.

Two famous topological applications of graphs are the four colour theorem, where
graphs are used to encode adjacencies of regions in plane maps, and the classification
theorem for compact surfaces where triangular graphs are used to approximate a surface
and determine its topological properties. A topological surface is a connected topological
space which is locally homeomorphic to an (Euclidean) disk. The classification theorem
says that every compact topological surface is homeomorphic to some member of one of
these three families:

• the sphere,

1



• the connected sum of g tori for g ≥ 1,

• the connected sum of g real projective planes for g ≥ 1.

Figure 1.2 depicts the sphere, the torus and the projective plane. We denote by g the

ab

aa
bb

Figure 1.2: A sphere, a torus and a projective plane. The projective plane can be obtained
from a half-sphere by identifying antipodal points on the boundary.

genus of the surface, the genus of the sphere is 0. A connected sum of surfaces can be
obtained by cutting a small disk from each of the surfaces and gluing the surfaces along
the boundary of the disks. Early versions of the classification theorem were stated in 1861
by Möbius [76] and in 1866 by Jordan [58] and the theorem was finally (rigorously) proved
in 1921 by Brahana [23]. We refer the reader to the nice exposition on the classification
theorem by Gallier and Xu [37]. An important tool in the proof is to show that surfaces can
be triangulated, which means a surface has a 2-cell embedding of a graph where each
face is a triangle, see Figure 1.1. An embedding of a graph is a drawing of a graph on a
surface such that none of its edges cross; if each face is homeomorphic to an Euclidean
disk then the embedding is a 2-cell embedding.

An elegant proof of the fact that surfaces can be triangulated was given by Thomassen
in [109]. Given a triangulation of a surface, the faces are homeomorphic to convex triangles,
and hence it can be shown that the surface is homeomorphic to a 2-cell complex. Then it is
shown that a compact surface is homeomorphic to one of the following standard surfaces:

• S(4g, aba−1b−1) has a face which is a polygon with 4g vertices and the boundary
edges a1, . . . , a4g are identified such that a4i−3 = a−1

4i−1 and a4i−2 = a−1
4i for i =

1, . . . , g.

• S(2g, aa) has a face which is a polygon with 2g vertices and the boundary edges
a1, . . . , a2g are identified such that a2i+1 = a2(i+1) for i = 0, . . . , g − 1.

Figure 1.3 depicts the torus S(4, aba−1b−1) and the Klein bottle S(4, aa). The classification
theorem can be alternatively stated using the Euler characteristic and orientability. Given a
graph G defined by a 2-cell embedding on a surface S, the Euler characteristic of S is

χ(S) = v(G) − e(G) + f(G), (1.1)
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Figure 1.3: The torus, which can be obtained from an Euclidean square [0, 1]2 by identifying
opposite sides of the square. A Klein-bottle which can be obtained from an Euclidean
Square [0, 1]2 by identifying two pairs of consecutive edges along the boundary of the
square.

where v(G) is the number of vertices of G, e(G) is the number of edges of G and f(G) is
the number of faces of the embedding. The number χ(S) is a topological invariant of the
surface S.

Theorem 1.1 ([23]). Every compact topological surface can be topologically characterised
by its Euler characteristic and orientability.

In graph theory the Euler characteristic is used to study classes of graphs which are
embeddable in an oriented surface of genus g. An important graph class is the class of
planar graphs, these are graphs which have an embedding on the sphere (or alternatively,
Euclidean plane). The Euler characteristic of a planar graph is 2, and this fact is often
referred to as Euler’s formula. It finds many applications in graph theory, for example in the
use of the discharging method.

In the following we call a surface a real, smooth topological surface equipped with a
Riemannian metric. We will sometimes also consider higher dimensional manifolds. An
n-dimensional topological manifold is a topological space in which each point has a neigh-
bourhood that is homeomorphic to an open open unit ball in Rn. We call a manifold a real,
smooth topological manifold equipped with a Riemannian metric.

For a topological space X, the covering space of X is a topological space C together
with a continuous surjective map p : C → X such that for every x ∈ X, there exists an
open neighbourhood U of x, such that p−1(U) is a union of disjoint open sets in C, each
of which is mapped homeomorphically onto U by p (i.e. it is a local homeomorphism). If X

and C are both metric spaces and p is not only a local homeomorphism but also a local
isometry, then we say that the covering space C of X locally preserves distances. For
example, consider the torus obtained from an Eulidean square [0, 1)2 as in Figure 1.3. Its
covering space is the Euclidean plane R2, where p(x, y) is the point in [0, 1)2 obtained by
an appropriate integer shift of x, y. More precisely, p(x, y) = (x − �x�, y − �y�), where �·� is
the rounding down function.
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Every complete, connected manifold of constant negative curvature −1 (resp. 1, 0) has
the hyperbolic n-space Hn (resp. the sphere Sn, Euclidean space Rn) as a distance pre-
serving covering space, hence we will call it a hyperbolic manifold, (resp. spherical, Eu-
clidean). When we say curvature, we mean sectional curvature, which we define in Sec-
tion 1.1. Further, a hyperbolic (spherical or Euclidean) compact manifold is the quotient of
Hn (resp. Sn, Rn) under the action of a (discrete) group of isometries (see [9]).

Theorem 1.2 (Killing-Hopf [52, 63]). Any compact Riemannian manifold of constant curva-
ture −1 (resp. 1, 0) is isometric to Hn/Γ (resp. Sn/Γ,Rn/Γ) where Γ is a group of isometries
on Hn (resp. Sn, Rn) acting freely and properly discontinuously.

A group Γ acts freely on a topological space X if every g ∈ Γ which is not the identity
element has no fixed points, that means g(x) �= x for all x ∈ X. A group Γ acts properly
discontinuously on a topological space X if for every compact set K ⊂ X there are only
finitely many group elements g ∈ Γ such that g(K) ∩ K �= ∅.

As an example of how to apply the Killing-Hopf Theorem, we consider locally Euclidean
surfaces. By Theorem 1.2, any such surface is isometric to R2/Γ, where Γ is a group of
isometries acting freely. Since rotations and reflections have fixed points, they do not act
freely, hence Γ consists of translations and proper glide reflections. Since the group Γ
acts properly discontinuously, the group can be generated by two isometries (see [105]).
If Γ is generated by two translations, they can be characterised by two translation vectors
t1, t2 centred at (0, 0) and R2/Γ is isometric to a torus by identifying opposite sides of the
parallelogram defined by t1, t2. Otherwise the two isometries are a translation and a glide
reflection, which have perpendicular directions, and R2/Γ is isometric to a Klein bottle by
joining opposite sides of the defined parallelogram, with one pair of sides being joined
with a twist. The covering space of R2/Γ can be characterised by a lattice. Figure 1.4
shows two lattices of the torus whose parallelograms are spanned by (0, 1), (1, 0) and
(0, 1), (1/2,

√
3/2), respectively.

For a point P ∈ R2, its orbit in R2/Γ is {g(P ) | g ∈ Γ}. The orbit space can be visualised
by considering a fundamental region, a connected subset of the plane which contains a
representative of each Γ-orbit with at most one representative of each Γ-orbit in its interior.
When the boundary of the region is a polygon, we call the fundamental region a funda-
mental polygon. The parallelograms of the lattice defined by translation vectors t1, t2 are
fundamental polygons, but fundamental polygons can be obtained in different ways. For
example, when considering the lattice spanned by the translation vectors t1, t2 of a funda-
mental polygon of a torus, the Voronoi cell of a lattice point in the Voronoi diagram on all
lattice points (intersection points of lines) is a fundamental polygon, see Figure 1.4. The
Voronoi cell of a point P in a point set Q ⊂ R2 consists of every point R2 in the Euclidean
plane whose distance to P is less than or equal to the distance to any other point in Q.
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A torus can be obtained from the fundamental polygon obtained by such a Voronoi cell in
Figure 1.4 (b) by gluing opposite sides of the polygon.

(a) (b)

Figure 1.4: Tessellation of the plane by a square and by a parallelogram spanned by (0, 1)
and (1/2,

√
3/2). The thick polygon is the corresponding fundamental polygon of the torus.

1.1 Basic Definitions for Surfaces

For standard terminology for graphs we refer the reader to Diestel’s book [27], in the follow-
ing we introduce the needed terminologies for surfaces. We start by defining a geodesic
space. Let (X, d) be a metric space. For x, y ∈ X, an (x, y)-path is a continuous map
γ : I → X where I = [0, 1] is the unit interval on R, γ(0) = x and γ(1) = y. One can
define the length �(γ) of the path γ by taking the supremum over all finite sequences
0 = t0 < t1 < t2 < · · · < tn = 1 of the values

∑n
i=1 d(γ(ti−1), γ(ti)). Clearly, the length of

every (x, y)-path is at least d(x, y). The metric space X is a geodesic space if for every
x, y ∈ X there is an (x, y)-path whose length is equal to d(x, y). An (x, y)-path γ is isomet-
ric if �(γ) = d(x, y). Observe that for 0 ≤ t < t′ ≤ 1 the subpath γ|[t,t′] is also isometric.
Therefore the set γ(I) = {γ(t) | t ∈ I} is an isometric subset of X. With a slight abuse of
terminology, we say that the image γ(I) ⊂ X is an isometric path or geodesic segment in
X. If there exists a unique isometric path between x, y then we will denote it by xy ⊂ X. A
continuous map γ : R → X is a geodesic if it is locally isometric, i.e., for every t ∈ R there
is an ε > 0 such that the subpath γ|J on the interval J = [t − ε, t + ε] is isometric.

The geodesic spaces that we are most interested in are compact surfaces. The diam-
eter of a compact surface S is the maximum distance between points in S

diam(S) = max{d(x, y) | x, y ∈ S}.

The systolic girth, denoted as sys(S), is the length of a shortest noncontractible curve on
the surface. We focus on surfaces with nice geometries, those that are Euclidean, spherical
or hyperbolic. That means, they have constant (sectional) curvature. We give a formal
definition of sectional curvature which is used in Theorem 1.2, but we will mainly apply
Theorem 1.2 directly. The sectional curvature K(σp) depends on a two-dimensional linear
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subspace σp of the tangent space at a point p of the manifold M . Suppose σp is spanned
by u, v, then

K(σp) =
〈R(u, v)v, u〉

〈u, u〉〈v, v〉 − 〈u, v〉2
,

where R is the Riemann curvature tensor defined by R(u, v)w = ∆u∆vw − ∆v∆uw −
∆[u,v]w. If the dimension of the manifold M is 2 then the sectional curvature is the Gaussian
curvature. We refer to [1] for more information on the Gaussian curvature.

We will denote the n-dimensional ball, sphere and flat torus for n ≥ 1 by

• Bn = {(x1, . . . , xn−1, z) = (x, z) ∈ Rn | x2
1 + · · · + x2

n−1 + z2 ≤ 1},

• Sn = {(x1, . . . , xn, z) = (x, z) ∈ Rn+1 | x2
1 + · · · + x2

n + z2 = 1},

• T n = S1 × · · · × S1.

Geodesic segments (or geodesic arcs) in S2 are arcs of great circles whose length is at
most π. The great circle on Sn is the intersection of Sn with a 2-plane that passes through
the origin in the Euclidean space Rn+1. For a point P ∈ S2, its antipodal point P is the point
diametrically opposite to P . For a subset A ⊂ S2, its antipodal set A contains the antipodal
point of each point in A.

We denote bt Dn the n-dimensional Poincaré disk, which means the disk {(x1, . . . , xn) |
x2
1 + · · · + x2

n < 1} equipped with the hyperbolic metric 4 dx2
1+···+dx2

n

(1−x2
1−···−x2

n)
. For brevity, we write

D = D2. We define by P (k, θ) the regular k-gon in the Poincaré disk D centred at O =
(0, 0) with angle θ at the vertices. We denote its vertices by v1, . . . , vk in counter-clockwise
direction and let ai be the (oriented) edge from vi to vi+1 and a−1

i be the reversed edge
from vi+1 to vi (we consider the indices modulo k). We are going to consider three standard
hyperbolic surfaces for g ≥ 2, where one of them is non-orientable.

• Let S(g) be the orientable surface obtained from P
(
4g, 2π

4g

)
by identifying the (ori-

ented) edges a4i−3 with a−1
4i−1 and a4i−2 with a−1

4i for i = 1, . . . , g. The surface S(2) is
depicted in Figure 1.5.

• Let S′(g) be the orientable surface obtained from P
(
4g + 2, 2π

2g+1

)
by identifying op-

posite (oriented) edges ai, a−1
i+2g+1 for i = 1, . . . , 2g.

• Let N(g) be the non-orientable surface obtained from P
(
2g, 2π

2g

)
by identifying the

(oriented) edge a2i+1 with a2(i+1) for i = 0, . . . , g − 1 for g ≥ 1.

We recall some geometric properties of the hyperbolic plane. Given a point P and a
geodesic h there is a unique geodesic that is orthogonal to h and goes through P , we will
denote this geodesic as oh(P ). The closest point on h from P is the intersection point of h

and the orthogonal oh(P ).
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(a)
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v4

v8
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(b)

Figure 1.5: The surface S(g) with its fundamental domain P
(
4g, 2π

4g

)
as a standard geo-

metric model for the double torus.

We will use that the hyperbolic plane is a metric space and the triangle inequality holds,
that is for three points A, B, C ∈ D, d(A, B) + d(B, C) ≥ d(A, C). Equality holds if and only
if B is on the geodesic segment AC. In order to work with the geometry on the Poincaré
disk, we will use laws of hyperbolic geometry (for a reference, see [6, 106]). Among the
many identities of hyperbolic functions, we will use that in a triangle A, B, C with right angle
at C and angle α, β at A, B, respectively, it holds that

cosh(d(A, B)) = cot(α) cot(β), (1.2)

tanh(d(A, C)) = cos(α) tanh(d(A, B)), (1.3)

cosh(d(A, C)) = cos(β)
sin(α)

. (1.4)

Theorem 1.3 (Pythagoras’ Theorem for Hyperbolic Triangles). Any triangle ABC in the
hyperbolic plane with a right angle at vertex C satisfies

cosh(d(A, B)) = cosh(d(A, C)) cosh(d(B, C)).

We are also going to use the following hyperbolic laws.

Theorem 1.4 (Hyperbolic Law of Cosine). Any triangle ABC in the hyperbolic plane with
angle γ at C satisfies

cosh(d(A, B)) = cosh(d(A, C)) cosh(d(B, C)) − sinh(d(A, C)) sinh(d(B, C)) cos(γ).

Theorem 1.5 (Hyperbolic Law of Sine). Any triangle ABC in the hyperbolic plane with angle
α at A and β at B satisfies

sin(α)
sinh(d(B, C))

= sin(β)
sinh(d(A, C))
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Theorem 1.6 (Hyperbolic 4-Parts Law). Any triangle ABC in the hyperbolic plane with
angle β at B and angle γ at C satisfies

cos γ cosh d(B, C) = sinh d(B, C) coth d(A, C) − sin γ cotβ.

A Lambert Quadrilateral is a quadrilateral in the hyperbolic disk with three right an-
gles, and note that then the fourth angle is smaller than π. Any two sides of a Lambert
quadrilateral determines the length of the other sides, see [106].

We now state some basic properties of the fundamental polygon P
(
4g, 2π

4g

)
of S(g).

Let v1, . . . , v4g be its vertices and let wi for i = 1, . . . , 4g be the midpoint on the geodesic
between vi and vi+1 (vertices modulo 4g). The polygon consists of 8g triangles of the form
Oviwi or Owivi+1, where O = (0, 0). Each of them is an isosceles triangle with one right
angle and two angles of size α = β = 2π

8g . By Equation (1.4), the hyperbolic length of a leg
of the isosceles triangle, which is one of the two sides of equal length, is

d(O, wi) = d(wi, vi) = acosh
(cos(β)
sin(α)

)
= acosh

(
cot

(
π

4g

))
.

We will now consider the Poincaré disk D and compare hyperbolic distances to Euclidean
distance (by considering D as a subspace of the Euclidean plane). If r is the hyperbolic
distance of a point P ∈ D from the origin O = (0, 0), then the Euclidean distance from O to
P is

rE = tanh
(

r

2

)
.

Considering the polygon P
(
4g, 2π

4g

)
in D, this means that the Euclidean distance from O to

wi is tanh
(
1
2 acosh

(
cot

(
π
4g

)))
. The triangle Oviwi has a right angle at wi and the hyper-

bolic length of the hypotenuse Ovi is acosh (cot(α) cot(β)) = acosh
(
cot

(
π
4g

)2)
hence the

Euclidean distance from O to vi is tanh
(

1
2 acosh

(
cot

(
π
4g

)2))
.

1.2 Thesis Structure and Acknowledgement of Collaborations

We briefly discuss the structure of this thesis and the collaborations on the chapters, which
we discuss in more detail at the beginning of each chapter.

We start the thesis with discussing the Cops and Robber game on surfaces. The results
are joint work with Vesna Iršič and Bojan Mohar. The results for spherical and Euclidean
manifolds are published [W13], while the results for hyperbolic manifolds are in preparation
for publication [W12].

Chapter 3 is on intersection graphs of random geodesic segments on surfaces and in-
tersection graphs of random disks in the Euclidean plane. The former is related to geodesic

8



drawings of graphs on surfaces and crossing numbers. Sections 3.3 includes joint work
with Marthe Bonamy and Bojan Mohar [W4] on triangle densities in intersections graphs of
random graph drawings which are almost crossing optimal. Section 3.3.2 is on a coloured
Sylvester four point problem and was developed at the Crossing Number Workshop 2022.
It is joint work with Sergio Cabello, Éva Czabarka, Ruy Fabila-Monroy, Yuga Higashikawa,
Raimund Seidel, László Székely, and Josef Tkadlec [W7]. It is in preparation to be pub-
lished. Section 3.4.2 is on random intersection graphs of disks, so called random geomet-
ric graphs, and is joint work with Alberto Espuny Díaz, Lyuben Lichev and Dieter Mitsche,
currently in preparation for publication [W10].

In Chapter 4 and Chapter 5 we consider straight line drawings of graphs. Chapter 4
is on almost-decompositions of straight line drawings into plane subdrawings and is joint
work with Daniel W. Cranston, Jiaxi Nie and Jacques Verstraëte [W8]. Chapter 5 is on a
semidefinite program for graph drawings and is joint work with Matthew DeVos and Danielle
Rogers. It is currently in preparation for publication [W9]. A similar chapter has also been
submitted for the master’s thesis of Danielle Rogers.
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Chapter 2

Cops and Robber Game on
Geodesic Spaces

The Cops and Robber game is a pursuit-evasion game. The game is played on graphs [5,
15, 22, 35, 59, 73], and as a new variant on geodesic spaces [79, 80]. The cops are
trying to come as close to the robber as possible (for graphs, to occupy the same vertex)
while the robber is trying to escape from the cops. We start this chapter by discussing the
Cops and Robber game on graphs in Section 2.1 and geodesic spaces in Section 2.2.
In the latter section we also discuss the related Lion and Man game, since some of the
common strategies we use originate from this game. Mohar [80] showed an interesting
interplay between graphs and surfaces, see Theorem 2.5. Section 2.3 presents our results
on the Cops and Robber game on surfaces of constant curvature and related topological
spaces [W12, W13]. One of our main result is that on compact n-dimensional manifolds of
constant curvature 0, 1 or −1, two cops are enough such that one cop can come arbitrarily
close to the robber. The results in this chapter are joint work with Vesna Iršič and Bojan
Mohar and we worked on them while Vesna Iršič held a postdoctoral position at Simon
Fraser University from 2021-2022. We thank Tibor Marcinek for his hyperbolic canvas on
Geogebra which we used to make some of the figures in Section 2.3.5.

2.1 Cops and Robber Game on Graphs

The standard Cops and Robber game on a graph G is played as follows. First, the cops
c1, . . . , ck choose their starting positions c01, . . . , c0k ∈ V (G). Then, the robber chooses a
starting vertex r0 ∈ V (G). Each round of the game has two turns, the first one for the cops
and the second for the robber.

At their turn, a player makes a step to an adjacent vertex or stays at their current
position. After round k we denote the position of cop ci as ck

i , and of the robber r as rk.
The cops capture the robber if one of the cops eventually occupies the same position as
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c01

c02

r0
c11

c12

r0
c11

c12
r1

c21
r1 = c22

Figure 2.1: Two cops c1, c2 capture the robber r.

the robber, this means ck
i = rk or ck

i = rk−1 for some i, k ∈ Z+ (the positive integers). See
Figure 2.1 for an example where two cops capture the robber on a cycle.

The cops win the game if they capture the robber, the robber wins if the cops do not
capture him, which means that the robber can escape the cops. The cop number of a
graph c(G) is the minimum number of cops that can capture the robber regardless of the
robber’s strategy and starting positions. The Cops and Robber game was first introduced
for only one cop and one robber [87, 99]. Shortly after, Aigner and Fromme [5] generalised
the game to playing with multiple cops, and they also showed the classical result on planar
graphs.

Theorem 2.1 ([5]). The cop number of every planar graph is at most three.

The smallest known planar graph with cop number three is the dodecahedral graph [98],
but it is still an open question whether there are smaller planar graphs with cop number
three. In order to prove Theorem 2.1, Aigner and Fromme established an essential tool in
the Cops and Robber game, which is guarding an isometric path.

Theorem 2.2 ([5]). If P is a shortest (i.e. isometric) path between two vertices, then one
cop can guard P .

If a cop is guarding a path, that means as soon as the robber makes a step onto the
path, he is caught. The genus of a graph is the smallest genus of a surface in which the
graph can be drawn without edge crossings. Planar graphs have genus zero. The asymp-
totic behaviour of the cop number of graphs of higher genus is not known. Schröder [104]
bounded the cop number of a graph G of genus g by c(G) ≤ �3

2g� + 3. Bowler, Erde,
Lehner and Pitz [21] improved this bound to c(G) ≤ 4

3g + 3 and Erde and Lehner [30]
recently announced a bound of c(G) ≤ (1 + o(1))(3 −

√
3)g, where for f1, f2 : N → R we

say f1(g) = o(f2(g)) if f1(g)/f2(g) → 0 when g → ∞. Further we say f1(g) = O(f2(g))
if |f1(g)|/f2(g) ≤ C for some C > 0 when g → ∞. There are graphs with cop number
g

1
2−o(1) [77], which follows from a lower bound of the cop number on random graphs [15].

Mohar conjectured that the upper bound is close to the lower bound.

Conjecture 2.3 ([77, 80]). If G is a graph embeddable in a surface of genus g. Then

c(G) = O(√g).
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Conjecture 2.3 is a tough conjecture, hence the current upper bounds are far from
optimal.

2.2 Cops and Robber Game on Geodesic Spaces

The Cops and Robber game was recently extended to geodesic spaces X by Mohar [79].
The robber selects an initial position for all of the players c01, . . . , c0k, r0 ∈ X and an agility
function τ : N → R+ such that

∑
n≥1 τ(n) = ∞. Each round of the game has two turns, the

first one for the robber and the second one for the cops. In the n-th round, a player makes
a step of length at most τ(n) (at their turn). As on graphs, we will denote the position of
cop ci after round n as cn

i , and of the robber r as rn. We say the cops win the game if

inf
n,i

d(cn
i , rn) = 0. (2.1)

Otherwise we say that the robber wins the game, which means that he can stay at distance
at least ε away from the cops, for some ε > 0. We say the cops catch the robber if the
infimum in Equation 2.1 is a minimum, which means after some round k, a cop ci occupies
the same position as the robber. For a geodesic space we denote by c(X) the minimum
number of cops that can win the game regardless of the strategy of the robber, and by
c0(X) the minimum number of cops that can catch the robber.

Given an ε > 0, cε(X) = k is defined as the minimum number of cops c1, c2, . . . , ck that
guarantee that

inf
n,i

d(cn
i , rn) ≤ ε.

With this notation, the following result holds.

Theorem 2.4 ([80]). If X is a compact geodesic space, then

c(X) = sup{cε(X) | ε > 0}.

This theorem says that to show that n cops can win a game on some geodesic space
X, it is enough to show that they can win the ε-approaching game, for every ε > 0. Mohar
showed a nice connection between the cop number of graphs and surfaces.

Theorem 2.5 ([80]). Suppose that G is a graph of genus g with c(G) ≥ 3. Then there is a
surface S of genus g, such that

c(G) ≤ c(S) ≤ c0(S) ≤ c(G) + 1.
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2.2.1 Guarding

Let X be the game space and let A ⊆ X. The shadow of the robber on A is a mapping
σ : X → X such that σ|A = id|A , the identity function on A, and d(x, y) ≥ d(σ(x), σ(y)),
which means that σ is a 1-Lipschitz function. If a cop comes to the point σ(r), where r is
the robber’s position, then we say that the cop caught the shadow σ(r) of the robber. Once
the cop is in the robber’s shadow, she can stay in the shadow forever. While the cop is in
the robber’s shadow, we say she guards A. If the robber enters A, then the cop will catch
the robber.

Mohar proved the isometric path property used on graphs for geodesic spaces. Given
an isometric path I between two points A and B, he defined σ(x) to be the point on I

at distance min(d(x, A), d(B, A)) to A. Clearly, σI = idI and by the triangle inequality
d(x, y) ≥ |d(x, A) − d(y, A)| = d(σ(x), σ(y)).

Lemma 2.6 ([80]). Let I be an isometric path in X starting at A and ending at B. Then one
cop c can guard I after spending time equal to the length of I on the path to adjust himself.
Moreover, if c guards the path at time step k then ck = σ(rk).

B

A

c

r

Figure 2.2: The cop’s position c is at the same distance to A as the robber’s position r. By
staying on the same distance to A as the robber, the cop can guard the depicted half of
the great circle through A and B.

Figure 2.2 depicts the isometric path strategy. The main difficulty for the cop is usually
to get into the shadow of the robber. The following lemma gives a lower bound for the cop
number of a geodesic space by the cop number of its shadow.

Lemma 2.7 ([W13]). Let A and X be geodesic spaces, and let A ⊆ X be such that there
exists a 1-Lipschitz mapping σ : X → A with the property σ|A = id|A. Then c(X) ≥ c(A)
and c0(X) ≥ c0(A).

Proof. Let c(X) = k. We describe a strategy which ensures that k cops can win a game
on A. Cops imagine that the game is played on X, they make their optimal moves in X,
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and then use σ to determine their moves in A. Since σ is well-defined and 1-Lipschitz, the
mapped movements of the cops are legal, and if k cops can win the game on X, their
images also win on A. The same argument works for catching the robber.

2.2.2 Lion and Man

The Cops and Robber game played on geodesic spaces is related to other pursuit-evasion
games played on surfaces such as differential games or the Lion and Man game [24,
64, 68, 103]. The Lion and Man game was introduced by Rado (see Littlewood’s Miscel-
lany [68]). In order to explain the Lion and Man game, let an infinite path be a 1-Lipschitz
map f : [0, ∞] → S (which means the speed of Lion and Man is at most 1) and let Bx0

be the set of infinite paths starting at x0. A player’s strategy in the Lion and Man game
is a map Φ : Bx0 → By0 such that if two paths f1, f2 agree on [0, t0], then their images
φ(f1), φ(f2) agree on [0, t0] (which means man and lion can not look ahead).

Our results on Euclidean balls are inspired by the proofs for the Lion and Man game.
Therefore we give a summary of studied strategies and the results on the strategies in the
Lion and Man game.

A sketch of the strategy for the lion on a disk
The lion starts in the centre of the disk O. She stays for the remainder of the game on the
line between the centre O and the man, moving as close to the man as possible.

The lion’s strategy ensures that the she is coming closer and closer to the man (in fact,
arbitrarily close). It was first believed that the lion’s strategy would ensure a capture of the
man, but Besicovitch showed that this is not true.

A sketch of Besicovitch’s strategy for the man on a disk
The man starts in a point different from the lion and not on the boundary of the disk. He
makes a small step perpendicular to the line L defined by the man’s position and the
origin of the disk. The step is in the direction of the halfplane bounded by L that does not
contain the lion, or if the lion is on L, then the direction is arbitrary.

The man’s strategy ensures that the lion can not catch him. The step that the man makes
has to be small enough, such that the man does not reach the boundary, but large enough
so that the man can walk for infinitely long. Besicovitch showed that such a step size exist.

Theorem 2.8 (See [68]). A man can escape a lion in a circular arena, but the lion can
come arbitrarily close to the man.

Croft [24] extended the Lion and Man game to considering multiple lions. He changed
the name of the players, birds are trying to catch a fly. It turns out that n birds are needed
to catch the fly on Bn.
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lion

man (a, b, 0)

(a, b, 1 −
√

a2 + b2)

Figure 2.3: The lion’s position on the cylinder at time step
√

a2 + b2 (for some small a, b)
when the starting position of the lion is (0, 1, 0) and the starting position of the man is
(0, 0, 0).

Generalised strategy for a fly in a ball Bn with n − 1 birds
The fly starts in a position different to the birds and not on the boundary of the ball. It
makes a small step perpendicular to the hyperplane H defined by the birds’ positions in
the direction that contains the origin (or an arbitrary direction if the hyperplane H contains
the origin).

While the Lion and Man game has a nice and easy definition, Bollobás, Leader and
Walters [16] showed that both the lion and man can have a winning strategy, which means
the lion can make sure that the man does not occupy the same point as the lion, whereas
the lion can make sure she occupies the same point as the man. For the example given
in [16], let D = {(x, y) | x2 + y2 ≤ 1} be an Euclidean disk and I = [0, 1]. Let S =
D × I where the product space is equipped with the �∞-metric, which means that for
x1, x2 ∈ D, y1, y2 ∈ I, the distance d((x1, y1), (x2, y2)) = max{dD(x1, x2), dI(y1, y2)}, where
the distance dD and dI are the Euclidean distance in D and I, respectively. Suppose the
lion starts at (0, 1, 0) and the man starts at (0, 0, 0). The lions strategy is to keep the disk
coordinate the same as the man while moving closer in the interval [0, 1]. This is possible
because of the �∞-metric in the product space. After moving distance 1 on S, the lion
occupies the same position as the man. The man’s strategy is to make his disk-coordinate
differ from the coordinate of the lion. If there exists a time step t such that the lion’s disk
coordinate is (0, s) for all 0 ≤ s ≤ t, then the man moves such that his disk coordinate is
[0, −s] for all 0 ≤ s ≤ t.

The main issue here is that the lion and the man make decisions at the same time. This
is not the case in the Cops and Robber game. Mohar [79] showed that an advantage of
the Cops and Robber game on geodesic spaces is that either the cops or the robber have
a winning strategy (for the ε-game), so the game is well defined.

15



2.3 Cops and Robber Game on Surfaces

In this section we consider the Cops and Robber game played on Euclidean, spherical and
hyperbolic surfaces. We will first discuss the game on balls, using the strategies of the Lion
and Man game, in order to establish some tools that we will need on surfaces.

Lemma 2.9. Let the Cops and Robber game be played on an Euclidean disk, a disk on
the unit sphere of radius at most π

2 or a hyperbolic disk B2. If the cops position ck0 is on the
line between the centre O of B2 and the position of the robber rk0 , then the cop can guard
the disk of radius 1

2(d(O, ck0) + d(O, rk0)) and centre O.

Proof. Let dk = 1
2(d(O, ck) + d(O, rk)) and Dk be the disk of radius dk and centre O.

We explain the cop’s strategy for the time steps k ≥ k0. First suppose that the geodesic
segment from rk to rk+1 passes through Dk, we show that the cop can catch the robber. We
are allowed to subdivide the robber’s step since this is only to the advantage of the robber,
so we assume without loss of generality d(O, rk+1) = dk. We can assume rk+1 �= ck and
we consider the closest point p from rk+1 on the geodesic through O and rk.

O
rk

rk+1

p

ck

dk

Figure 2.4: Depicted is the point p which is the closest point on Ork from the robber’s
position rk+1.

By Pythagoras’ theorem (in the Euclidean or hyperbolic plane or for a right angled
triangle on a spherical hemisphere),

d(O, p) < dk,

hence d(rk, p) > d(ck, p). But then using Pythagoras’ theorem again on the triangles
ckprk+1 and rk+1prk which both have a right angle at p, it follows that d(rk+1, ck) <

d(rk+1, rk), so the cop can catch the robber.
We show now that if d(O, rk+1) > dk and the cop does not pass through D, there exists

a position of the robber on Ork+1 such that

d(0, ck+1) − d(0, ck) ≥ d(0, rk) − d(0, rk+1). (2.2)

By subdividing the robber’s step, we can assume that the triangle Orkrk+1 has angle at
most π

2 at O. Suppose first the angle at rk in the triangle Orkrk+1 is smaller than π. The

16



cop moves to the point ck+1 on Ork+1 such that

d(0, ck+1) − d(0, ck) = d(0, rk) − d(0, rk+1).

We show now that this is a valid move, which means d(ck, ck+1) ≤ d(rk, rk+1).

O
rk

rk+1

prck

ck+1

pc

Figure 2.5: The case where the angle at rk in the triangle Orkrk+1 is smaller than π.

If rk+1 is on the geodesic Ork, then the cop moves as far as the robber, hence this is
a valid move for the cop. Otherwise consider the closest points pc, pr on the geodesic Ork

of ck+1, rk+1, respectively. Using Pythagoras’ theorem again, d(O, ck+1) > d(O, pc) and
d(O, rk+1) > d(O, pr). But then d(pc, ck) < d(O, ck+1) − d(O, ck) and d(pr, rk) > d(O, rk) −
d(O, rk+1). But then using Pythagoras’ theorem again, d(ck, ck+1) < d(rk, rk+1), hence 2.2
is a valid move.

Suppose now the angle at rk in the triangle Orkrk+1 is larger than π. Then this is of
advantage to the cop since the robber moves further away from O, i.e.

d(O, rk) − d(O, rk+1) < 0.

The cop can simply move at a right angle to Ock and

d(O, ck+1) − d(O, ck) ≥ 0,

which establishes (2.2). As long as the cop has not caught the robber, the value dk is
increasing, and as soon as the robber passes through the disk Dk, he is caught. This
proves the lemma.

2.3.1 Cops and Robber with Strategies from the Lion and Man Game

We show that a similar argument to Besicovitch’s strategy can be used to prove that one
cop suffices to win our version of the game on an Euclidean disk (the cop does not catch
the robber, but gets arbitrarily close). Note that this result is later generalised (see the proof
of Proposition 2.13).

Proposition 2.10 ([W13]). Let B2 be a 2-dimensional Euclidean disk. Then c(B2) = 1.
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Proof. We can assume that B2 is a unit disk. At the beginning of the game, the robber
chooses agility τ with

∑
k τ(k) = ∞, and an initial position of both players. Let O denote

the centre of the disk B2, and let rk and ck denote positions of the robber and the cop after
the k-th move, respectively.

The cop’s strategy is to first move to the centre O of the disk, and in the next steps to
move for the same distance as the robber while ending his move on the line connecting the
centre of the disk and current robber’s position while getting as close to robber as possible
(see Figure 2.6). By Lemma 2.9, we may assume that d(O, rk) is increasing (otherwise
the cop gets closer to the robber even sooner), and since d(O, rk) ≤ 1, the sequence
converges, say �R = limk→∞ d(O, rk).

O
rk

rk+1

ck

ck+1

τ(k)

Figure 2.6: One move in the cop’s strategy.

Thus d(O, ck) is also increasing for all k ≥ K0, where K0 is the step of the game in
which the cop reaches O. Thus d(O, ck) converges, say �C = limk→∞ d(O, ck). If �R = �C ,
then the cop can get arbitrarily close to the robber, hence she wins the game.

O

ck

ck+1

ck+2

rk

rk+1

rk+2

ε

ε

Figure 2.7: The robber and the cop approaching the circles with radius �R and �C , respec-
tively.

Suppose that �R > �C . Take ε = π(�R − �C). (Notice that ε > 0 since 0 < �C < �R ≤ 1.)
Then there exists K1 ∈ N such that for all k ≥ K1 we have d(O, ck) ≥ �C −ε and d(O, rk) ≥
�R −ε. There also exists M1 ∈ N such that

∑M1
i=K1

τ(i) ≥ ε+2π�R. In steps i = K1, . . . , M1,
‖d(O, rk)‖ ∈ [�R − ε, �R], so the robber travels the distance of at least one full circle of
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circumference 2π�R in these steps. But since ‖d(O, ck)‖ ∈ [�C − ε, �C ] and the cop ends
each of his moves on the line between O and the robber, she only needs to move for at
most 2π�C to ensure this. Thus she can move a bit closer to the robber in each step, and
in steps K1, . . . , M1 she gains at least 2π�R − 2π�C . Hence

d(O, cM1) ≥ d(O, cK1) + 2π(�R − �C) ≥ �C − ε + 2ε = �C + ε > �C ,

which is a contradiction.

Theorem 2.11 ([W13]). If n ≥ 1, then c(Bn) = 1.

Proof. The cop’s strategy is to first move to the centre O of Bn. Suppose that after k steps
the cop is positioned in ck which lies on the line between O and the robber’s position is rk.
Then the line Ork and the robber’s position rk+1 in the next move span a 2-dimensional
subspace in Bn which is isometric to B2. So the cop can use the strategy explained in
Proposition 2.10 on every step to get arbitrarily close to the robber.

Let pr2 be the projection on the z-coordinate, i.e., pr2(x, z) = z, and let pr1 be the
projection on the first n − 1 coordinates, i.e., pr1(x, z) = x.

Theorem 2.12 ([W13]). If n ≥ 1, then c0(Bn) = n.

Proof. We first prove that the robber has a strategy to escape n − 1 cops from catching
him (i.e. occupying the same point as the robber). The robber selects his initial position
(12 , 0, . . . , 0) and positions all cops in ( 1

100 , 0, . . . , 0). He chooses agility τ : N → R+ with
τ(n) = 1

n+2 .
Suppose that the robber is not caught after k steps of the game. Denote players

position after kth step as (rk, ck
0, . . . , ck

n−1). Let Λ be the hyperplane containing points
rk, ck

1, . . . , ck
n−1. Construct a line λ, which contains rk and is perpendicular to Λ. Let L

be the point on λ such that LO⊥λ. The robber moves for time τ(k + 1) along λ towards L

(and possibly beyond L) at maximum speed. If L ∈ Λ, the robber may choose his direction
arbitrarily. Denote the new position of the robber by rk+1. Clearly, no cop can reach the
point rk+1 in time τ(k + 1). We still need to check that rk+1 ∈ Bn.

Denote |Ork| = rk, |Ork+1| = rk+1, and let α be the angle at rk in the triangle
�Orkrk+1. Due to the choice of the direction of robber’s move, α ∈ [0, π/2]. The law of
cosines gives

r2k+1 = r2k + τ(k + 1)2 − 2rkτ(k + 1) cosα ≤ r2k + τ(k + 1)2.

Using induction this yields

r2k+1 ≤
k+1∑
i=1

τ(i)2 <
∞∑

i=1
τ(i)2 = π2

6
− 5

4
< 1,
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so rk+1 ∈ Bn and thus the robber is also not caught after k + 1 moves.
Next, we prove that n cops have a strategy to catch the robber using induction on n. For

n = 1, one cop can clearly catch the robber on B1 = [−1, 1]. Suppose n cops can catch
the robber on Bn and observe the game on Bn+1. The robber chooses initial positions and
agility function τ . First, the cops c2, . . . , cn+1 all move into the hyperplane with z = 0. By
induction, these n cops can catch the robber’s projection pr1(r) in Bn+1∩{z = 0}. Now one
cop, say cn+1, keeps pr1 the same as robber’s. If she has some agility left, then she also
moves closer to the robber in z-coordinate. The cops c1, . . . , cn move to the hyperplane
z = pr2(r). They maintain their position in the hyperplane with the same z coordinate as
the robber has. If they have some agility left, they move according to their strategy to catch
the robber in the n-dimensional ball Bn+1 ∩ {z = pr2(r)}.

Let N0 be the step in which both above conditions are fulfilled. The robber either stays
close to the z = pr2(r) hyperplane or moves away from it. We can partition the set of
indices {N0, N0 + 1, . . .} into disjoint sets Mx and Mz in the following way:

Mz =
{

m ≥ N0 | d(pr2(rm+1),pr2(rm)) ≥ τ(m)
2

}
,

Mx = {N0, N0 + 1, . . .} \ Mz.

Note that if m ∈ Mx, then

d(pr1(rm+1),pr1(rm)) =
√

τ(m)2 − d(pr2(rm+1),pr2(rm))2 >

√
3
2

τ(m) >
τ(m)
2

.

If
∑

m∈Mx
d(pr1(rm+1),pr1(rm)) and

∑
m∈Mz

d(pr2(rm+1),pr2(rm)) are finite, then the sum∑
m≥N0

τ(m)
2 is finite, too. This implies that

∑
m∈N τ(m) < ∞, which is by definition not pos-

sible for an agility function τ . Hence at least one of the sums
∑

m∈Mx
d(pr1(rm+1),pr1(rm))

and
∑

m∈Mz
d(pr2(rm+1),pr2(rm)) must be infinite. If it is the first one (resp. the second

one), then the cops c1, . . . , cn (resp. the cop cn+1) can by induction catch the robber.

2.3.2 Generalised Radial Strategy

The radial strategy used to determine the cop number of the n-dimensional ball can be
generalised in the following way.

Let X be a geodesic space and x0 ∈ X a fixed point. For y ∈ X, a ray is a simple
(x0, y)-path R = R(x0, y), R : [0, 1] → X, with R(0) = x0, R(1) = y, and the property
d(x0, R(t)) < d(x0, R(t′)) if 0 ≤ t < t′ ≤ 1. We say that X is starshaped at x0 if X =⋃

y∈A R(x0, y) for some A ⊆ X, R(x0, y) ∩ R(x0, z) = {x0} for every distinct y, z ∈ A, and
d(x0, y) = d(x0, z) for every y, z ∈ A.

For example, in Bn, setting x0 to be the centre of the ball, A to be ∂Bn, and taking rays
as straight lines from x0 to every point in A, satisfies the starshaped condition.
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Cd

Cd′

A

x0

φd′,d(y)
y

y′

Cd

A

x0

φd(y1)

y1

φd(y2)y2

Figure 2.8: A schematic setup when X is starshaped. A is the boundary of X, Cd and Cd′

are the cycles of distance d and d′ from x0. The distance between φd(y1) and φd(y2) is
smaller than the distance between y1 and y2.

Let X be starshaped at x0. Denote Cd = {t ∈ X | d(x0, t) = d}. For every d, d′ ∈
(0, d(x0, A)], we can define a mapping ϕd′,d : Cd′ → Cd, see Figure 2.8.

For every y ∈ Cd′ there exists exactly one ray containing y, say R(x0, y′), y′ ∈ A. There
exists exactly one point on R(x0, y′) at distance d from x0. Take this point to be ϕd′,d(y).
Notice that ϕ−1

d′,d = ϕd,d′ . Sometimes we will use a simplified notation ϕd(y) = ϕd′,d(y) since
d′ = d(x0, y) is implicitly expressed with the choice of y.

For d1, d2 ≥ d, define

δ(d1, d2, d) = inf
y1∈Cd1 ,y2∈Cd2 ,y1 �=y2

d(y1, y2) − d(ϕd1,d(y1), ϕd2,d(y2))
d(y1, y2)

=

= inf
y1∈Cd1 ,y2∈Cd2 ,y1 �=y2

(
1 − d(ϕd1,d(y1), ϕd2,d(y2))

d(y1, y2)

)
.

Proposition 2.13 ([W13]). If X is starshaped at x0 and δ(d1, d2, d) > 0 for every d1 ≥ d2 ≥
d, d1 > d, then c(X) = 1.

Proof. Let τ ,
∑

n τ(n) = ∞, be the agility chosen by the robber. The cop’s strategy is first
to move to x0 and then try to move closer to the robber, while ending each of his moves on
the same ray g as the robber is on.

First, we prove that if the cop is positioned at distance d from x0 while the robber is at
distance more than d from x0 and they are both on the same ray R, then the cop can guard
Cd. Notice that since δ(d1, d2, d) > 0, we have d(y1, y2) > d(ϕd1,d(y1), ϕd2,d(y2)) for every
y1 ∈ Cd1 , y2 ∈ Cd2 . Thus if the robber moves such that his distance from x0 remains greater
than d, then the condition from the statement ensures that the cop can end his move on
Cd, again on the same ray R as the robber is on.
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If the robber moves closer to x0 than d, then the cop first moves to the intersection
point between the robber’s trajectory and Cd (for which she spends at most the same
distance as the robber did), and then follows along the robber’s trajectory to catch him.
Thus we may assume that d(x0, rn) has a limit. (Otherwise the cop catches the robber
or gets closer to him even sooner. Indeed, consider the projection of both players’ steps
on the interval [0, d(x0, A)], where the robber’s position is d(x0, rn) and the cop’s position
is d(x0, cn). If the robber moves at least for distance d = d(x0, A) steps towards 0, then
the cop caught the robber in [0, d(x0, A)], and hence in X.) Let �R = limn→∞ d(x0, rn).
The cop’s strategy is to first move to x0 (for example along one of the rays R), and then
use the “radial” strategy: ending each of his moves on the same ray R as the robber is
on, while trying to get as close to the robber as possible. Since δ(d1, d2, d) > 0 for all
appropriate d1, d2, d, we easily conclude that for every distinct y1 ∈ Cd1 , y2 ∈ Cd2 , we have
d(y1, y2) > d(ϕd1,d(y1), ϕd2,d(y2)). Thus d(x0, cn) is also increasing (after the cop reaches
x0) and hence convergent. Let �C = limn→∞ d(x0, cn). If �R = �C , then the cop can get
arbitrarily close to the robber, hence she wins the game.

Suppose that �R > �C . Let δ0 = δ( �R+�C
2 , �R+�C

2 , �C) > 0. Note that δ0 ≤ 1 by definition.
Take ε = �R−�C

2 . There exists N0 ∈ N such that for all n ≥ N0 we have d(x0, cn) ≥ �C − ε

and d(x0, rn) ≥ �R − ε. For n ≥ N0, denote r = rn, c = cn, r′ = rn+1, R′ is the ray on which
r′ lies, and c is the point in R′ ∩ Cd(x0,c). The cop’s strategy is to first move to c, and then
move along R′ for the remainder of his agility.

Observe that, d(r, r′) ≥ d(ϕ�R−ε(r), ϕ�R−ε(r′)), and d(c, c) ≤ d(ϕ�C
(c), ϕ�C

(c)) (here we
are using the simplified notation for the function ϕ). Therefore

1 − d(c, c)
d(r, r′)

≥ 1 − d(

ϕ�C
(y1)︷ ︸︸ ︷

ϕ�C
(c),

ϕ�C
(y2)︷ ︸︸ ︷

ϕ�C
(c))

d(ϕ�R−ε(r)︸ ︷︷ ︸
y1

, ϕ�R−ε(r′))︸ ︷︷ ︸
y2

≥ δ0.

Thus d(c, c) ≤ (1−δ0)d(r, r′). This means that the cop can move closer to the robber along
g(r′) for at least d(r, r′) − (1 − δ0)d(r, r′) = δ0d(r, r′). Note that this holds for every step
n ≥ N0. Since

∑
n τ(n) = ∞, there exists M0 ∈ N such that

∑M0
n=N0

τ(n) ≥ �R−�C
δ0

.
Thus in steps i = N0, . . . , M0, the cop is able to move closer to the robber for at least∑M0

n=N0
δ0τ(n) ≥ δ0 · �R−�C

δ0
= �R−�C . But this means that d(x0, cM0) ≥ d(x0, cN0)+�R−�C ≥

�C − ε + �R − �C = �R − ε > �C , which is a contradiction.

To illustrate the use of Proposition 2.13, we give another proof that c(Bn) = 1.

Lemma 2.14 ([W13]). The n-dimensional ball Bn satisfies the condition that δ(d1, d2, d) > 0
for every d1 ≥ d2 ≥ d, d1 > d.

Proof. Let x0 be the centre of the ball Bn. Taking rays as straight lines between x0 and
the points on the boundary of Bn satisfies the starshaped condition. First, suppose that
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d1 = d2. In this case, d2 > d. Take distinct y1, y2 ∈ Cd1 . Triangles �x0ϕd1,d(y1)ϕd1,d(y2) and
�x0y1y2 are similar. Thus

d

d1
=

d(ϕd1,d(y1), ϕd1,d(y2))
d(y1, y2)

.

So
δ(d1, d1, d) = inf

y1,y2∈Cd1 ,y1 �=y2

(
1 − d(ϕd1,d(y1), ϕd1,d(y2))

d(y1, y2)

)
= 1 − d

d1
> 0.

Second, suppose that d1 > d2 and take y1 ∈ Cd1 , y2 ∈ Cd2 . Since �x0y2ϕd1,d2(y1)
is an isosceles triangle, the angle ∠y1ϕd1,d2(y1)y2 > π

2 . Thus d(y1, y2)2 > (d1 − d2)2 +
d(ϕd1,d2(y1), y2)2. We have

d(ϕd1,d(y1), ϕd2,d(y2))2

d(y1, y2)2
<

d(ϕd1,d2(y1), y2)2

(d1 − d2)2 + d(ϕd1,d2(y1), y2)2
=

= 1 − (d1 − d2)2

(d1 − d2)2 + d(ϕd1,d2(y1), y2)2
≤

≤ 1 − (d1 − d2)2

(d1 − d2)2 + 4
,

where we used the bound d(ϕd1,d2(y1), y2) ≤ diam(Bn) = 2. Thus

δ(d1, d2, d) ≥ inf
y1∈Cd1 ,y2∈Cd2

1 −
√
1 − (d1 − d2)2

(d1 − d2)2 + 4
> 0.

We remark that for Bn the described condition can be simplified to only requiring that
for every d′ > d,

δ(d′, d) = inf
y1,y2∈Cd′ ,y1 �=y2

(
1 −

d(ϕd′,d(y1), ϕd′,d(y2))
d(y1, y2)

)
> 0.

This can be rephrased as follows. For y1, y2 ∈ Cd, let αd(y1, y2) := d(y1, y2). Our condition
then requires that αd(y1, y2) is strictly increasing in terms of d for every selection of y1, y2.

We also prove that the radial strategy can be used on a hemisphere of an n-dimensional
sphere. We start by stating the following technical lemma.

Lemma 2.15 ([W13]). Let 0 < d ≤ d2 ≤ d1 ≤ π
2 , d < d1. If 0 < α ≤ π

2 , then

cos d1 cos d2 + sin d1 sin d2 cosα < cos2 d + sin2 d cosα.
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Proof. Let ϕ, ψ : [0, π
2 ] → R, ψ(α) = cos d1 cos d2 + sin d1 sin d2 cosα and ϕ(α) = cos2 d +

sin2 d cosα. Notice that ϕ(0) = 1 and

ψ(0) =

1, d1 = d2;

cos d1 cos d2 + sin d1 sin d2, d1 �= d2.

It is easy to see that cos d1 cos d2 + sin d1 sin d2 < 1 for every 0 < d2 < d1 ≤ π
2 . On the other

hand, ϕ′(α) = − sin2 d sinα and ψ′(α) = − sin d1 sin d2 sinα. Since d1 > d, 0 > ϕ′(α) >

ψ′(α). Thus for every α ∈ (0, π
2 ], 1 > ϕ(α) > ψ(α).

Lemma 2.16 ([W13]). The n-dimensional hemisphere Sn
+ satisfies the condition δ(d1, d2, d) >

0 for every d1 ≥ d2 ≥ d, d1 > d.

Proof. The shortest paths between the north pole N = (0, . . . , 0, 1) and the points on the
boundary of Sn

+ have all the conditions needed for rays, thus Sn
+ is starshaped at N . Let τ ′

be the agility function chosen by the robber. Let τ be a subdivision of τ ′ such that the angle
at N corresponding to each move is smaller than π

2 . By [79, Lemma 5] this only goes in the
favour of the robber.

Let y1 ∈ Cd1 , y2 ∈ Cd2 , y1 �= y2. If y2 lies on the geodesic between N and y1, then
d(ϕd1,d(y1), ϕd2,d(y2)) = 0 and 1 − d(ϕd1,d(y1),ϕd2,d(y2))

d(y1,y2) = 1, so this case can be excluded in
the below calculations. Using the spherical law of cosines, we get

cos (d(ϕd1,d(y1), ϕd2,d(y2))) = cos2 d + sin2 d cosα,

cos (d(y1, y2)) = cos d1 cos d2 + sin d1 sin d2 cosα,

where α is the angle between the geodesics from N to y1 and from N to y2. Our choice of
the agility function yields that 0 < α ≤ π

2 . Notice that this allows us to write

δ(d1, d2, d) = inf
0<α≤π/2

(
1 − arccos(cos2 d + sin2 d cosα)

arccos(cos d1 cos d2 + sin d1 sin d2 cosα)

)
.

To determine δ(d1, d2, d), let us consider the continuous function f : (0, π
2 ] → R,

f(α) = 1 − arccos(cos2 d + sin2 d cosα)
arccos(cos d1 cos d2 + sin d1 sin d2 cosα)

.

By Lemma 2.15, f(α) > 0 for every α ∈ (0, π
2 ].

Since d1 > d, f(π
2 ) = 1 − arccos(cos2 d)

arccos(cos d1 cos d2) > 0. If d1 �= d2, then

lim
α↘0

f(α) = 1 − arccos(1)
arccos(cos d1 cos d2 + sin d1 sin d2)

= 1.
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If d1 = d2, then we can write

f(α) = 1 − arccos(1 + sin2 d(cosα − 1))
arccos(1 + sin2 d1(cosα − 1))

,

from which we can see that limα↘0 f(α) > 0.
As f is continuous and its limits at the boundary are bounded away from zero, it follows

that infα∈(0,π/2] f(α) > 0 and thus δ(d1, d2, d) > 0.

2.3.3 Higher-dimensional Spheres

It turns out that a constant number of cops are also enough to win the game on n-
dimensional spheres, while a linear number of cops is needed to catch the robber.

When studying the game on Sn it is useful to consider a mirroring strategy of the cop.
Let

ρ : Sn → Sn
−, ρ((x1, . . . , xn, z)) =

(x1, . . . , xn, z), z ≤ 0,

(x1, . . . , xn, −z), z ≥ 0.

Lemma 2.17 ([W13]). One cop can guard a great circle in Sn.

Remark: the cop essentially guards a whole hemisphere.

Proof. Given starting positions (r1, c1) of the robber and the cop, respectively, we change
coordinates so that c1 = ρ(r1) (this can be done with an orthogonal transformation, so
distances are preserved). Now the cop’s strategy is to move so that cn = ρ(rn), thus
guarding the great circle {(x1, . . . , xn, 0) ∈ Sn}.

Theorem 2.18 ([W13]). If n ≥ 1, then c(Sn) = 2.

Proof. Let (r1, c1, c2) be the starting positions of the robber and both cops. First, the co-
ordinate system is fixed in such a way that c1 = ρ(r1). Afterwards, the first cop uses the
strategy from Lemma 2.17 to guard the lower hemisphere. So the robber is essentially
limited to moving around in the upper hemisphere (otherwise he is caught). The second
cop first moves to the north pole N and then uses the radial strategy. Proposition 2.13 and
Lemma 2.16 ensure that she can get arbitrarily close to the robber.

It follows from [103] that exactly n + 1 cops are needed to catch the robber on Sn, i.e.

c0(Sn) = n + 1.

Observe that two cops can win on Sn even if each of them is using the radial strategy
on a complementary hemisphere. This can easily be generalised to spaces that are union
of a number of subsets, each satisfying the condition of Proposition 2.13.
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2.3.4 Covering Space Method and its Application to the Flat Torus

Sometimes it is beneficial for the cops to imagine that the game is played on the covering
space instead of on the space itself. The following result shows that if k cops can win the
game on the covering space, then k cops can also win on the space itself.

Lemma 2.19 ([W13]). If C is the covering space of X that locally preserves distances, then
c(X) ≤ c(C).

Proof. Let p : C → X be the covering map and let c(C) = k. While the game in X is played
with k cops, the cops imagine the game is simultaneously played on C. If a cop moves to
c in C, the same cop moves to p(c) in X (which is possible due to the properties of the
covering map). Thus since at least one cop can get arbitrarily close to the robber in C, the
image of this cop in X also gets arbitrarily close to the robber.

In the following we consider the Cops and Robber game played on a flat torus, to
demonstrate the usefulness of the covering space method. Recall that the covering space
of T n is Rn.

Lemma 2.20 ([W13]). Let ε > 0. If the robber’s position is on the line between two cops in
Rn, then the two cops can come to distance ε from the robber in Rn.

Proof. Without loss of generality we may assume that r0 = (0, . . . , 0), c01 = (0, . . . , 0, a),
c02 = (0, . . . , 0, −b), a ≥ b > 0. Take ε > 0. We want to prove that the cops have a strategy
to reduce d(rn, {cn

1 , cn
2}) to at most ε. Let t = 1

2ε(a
2 − ε2), α = arctan(a

t ) and β = arctan( b
t ).

Note that the right-angled triangle with one of the angles α and legs of lengths a and t has
the hypotenuse of length t + ε.

The cops partition each move of the robber into his first n − 1 coordinates x1, . . . , xn−1,
and the last coordinate xn, denoted by τx

n and τ z
n, respectively. Note that in each step, at

least one of these is greater than τn
2 . The cops move for τx

n in the same direction as the
robber, but slightly towards him, the first cop following a line with slope ±α, and the second
cop following a line with slope ±β (as long as this step ensures that the xn coordinates of
the first cop, resp. second cop, is larger, resp. smaller, than the xn coordinate of the robber,
otherwise they move on a smaller angle, directly towards the robber). They also move for
τ z

n in xn-coordinate towards the robber. The first part of the move at angle α (β, resp.) en-
sures that the distance between the cops’ and the robber’s projections on the x1, . . . , xn−1-
hyperplane are always at most ε apart, while the second part of the move ensures that
the distance between the cops’ projections on xn-axis is getting smaller. Notice also that
such moves ensure that after every move of the cops, the robber is at most at distance ε

from the projections of cops’ positions onto the x1, . . . , xn−1-hyperplane. If
∑k

n=1 τx
n > t for

some k, then the latest after k steps the distance between the cops and the robber will be
at most ε. Otherwise, since

∑
n τn = ∞, it holds

∑
n(τn − τx

n ) =
∑

n τ z
n = ∞, thus the cops
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c01

r0

r1

(34 , 1
2)

c02

c11

c12

Figure 2.9: The first move of the robber and the cop in the ε-approaching game. The point
(34 , 1

2) is at most τ0 away from r1.

will eventually be on the same xn-coordinate as the robber, and the robber will be at least
ε-close.

Remark 2.21. The conclusion of Lemma 2.20 also holds if the robber is at distance less
than ε from the line between the two cops. The details are left to the reader.

Using the covering space method we demonstrate that two cops win the game on T n.

Theorem 2.22 ([W13]). For every n ≥ 1, c(T n) = 2.

Proof. As S1 ⊆ T n and the projection T n → S1 is a 1-Lipschitz mapping, Lemma 2.7 yields
c(T n) ≥ 2.

The universal covering space of T n is the Euclidean space Rn. We will prove that with
good initial positions two cops can win the game on Rn, thus by Lemma 2.19, c(T n) ≤ 2
as well. Without loss of generality we may assume that c01 = c02 = (0, . . . , 0) ∈ T n. The
robber moves from r0 to r1 in his first move, see Figure 2.9. There exists a point with
rational coordinates that is at most τ0 away from r1, say (p1

q1
, . . . , pn

qn
), where pi, qi ∈ N0 for

i ∈ [n]. Let Q = q1q2 · · · qn. Imagine the cops’ initial positions in the Euclidean space are
c01 = (0, . . . , 0) ∈ Rn and c02 = (Q · p1

q1
, . . . , Q · pn

qn
). They first make the step r1 − (p1

q1
, . . . , pn

qn
).

As a result, r1 now lies on the line between c11 and c12. Using Lemma 2.20, these two
cops can now come ε-close to the robber in the game on Rn. Thus the two cops win the
ε-approaching game on T n. This implies that c(T n) ≤ 2.

On the other hand, n + 1 cops are needed to catch the robber on T n.

Theorem 2.23 ([W13]). If n ≥ 1, then c0(T n) = n + 1.

Proof. On T n, n cops cannot catch a robber. The robber chooses the agility function τ = 1
8 .

Since the 1
8 -ball around rk can be entirely contained in the union of 1

8 -balls around ck
1, . . . , ck

n

if and only if rk = ck
i for some i ∈ [k], the robber has a direction in which he can move to

escape being captured in this move.
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Next, we prove in full detail that three cops suffice to catch the robber on T 2. We
imagine the game is played on the universal cover space of T 2, so on R2. Without loss
of generality, c01 = c02 = c03 = (0, 0). Let the robber’s initial position be r0 ∈ [0, 1]2 in the
covering space R2. We imagine the cops’ initial positions are c01 = (0, −100), c02 = (200, 100)
and c03 = (−200, 100). For i ∈ [3], let �i be the ray starting at r0 that goes through c0i , and
let �⊥

i be the bisector of the line segment between c0i and r0. The selected initial conditions
in the covering space ensure that the angle α1 of the slope of l1 is in [arctan(100), π/2], the
angle α2 of the slope of l2 is in [arctan( 99

201), arctan(
1
2)] and the angle α3 of the slope of l3

is in [π − arctan(12), π − arctan( 99
201)]. The angles of the lines lTi are at αi + π/2 or αi − π/2.

A short calculation shows that the angles between the bisectors �⊥
i (i ∈ [3]) are between

π
3 − π

18 = 5π
18 and π

3 + π
18 = 7π

18 and the angles between the rays �i (i ∈ [3]) are between 10π
18

and 14π
18 .

The cops’ strategy is to move in the same direction as the robber if the robber is moving
away from the bisector between them, or to move to the reflection along the bisector of the
robber’s new position. This clearly maintains angles between lines �⊥

i , i ∈ [3], and angles
between lines �i, i ∈ [3]. Let Dn =

∑3
i=1 d(rn, cn

i ). The above strategy ensures that Dn is
decreasing. Indeed, when the robber moves from rn to rn+1, d(rn, rn+1) = τn, he moves
closer to either one or two bisectors between him and a cop. If he moves closer to only
one of the bisectors (say closer to the cop cj), then the angle between the move rn → rn+1

and �j is at most 7π
18 , thus Dn − Dn+1 ≥ 2τn cos(7π

18 ). If the robber moves closer to two of
the bisectors (say closer to the cops cj and ck), then at least one of the angles between
the move rn → rn+1 and �j or �k is smaller than one half of the angle between �j and �k,
which is smaller than 7π

18 . Thus again, Dn − Dn+1 ≥ 2τn cos(7π
18 ).

Since
∑

n τn = ∞, there exists N0 ∈ N such that
∑N0

n=1 τn ≥ D0+1
2 cos( 7π

18 )
. Thus DN0 =∑3

i=1 d(rN0 , cN0
i ) ≤ D0 −

∑N0
n=1 2τn cos(7π

18 ) ≤ D0 − 2 cos(7π
18 )

D0+1
2 cos( 7π

18 )
= −1, which is a

contradiction. Hence the cops are able to catch the robber. This concludes the proof for
n = 2.

In higher dimension (n ≥ 3) the strategy is to choose the initial positions of the cops (in
the covering space) such that the robber is caught in a simplex. Then, as in the previous
argument, with every step of the robber, there is a cop which gets at least a positive fraction
of the step closer to the robber. We skip the details, but show that there exists such a fixed
positive fraction if the robber was caught in a regular n-simplex in Rn+1.

Let n + 1 points S = {e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , en+1 = (0, . . . , 0, 1)}
span the regular simplex Σ in Rn+1. A point x = (x1, . . . , xn+1) lies in Σ if and only if
x1 + · · · + xn+1 = 1 and xi ≥ 0 for i ∈ [n + 1]. Let the robber’s position after step r be
x = (a1, . . . , an+1) in the interior of Σ, let ci be the reflection of x over the hyperplane Πi

spanned by S \ {ei}. The normal of Πi is ni = (1, . . . , 1, 0, 1, . . . , 1), where 0 is on the i-th
coordinate, and ei−1 (index modulo n + 1) lies on Πi. Then ci = x + 2 (ei−1−x)·ni

n ni. Recall
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that projection of a onto b is projb a = a·b
b·b b. Thus ci = x + 2ai

n ni and ci − x = 2ai
n ni. Notice

that ‖ci − x‖2 = 4a2
i

n .
Let the robber’s position after step r+1 be x′ = (b1, . . . , bn+1) ∈ Σ and let ‖x′ − x‖ = τ .

Since ‖x′ − x‖2 =
∑n=1

j=1 (bj − aj)2 = τ2, at least one of the terms is greater than τ2

n+1 .
Without loss of generality, (b1 − a1)2 ≥ τ2

n+1 .
If b1 − a1 < 0, then a1 − b1 ≥ τ√

n+1 . Thus (x′ − x) · (c1 − x) = 2a1
n (a1 − b1) ≥ 2a1

n
τ√
n+1 .

Therefore projc1−x(x′ − x) ≥ τ√
n(n+1)

c1−x
‖c1−x‖ .

If b1 −a1 ≥ 0, then b1 −a1 ≥ τ√
n+1 . Since 0 =

∑n=1
j=1 (bj −aj) ≥ τ√

n+1 +
∑n=1

j=2 (bj −aj), at
least one of the terms is smaller than −τ

n
√

n+1 . Without loss of generality, b2−a2 ≤ −τ
n

√
n+1 , i.e.,

a2−b2 ≥ τ
n

√
n+1 . Thus (x

′ −x) ·(c2−x) ≥ 2a2
n

τ
n

√
n+1 and projc2−x(x′ −x) ≥ τ

n
√

n(n+1)
c2−x

‖c2−x‖ .

Thus it is always true that at least one of projci−x(x′ − x) is directed towards ci and has
norm greater or equal τ

n
√

n(n+1)
.

To prove that n+1 cops suffice to catch the robber on T n, we use change of coordinates
and the argument explained above.

We can extend the proof to manifolds which have the Euclidean space as a covering
space.

Theorem 2.24. Suppose S is an n-dimensional Euclidean manifold. Then c(S) = 2 and
c0(S) = n + 1.

Proof. The strategies are similar to those in Theorem 2.22 and Theorem 2.23, we sketch
the main differences. To show that c(S) ≥ 2, we play the game on a systole, which is a
shortest non-contractible curve. Suppose the length of the systole is s, then the robber
chooses agility τ = 1

8s. On the systole, one cop can not catch the robber if the agility
function is τ = 1

8s, and there is a 1-Lipschitz mapping from S to the systole, which can
be shown using the Gauss-Bonnet Theorem. To show that c0(S) ≥ n + 1, the same proof
holds when the robber chooses agility τ = 1

8s. Since the 1
8s-ball around rk can be entirely

contained in the union of 1
8s-balls around ck

1, . . . , ck
n if and only if rk = ck

i for some i ∈ [k],
the robber has a direction in which he can move to escape being captured in this move.

For the upper bounds, the strategies of the cops are the same, their starting position
is without loss of generality the origin. We consider an appropriate copy of their starting
position in the covering space, and play the game in the covering space. To show c(S) ≤ 2
we imagine their starting positions in the covering space, so that after the first round the
robber is on the line between the cops. To show c0(S) ≤ n+1, we imagine the cops starting
positions in the covering space such that the robber is caught in a simplex. Using the same
strategies as before gives the upper bound.
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2.3.5 Hyperbolic Surfaces

In this section we turn to the Cops and Robber game on hyperbolic surfaces S. An impor-
tant tool that we will be using for c(S) and c0(S) is the standard fact that one cop can guard
an isometric path by Lemma 2.6. We will show that if the game is played with two cops,
one cop can come arbitrarily close to the robber with the help of the second cop, by playing
the came in the universal covering space D. In order to establish that one cop c1 is coming
closer and closer to the robber, we will need to use geometric properties of the hyperbolic
plane, which we describe in the following.

First, consider Figure 2.10 and let the robber’s position be X1 and the cops position be
A. The robber moves to B, while the cop moves as close to B as possible in the same
time. Essentially, if their starting positions are closer together (at positions X2 and X3),
then their end positions are closer together.

Lemma 2.25 ([W12]). Let T (A, B, C) be a hyperbolic triangle with corners A, B, C, where
the angle at C is a right angle. If X1 ∈ AC, then

d(A, B) − d(X1, B) = max
X2,X3∈AX1

d(X2, B) − d(X3, B).

Moreover, d(A, B) − d(X1, B) = d(X2, B) − d(X3, B) if and only if X2 = A and X3 �= X1.

Proof. This is a simple application of Pythagoras’ Theorem for hyberbolic triangles. Sup-
pose X, Y ∈ AC with X ∈ Y C. Since cosh is strictly increasing on the positive real axis
and acosh is strictly increasing

d(Y, B) = acosh(cosh(d(B, C)) cosh(d(Y, C)))

≥ acosh(cosh(d(B, C)) cosh(d(X, C))) = d(X, B)

with equality if and only if X = Y . The lemma follows by using this inequality twice,

d(X2, B) − d(X3, B) ≤ d(A, B) − d(X3, B) ≤ d(A, B) − d(X1, B).

Clearly, d(X2, B) − d(X3, B) = d(A, B) − d(X1, B) if and only if X2 = A and X3 = X1.

Now let the robber be at position X3 in Figure 2.10 and the cop be at position A,
the robber moves to B and the cop moves as close to B as possible in the same time.
Essentially, if their starting positions are closer to C along the segment AC while their
distance is the same (their new positions are X2 and X1), then their end positions are
closer together.
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A
X3

B

C
X2

X1

Figure 2.10: A hyperbolic right angled triangle with vertices A, B, C, the right angle is at C.
The points X1, X2, X3 are on the geodesic AC.

Lemma 2.26 ([W12]). Let T (A, B, C) be a hyperbolic triangle with corners A, B, C, where
the angle at C is a right angle. If X3 ∈ AC, then

d(A, B) − d(X3, B) = max
X1,X2∈AC,d(X1,X2)=d(A,X3)

d(X2, B) − d(X1, B).

Proof. For a vertex X ∈ AC, by Pythagoras’ Theorem for hyperbolic triangles

d(X, B) = acosh(cosh(d(B, C)) cosh(d(X, C))).

The second derivative with respect to d(X, C) is

∂2d(X, B)
∂d(X, C)2

= (cosh(d(X, C)) cosh(d(B, C)) sinh2(d(B, C)))
(−1 + cosh2(d(B, C)) cosh2(d(X, C)))3/2 .

Therefore, ∂2d(X,B)
∂d(X,C)2 > 0 for positive values of d(B, C) and d(X, C), hence d(X, B) is convex

for d(X, C) > 0. This means that the secant

d(X, B) − d(Y, B)
d(X, C) − d(Y, C)

is monotonely increasing (in both d(X, C) and d(Y, C)). Consequently,

d(A, B) − d(X1, B)
d(A, X1)

= d(A, B) − d(X1, B)
d(A, C) − d(X1, C)

≥ d(X2, B) − d(X3, B)
d(X2, C) − d(X3, C)

= d(X2, B) − d(X3, B)
d(X2, X3)

,

and since d(A, X1) = d(X2, X3), this proves the lemma.

The next lemma helps to compare triangles where two sides have the same length.
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Lemma 2.27 ([W12]). Suppose A, B, C, A′, B′, C ′ are hyperbolic triangles with d(A, B) =
d(A′, B′), d(B, C) = d(B′, C ′) and ∠BCA > ∠B′C ′A′ > π

2 . Then d(A, C) < d(A′, C ′).

Proof. We will use the hyperbolic 4-parts formula

cos(∠ABC) cosh(d(B, C)) + sin(∠ABC) cos(∠BCA) = sinh(d(B, C)) coth(d(A, B)),

which also holds by replacing A, B, C with A′, B′, C ′. Therefore

cos(∠ABC) cosh(d(B, C)) + sin(∠ABC) cos(∠BCA)

= cos(∠A′B′C ′) cosh(d(B′, C ′)) + sin(∠A′B′C ′) cos(∠B′C ′A′).

Since ∠BCA > ∠B′C ′A′ > π/2 it holds that ∠ABC < ∠A′B′C ′ < π/2. Now by the law of
cosines

cosh(d(A, C)) = cosh(d(A, B)) cosh(d(B, C)) − sinh(d(A, B)) sinh(d(B, C)) cos(∠ABC)

and also here the same formula holds by replacing A, B, C with A′, B′, C ′, hence

cosh(d(A, C)) + sinh(d(A, B)) sinh(d(B, C)) cos(∠ABC)

= cosh(d(A′, C ′)) + sinh(d(A′, B′)) sinh(d(B′, C ′)) cos(∠A′B′C ′).

Since ∠ABC < ∠A′B′C ′ < π/2 and sinh(x) is positive for positive values of x, it holds that
d(A, C) < d(A′, C ′), which proves the lemma.

Using the lemmas, we are now ready to prove our main theorem. Instead of playing
the Cops and Robber game on the hyperbolic surface, we will consider the game on the
universal covering space D. For a player x, we will denote by xk the player’s position in D
after round k.We say two points A, B are on opposite sides of the geodesic h if A, B are
in distinct connected components of the Poincaré disk D \ h. If two points A, B are not on
opposite sides, we say they are on the same side.

Theorem 2.28 ([W12]). If S is a compact hyperbolic surface, then c(S) = 2.

Proof. Let s = sys(S) be the systolic girth of the hyperbolic surface S, which is the length
of the smallest non-contractible curve.

To show that c(S) > 1 we play the game with one cop c and the robber r. The robber
chooses the agility function τ ≡ s

8 and initial positions such that d(c0, r0) > s
8 . We explain

the robber’s strategy which he can use to stay at distance at least sys(S)
8 = s

8 to the cop.
Informally, the robber’s strategy is to move in the direction opposite to the cop’s position.

If d(ck, rk) ≥ 3s
8 , then the robber’s strategy is to stay at the same place, which means

rk+1 = rk. Then d(ck+1, rk+1) ≥ d(ck, rk+1) − s
8 ≥ s

4 . If d(ck, rk) < 3s
8 , the robber moves
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in the direction opposite to the cop’s position, i.e. the shortest paths from rk to ck and
rk to rk+1 meet at rk at angle π. To argue that such a position exists with the additional
assumption that d(rk+1, ck) = d(rk, ck) + s

8 , the Gauss-Bonnet Theorem can be applied.
The Gauss-Bonnet Theorem states that for a region R ⊂ S with sectional curvature K,
piecewise smooth boundary ∂(R),∫

R
K dA +

∫
∂(R)

kg ds = 2πχ(R),

where dA is the element of area of the surface, and ds is the line element along the bound-
ary, and

∫
∂(R) kgds is the sum of the corresponding integrals of the geodesic curvature

kg along the smooth portions of the boundary, plus the sum of the angles by which the
smooth portions turn at the corners of the boundary. Consider the curve C which is piece-
wise geodesic, going from ck to rk+1 along g and from rk+1 to ck along an isometric path.
Since the curve C has length strictly smaller than s, it has to be contractible. C bounds a
region R. Since the curvature of locally isometric curves is 0, by Gauss-Bonnet∫

R
−1dA + θ1 − π + θ2 − π = 2πχ(R),

where θ1, θ2 are the exterior angles between the locally isometric paths at rk+1 and ck.
Since C is contractible, the Euler characteristic of R is 1, hence θ1 = θ2 = π and

∫
R 1dA =

0, which means that the isometric path between ck to rk+1 goes along the geodesic g, and
d(ck, rk+1) = d(ck, rk) + s

8 > s
4 and hence d(ck+1, rk+1) > s

8 . In both cases the robber can
stay at distance at least s

8 to the cop, which proves the lower bound.
For the upper bound, suppose we play the game with two cops c1, c2 and the robber

r. If the robber was only escaping from cop c1, then by the above argument his strategy
could be to stay roughly on the geodesic defined by the current positions of the robber r

and cop c1. Since we have two cops available, we can force the robber to take a different
strategy. The idea of the cops’ strategy is that cop c1 will chase the robber, while cop c2 will
force the robber to move away from the geodesic defined by r, c1, allowing cop c1 to move
closer to r. We will play the game on the universal covering space on the Poincaré disk D.
Let D = diam(S).

The robber chooses an agility function τ and the starting position c01, c02, r0. Let 0 = t0 <

t1 < t2 < t3 < . . . be a sequence of integers representing time steps such that

ti+1−1∑
k=ti

τk ≥ 30D.

Our goal is to show that for every ε > 0 the cops c1, c2 have a strategy in which the cop
c1 can come ε-close to the robber r, which means the cops win the ε-approaching game.
By Theorem 2.4, if the cops can win the ε-approaching game, they can win the game. We
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Figure 2.11: Copies of the fundamental polygon P (4g, 2π
4g ) in D. Depicted is a point and

one copy of this point in each of the depicted copies of the fundamental polygon.

show that if d(cti
1 , rti) ≥ ε then there exists some δ = δ(ε) > 0, such that if the cops c1, c2

follow their strategy then either

d(cti+1
1 , rti+1) ≤ ε

or

d(cti+1
1 , rti+1) ≤ d(cti

1 , rti) − δ,

which means eventually the cop c1 will be ε-close to the robber.
Let k0 := ti for some i > 0. Let rk0 , ck0

1 be a copy of the robber’s and cop’s position in
the universal covering space D, such that their distance in the universal covering space
is the same as on the surface. We consider the geodesic g0 through rk0 , ck0

1 . We explain
the strategy of the cop c2 first. Since we play the game in the covering space D, we have
arbitrarily many copies of the position of c2 that we can choose from (see Figure 2.11). The
starting position ck0

2 for cop c2 is such that it is close to the geodesic g0 but sufficiently far
from rk0 , which we make more precise in the following.

Let P be the point on g0 at distance 10D to rk0 that is further away from ck0
1 . Note that

there is a copy ck0
2 in the universal covering space which is at distance at most D from P ,

this will be the starting position of c2. We consider h = og0(c
k0
2 ), the orthogonal geodesic

to g0 through ck0
2 . The next claim shows that the cop c2 can reach his closest point on the

geodesic g0 in much faster time than the robber can.

Claim 2.29. h ∩ g0 is at distance between 9D and 11D from rk0 and at distance at most D

from ck0
2 .
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The closest point from ck0
2 to g0 is at most the distance from ck0

2 to P , which is at most
D. Note that the closest point from ck0

2 to g0 is h ∩ g0 since there is a right angle between
h and g0. The closest point from P to h is also h ∩ g0 since P ∈ g0. In particular, h ∩ g0

is closer to P than ck0
2 , so d(h ∩ g0, P ) ≤ D. The distance from rk0 to P is 10D, so by the

triangle inequality his distance to ck0
2 is between 9D and 11D. This proves Claim 2.29.

The strategy of c2 is to chase the orthogonal projection of r on h. Note that by Claim 2.29
the distance from rk0 to h is at least 9D. Let B, B′ be points on h at distance 8D from
B0 := g0 ∩ h. The cop c2 can guard the path from B to B′ on h, since his distance to B0 is
at most D, so his distance to B, B′ is at most 9D, which is at least the distance from rk0 to
B, B′. For k ≥ k0, let gk = oh(ck

1) and let Bk = gk ∩ h, see Figure 2.12.

ck
1

B

Bk

h

gk

rk

Figure 2.12: A schematic picture of cop’s position c1 and robber’s position r at time step k.

Since the cop c2 guards the path from B to B′, the robber r has to cross the geodesic
segment ck

1B (or the symmetric case ck
1B′). Since in round k the robber makes a step

before the cop, the robber crosses ck
1B in step k + 1.

In the following we will give a strategy of the cop c1, so that the best strategy for the
robber r is to cross ck

1B close to B. Suppose rk, rk+1 are on the same side as B with
respect to gk. Then we move cop c1 towards B such that:

The robber’s position rk+1 and B are on the same side of gk+1. (2.3)

The (k + 1)-st position ck+1
1 of cop c1 is

(a) the point between ck
1 and B s.t. d(ck+1

1 , ck
1) = τk+1 if this step does not violate (2.3),

(b) otherwise, the closest point to rk+1 on the geodesic oh(rk+1) with d(ck+1
1 , ck

1) = τk+1.

The strategy is similar if the robber moves towards B′. By symmetry we can assume that
the first step of the robber away from the geodesic g0 is towards B. Now, suppose that the
robber crosses gk by going from step rk to step rk+1, see Figure 2.13. By splitting each
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Figure 2.13: The point φ(rk+1) is the reflection point of rk+1 over gk.

such step into two substeps we may consider the first substep as above, initial and ending
position on the same side as B, and the second substep with initial and ending position on
the same side as B′. In the first substep the cop c1 moves along gk towards the robber. In
the second substep the cop imagines the robber to move to φ(rk+1), which is the reflection
of the position rk+1 along gk, and determines his position φ(ck+1

1 ) by using strategy (a) or
(b). She then reflects the position φ(ck+1

1 ) along gk to obtain ck+1
1 . After subdividing each of

the robber’s steps at most once, by symmetry we can assume the robber does not cross
gk, which means the position rk+1 is on the same side of the geodesic gk as B.

Recall that in round t the robber makes a step before the cops make their step. Let
t be the first round at which the robber crosses ct−1

1 B. We can assume without loss of
generality that rt = x ∈ ct−1

1 B by subdividing the step and letting the agility at time step t be
d(x, rt−1). Let us consider the right triangle on vertices ct−1

1 , Bt−1, B, recall that Bk = gk ∩h,
see Figure 2.12. We define a function

ft : ct−1
1 B → R, ft(x) = d(ct−1

1 , x) − d(rt−1, x).

The function f describes the (maximal) distance between ct
1 and rt = x given ct−1

1 , rt−1.
Note that by the triangle inequality, ft(x) < d(ct−1

1 , rt−1) unless d(ct−1
1 , rt−1) = 0 since

x, ct−1
1 and rt−1 are not on a common geodesic. In order to maximise his distance to cop

c1, we show that the best choice for the robber is to move to B in his last step (we ignore
that the robber would be caught by c2).
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Claim 2.30. Given fixed positions ct−1
1 and rt−1 such that rt−1 is in the triangle defined by

ct−1
1 , B, Bt−1, it holds that

ft(B) = max
x∈ct−1

1 B

f(x)

Suppose x ∈ ct−1
1 B and x �= B. We consider the triangle defined by x, B, rt−1. Since x

is on a common geodesic with ct−1
1 and B,

ft(B) = d(ct−1
1 , B)−d(rt−1, B) = (d(ct−1

1 , x)+d(x, B))−(d(rt−1, B)−d(rt−1, x))−d(rt−1, x).

By the triangle inequality, d(x, B) ≥ d(rt−1, B) − d(rt−1, x), hence ft(B) is at least ft(x) =
d(ct−1

1 , x) − d(rt−1, x). This proves Claim 2.30.
Let rk0 , . . . , rt be a sequence of t−k0 steps such that rt ∈ ct−1

1 B and rk is in the interior
of the triangle ck−1

1 BBk for k = k0, . . . , t − 1(given the prescribed strategy of cop c1). We
define

g(t) := max
rk0 ,...,rt,τ

d(ct
1, rt).

Note that the maximum is well-defined since S is compact and we can assume τk < D.
Hence let rk0 , . . . , rt be a sequence such that d(ct

1, rt) = g(t). We will show that g(t) ≤
g(k0 + 1) by showing that g(t) ≤ g(t − 1). We can assume that the last step of the cop c1

is of type (a) (the type refers to the strategy that the cop c1 used), otherwise the robber
is caught, and 0 = g(t) ≤ g(t − 1). We can assume rt = B by Claim 2.30. Suppose the
second last step from ct−2

1 to ct−1
1 is of type (a). Then it is of advantage to the robber to

move along the geodesic segment rt−2B during the last two steps since

d(ct−2
1 , B) − d(rt−2, B) = d(ct−2

1 , ct−1
1 ) + d(ct−1

1 , B) − d(rt−2, B)

≥ d(ct−2
1 , ct−1

1 ) + d(ct−1
1 , B) − (d(rt−2, rt−1) + d(rt−1, B))

≥ d(ct−1
1 , B) − d(rt−1, B).

Hence by maximality of rk0 , . . . , rt, we can assume rt−1 ∈ rt−2B. But then we can merge
the last two steps t−2 → t−1 and t−1 → t to one step t−2 → t, since it does not change
the strategy of the cop, and g(t) ≤ g(t − 1).

Now assume the step from ct−2
1 to ct−1

1 is of type (b). Let zc be the intersection point of
gt−1 and ct−2

1 B, see Figure 2.14. By Lemma 2.25 we can assume

τt−1 = d(rt−1, rt−2),

otherwise decreasing τt−1 (at most until ct−1
1 = zc) is a better strategy for the robber.
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1
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Figure 2.14: The case when the second last move of the robber is of type (b).

Let z1r , z2r be the points on gt−1 such that they are at the same distance from the robber’s
position rt−2 as zc is from the cop’s position ct−2

1 . Let z1r be closer to Bt−1. Note that the
robber’s position is either in z1r Bt−1 or in z2r zc. The second case can not happen since by
Lemma 2.25, rt−1 = zr would give ct−1

1 = zc and that would be a better choice for the
robber, contradicting maximality of rk0 , . . . , rt. We denote zr = z1r and then rt−1 ∈ zrBt−1,
see Figure 2.14.

Claim 2.31. It is of advantage to the robber to move to zr instead of rt−1.

Let pc, pr be the closest points on gt−1 from ct−2
1 , rt−2, respectively. This means the

angles ∠ct−2
1 pcBt−1, ∠rt−2prBt−1 are right angles. There are two Lambert quadrilaterals

formed by ct−2
1 , pc, Bt−1, Bt−2 and rt−2, pr, Bt−1, oh(rt−2)∩ h, respectively. Any two sides of

a Lambert quadrilateral determines the length of the other sides, see [106]. In particular,
since d(Bt−1, oh(rt−2 ∩ h)) ≤ d(Bt−1, Bt−2) and d(pr, Bt−1) < d(pc, Bt−1), it holds that

d(pr, rt−2) < d(pc, ct−2
1 ).

Therefore by the sine formula for hyperbolic right triangles, ∠pczcc
t−2
1 > ∠przrrt−2 and

∠ct−2
1 zcc

t−1
1 < ∠rt−2zrrt−1.

Since d(ct−2
1 , zc) = d(rt−2, zr) and d(ct−2

1 , ct−1
1 ) = d(rt−2, rt−1), it holds by Lemma 2.27 that

d(zr, rt−1) < d(zc, ct−1). By Lemmas 2.26 and 2.25 we have

d(B, zc) − d(B, zr) > d(B, rt−1) − d(B, ct−1
1 ).

Hence it is of advantage for the robber to move to zr instead of rt−1, a contradiction to the
maximality of rk0 , . . . , rt. This proves Claim 2.31, which means that the second last step of
the cop is of type (a) and this means g(t) ≤ g(t − 1).
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We will establish now a positive lower bound on d(rk0 , c
k0)
1 ) − d(rt, ct

1). By Pythagoras’
Theorem for hyperbolic triangles

d(rt, ct
1) ≥ acosh(cosh(d(B, B0)) cosh(d(ck0 , B0)) − acosh(cosh(d(B, B0)) cosh(d(rk0 , B0))

= acosh(c1 cosh(d(ck0 , rk0) + d(rk0 , B0)) − acosh(c1 cosh(d(ck0 , rk0) + d(rk0 , B0)),

where a1 = cosh(8D) > 1. Note that by the mean value theorem for x < y

acosh(a1 cosh(x)) − acosh(a1 cosh(y)) ≥ a2(y − x)

where a2 = minξ∈[x,y] ∂/∂ξ(acosh(a1 cosh(ξ))). Since a1 > 0, the partial derivative is

∂

∂x
acosh(a1 cosh(x)) =

a1 sinh(x)√
a2
1 − 1 + a2

1 sinh2(x)
.

Taking x = d(rk0 , B0) and y = d(ck0
1 , B0) and since d(ck0

1 , B0) ≤ 12D,

a2 ≥ a1 sinh(12D)√
a2
1 − 1 + a2

1 sinh2(12D)
≥ 1 + δ

for some δ > 0. Since y − x = d(rk0 , ck0
1 ) ≥ ε, it follows that

d(rt, ct
1) − d(rk0 , ck0

1 ) ≥ δε.

Recall that k0 = ti for some i. It is left to show that t ≤ ti+1. At step k the cop c1 is moving
closer to B and h, and by the triangle inequality on the triangle ck−1

1 , ck
1 and gk ∩ck−1

1 B, she
is either moving τk/2 closer to B or τk/2 closer to h. By the triangle inequality, d(ck0

1 , B) ≤
d(ck0

1 , B0) + d(B0, B) ≤ 11D + 8D = 19D, hence the cop either meets B or h after moving
for time 30D.

From step ti until step ti+1, the strategy of cop c1 is to simply follow the robber, while
the strategy of cop c2 is to stay in the same position.

We will now turn to c0. We show that on a hyperbolic surface at least three cops are
needed to catch the robber.

Theorem 2.32 ([W12]). If S is a hyperbolic surface, then c0(S) ≥ 3.

Proof. Let rk, ck
1, ck

2 be the robber and the cops’ positions after step k. Let s = sys(S) be
the systolic girth of the surface S. The robber chooses the following agility function τ ≡ s

10
and starting positions r0, c01, c02 where r0 is distance more than s

10 away from c01, c02. In fact,
it suffices to assume that r0 �= c01, c02. We show that if rk �= ck

1, ck
2 then there exists a position

rk+1 at distance at most s
10 from rk with d(rk+1, ck

j ) > s
10 (j = 1, 2), and hence the robber

can escape from the cops.
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Suppose d(rk, ck
j ) > s

5 . Then the robber’s strategy is to stay in the same place, and
d(rk+1, ck

j ) > s
5 . If d(rk, ck

1) ≤ s
5 and d(rk, ck

2) > s
5 , then the robber moves away from cop c1,

rk+1 is the point at distance s
10 on the geodesic through rk, ck

1 which is further away from
ck
1. We consider B(rk, s

5), the disk of radius at most s
5 from rk on S and this is isometric to a

hyperbolic disk since the systolic girth on our surface S is s. In order to see that B(rk, s
5) is

isometric to a hyperbolic disk, consider B(rk, s
5) as a disk in the universal covering space

D. Let x, y ∈ B(rk, s
5), then the geodesic segments g between x and y in the copy of

B(rk, s
5) in the universal covering space D is a locally isometric path from x to y in S.

Suppose xy �= g. Then the closed path going from x to y along xy and from y to x along g

is of length less than s and consists of two paths which are locally isometric and bounds a
region which is non-empty. By the same argument as in Theorem 2.28, this is not possible
by the Gauss-Bonnet Theorem. It follows that d(rk+1, ck

1) = d(rk, ck
1) + s

10 . By the triangle
inequality d(rk+1, ck

2) > s
10 . If d(rk, ck

1) ≤ s
5 and d(rk, ck

2) > s
5 we use the same strategy by

interchanging the roles of c1, c2. Hence we can assume d(rk, ck
1), d(rk, ck

2) ≤ s
5 . Note that

ck
1, ck

2 are now in the hyperbolic disk B(rk, s
5) of radius

s
5 centred at rk. We consider the disk

B(rk, s
5) being embedded in the Poincaré disk, and consider the geodesic h through ck

1, ck
2

in this disk and let oh(rk) be the orthogonal geodesic to h passing through rk. Now let rk+1

be the point at distance s
10 on the geodesic oh(rk) which is further away from g. If ck

j is on
oh(rk) then d(rk+1, ck

j ) = d(rk, ck
j )+ s

10 > s
10 . If ck

j is not on oh(rk), then ∠ck
j , oh(rk)∩h, rk+1

form a right angle and by the hyperbolic Pythagoras’ theorem d(ck
j , rk+1) > s

10 .

The following theorem shows how to capture the robber on the universal covering space
D, if the robber is contained in a polygon which is guarded by the cops.

Lemma 2.33 ([W12]). Suppose the robber is contained in a bounded convex polygon in
the Poincaré disk D where n cops guard the boundary of the polygon. Then these n cops
can catch the robber.

Proof. Let the robber’s position be r0 and the cops’ positions be c01, . . . , c0n. For all k ≥ 0 we
consider the bisectors bk

j between the robber’s position rk and each of the cops’ positions
ck

j (j = 1, . . . , n), and let Bk
j be the midpoint between rk and ck

j , see Figure 2.15. Since the
k cops can contain the robber in the convex region, the bisectors b0j bound a polygon P0

containing the robber, otherwise there is a point on the boundary towards which the robber
can walk and escape from the cops for infinitely long. Let αk

j,j+1 be the angle between the
bisector bk

j and bk
j+1 (we consider the indices modulo n) and let P k

j,j+1 be their intersection
point.The cops follow a very natural strategy, cop cj copies the move of the robber by
reflecting it along the bisector bj and subsequently if there is any agility left she moves as
close to the robber as possible. More precisely, in the k-th round the cop ck−1

j will move to
obk−1

j
(rk), as close to the robber as possible. We have to show that with this strategy the

robber is eventually caught. We show our first claim.

40



Claim 2.34. The angles in the guarded polygon are increasing, which means

αk
j,j+1 ≥ αk−1

j,j+1.

We consider the step of the cop cj and the cop cj+1 separately, imagining the cop
cj takes his turn first. Let P ′ be the intersection point between bk

j , bk−1
j+1 and let α′ be the

angle between bk
j , bk−1

j+1 . If bk
j = bk−1

j , then α′ = αk−1
j,j+1. Otherwise bk

j �= bk−1
j and note that

bk
j is orthogonal to obk−1

j
(rk). Since the quadrilateral Bk

j , Bk−1
j , P k−1

j,j+1, P ′ has angle sum

smaller than 2π and has a right angle at Bk−1
j and Bk

j , it holds that the angle at P ′ in
the quadrilateral is smaller than π − αk−1

j,j+1 but then α′ > αk−1
j,j+1. Now we consider the

quadrilateral formed by Bk
j+1, Bk−1

j+1 , P ′, P k
j,j+1. By the same argument, αk

j,j+1 > α′. This
proves Claim 2.34.

Let
α = min

j∈[n]
α0

j,j+1

and
D = max

j∈[n]
d(P 0

j,j+1, P 0
j+1,j+2).

Claim 2.35. Let βk
j,j+1 be the angle between rkck

j and rkck
j+1. If αk

j,j+1 ≤ (n − 2)π/n, then

acot
( cosh(D)
cot((n − 2)π/n)

)
≤ βk

j,j+1 ≤ π − α.

Since αk
j,j+1 ≤ (n − 2)π/2, there is a quadrilateral formed by rkBk

j P k
j,j+1B

k
j+1 with right

angles at Bk
j and Bk

j+1. Since a quadrilateral has angle sum at most 2π and αk
j,j+1 ≥ α it

holds that βk
j,j+1 ≤ π − α. On the other hand,

cot
(
∠P k

j,j+1r
kBk

j

)
=

cosh
(
d
(
P k

j,j+1, rk
))

cot
(
∠rkP k

j,j+1B
k
j

) ≤ cosh (D)
cot ((n − 2)π/n)

,

hence βk
j,j+1 ≥ ∠P k

j,j+1r
kBk

j ≥ acot( cosh(D)
cot((n−2)π/n)). This proves Claim 2.35.

Note that for some i and all k ≥ 0, αk
i,i+1 ≤ (n − 2)π/n since the angle sum in a

hyperbolic n-gon is upper bounded by the angle sum in an Euclidean n-gon. Without loss
of generality i = 1. Let

β = min
{
acot

( cosh(D)
cot((n − 2)π/n)

)
, α

}
.

For k ≥ 1 we consider the geodesic hk through rk−1, rk. Note that hk and rkck
1 intersect at

rk. If the angle between hk and rkck
1 is in [π/2− β

2 , π
2 ), then the angle between hk and rkck

2

is at most π/2− β
2 by Claim 2.35. Let Ki for i = 1, 2 be the set of rounds at which the angle
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Figure 2.15: A step K+
1 in comparison to a step K−

1 . In both cases the distance of rk to pk

is the same and hence the move of cop c1 is the same.

between hk and ck
j is at most π/2 − β

2 . Without loss of generality,

∑
k∈K1

τk = ∞.

Suppose

∑
k∈K1

τk − d(rk, rk−1) = ∞,

in that case it is even easier for the cops to catch the robber. Note that while the robber
is not caught, the distance between bk−1

j and bk
j is at least τk − d(rk, rk−1). On the other

side, throughout the whole game, the robber is caught in P0. The part of the Poincaré disk
D \ bk

j containing the cop cj eventually surpasses P0, in which rk is contained, which is a
contradiction since bk

j is a bisector.
Suppose now that

∑
k∈K1

d(rk, rk−1) = ∞.

We consider the geodesic rkck and let pk be the closest point to rk−1 on rkck. Let K+
1 be

the time steps in K1 in which the robber’s position is closer to ck
1 than pk and let K−

1 be
the other steps, which means the robber’s position ck

1 is further away from ck
1 than pk, see

Figure 2.15.
Using that tanh(x) is monotonly increasing and for small x,

tanh(x) ≥ x

(
1 − x2

3

)
,
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we get that

∑
k∈K1

tanh
(
d
(
rk, rk−1

))
= ∞.

But then, since atanh(x) ≥ x, we also have

∑
k∈K1

atanh
(
cos

(
π

2
− α

))
tanh

(
d
(
rk, rk−1

))
= ∞.

Let us show how we can use this to end the proof. Consider the triangle rk−1pkrk, with
angle at most π − α at rk. Then by Theorem 1.3,

d
(
rk, pk

)
≥ atanh

(
cos

(
π

2
− α

))
tanh

(
d
(
rk, rk−1

))
.

If k is a step of type K−
1 , then the distance between bk−1

1 and bk
1 is at least d(rk, pk).

Next, we consider the case when k is a step of type K+
1 . Since rk−1pkBk

1Bk−1
1 is a Lam-

bert quadrilateral with acute angle at rk−1, it holds that d(rk−1, Bk−1
1 ) ≤ d(pk, Bk

1 ). Hence
d(rk, pk) is the distance that the cop c1 is getting closer to r in step k. But since d(rk, pk) ≥
atanh

(
cos

(
π
2 − α

))
tanh

(
d(rk, rk−1)

)
, neither of these two can happen infinitely often, which

means the robber is eventually caught.

We now use Lemma 2.33 to bound c0 from above for the special surfaces S(g), S′(g)
and N(g).

Theorem 2.36 ([W12]). If g ≥ 2, then (a) c0(S(g)) ≤ 5, (b) c0(S′(g)) ≤ 6 and (c) c0(N(g)) ≤
4.

Proof. Let O be the midpoint of the fundamental polygon P
(
4g, 2π

4g

)
. We will play the game

in the universal covering space and choose the player’s positions such that they are in
P

(
4g, 2π

4g

)
. We will first use the cops c1, c2, c3 to guard isometric paths. We describe a

strategy for c1, c2, c3 that will ensure that at some time step and some 0 ≤ i ≤ g − 1 one
cop guards the geodesic Ov1+4i and one cop guards the geodesic Ov5+4i and the robber is
in one of the triangular regions Ov1+4iv2+4i, Ov2+4iv3+4i, Ov3+4iv4+4i or Ov4+4iv5+4i. Note
that as long as the cops guard Ov1+4i and Ov5+4i, the robber’s moves are restricted to the
specified triangles since a4i+1 = a−1

4i+3 and a4i+2 = a−1
4i .

We start by moving cop c1 to the isometric path Ov1, cop c2 to the isometric path Ov5

and cop c3 to the isometric path Ov9. By Lemma 2.6 we can assume that after a finite
amount of time the cops guard the respective isometric paths. Now if the robber is in one
of the triangles Ovjvj+1 for some 1 ≤ j ≤ 8, then we achieved our goal. Otherwise, we
move cop c2 to the isometric path Ov13 and wait until she is guarding it. If the robber is in
one of the triangles Ovjvj+1 for 9 ≤ j ≤ 12 then we are done. Otherwise we keep going in
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the same way. Suppose the geodesics Ov1, Ov1+4i and Ov5+4i are guarded for i ≤ g − 2.
Suppose the robber is in some triangle Ovjvj+1 for 1 + 4i ≤ j ≤ 4g. If j ≤ 4 + 4i, we stop
the process. Otherwise we move the cop currently guarding Ov1+4i to guard Ov1+4(i+2)

unless i + 2 = g, in which case we stop the procedure. Without loss of generality cop c1

guards Ov1 and cop c2 guards Ov5 and the robber is in one of the triangles Ovjvj+1 for
some 1 ≤ j ≤ 8. Cop c3, c4, c5 will guard Ov2, Ov3, Ov4, respectively. Now the robber is
captured in either R1 = Ov1v2 ∪ Ov3v4 or R2 = Ov2v3 ∪ Ov4v5. The regions R1 and R2 can
be embedded in the universal covering space D such that they form a quadrilateral which
is bounded by four of the cops, respectively. By Lemma 2.33 we are done.

A similar idea can be used to show (b) and (c). For S′(g), cop c1 will stay on Ov1

and cop c2 will stay on Ov2g+1. Cops c3, c4 will alternatingly guard the geodesic segments
Ov2, Ov3, Ov4, . . . and at the same time cops c5, c6 will alernatingly guard the geodesic
segments Ov2g+2, Ov2g+3, Ov2g+4, . . . until the robber is caught in the region of the surface
corresponding to the triangles Ovivi+1 ∪ Ov2g+1+iv2g+2+i. This region is a quadrilateral in
the universal covering space D, and we are done by Lemma 2.33. On N(g), we use three
cops to capture the robber in a region Ovivi+1∪Ovi+1vi+2. We use two more cops to guard
vivi+1 and Ovi+1. Now the robber is caught in a region isomorphic to a triangle Ovivi+1 in
the hyperbolic plane, and we are done by Lemma 2.33.

2.3.6 n-Dimensional Hyperbolic Space

The proof of Theorem 2.28 can be generalised to higher dimensional hyperbolic manifolds.

Theorem 2.37 ([W12]). If M is a compact hyperbolic manifold, then c(M) = 2.

Proof. Suppose the compact manifold M is Hn/Γ where Γ is a torsion-free, discrete group
of isometries onHn. Let D be the diameter of M . We can position the cop c2 in the covering
space such that it can guard some n−1-dimensional ball of radius 8D at distance between
9D and 11D from the robber’s position, where the centre of the disk is on the geodesic
ck
1rk. Now at every step, we consider the positions ck

1, rk, rk+1, they lie on a common 2-
dimensional subspace of Dn which is isometric to D2 and is also isometric as a subset
of Dn. Now the cop can use the strategies (a) and (b) outlined in Theorem 2.28 on this
subspace.

2.3.7 Manifolds of Constant Curvature

We are ready to summarise our results about manifolds of constant curvature, such mani-
folds are also called space forms.

Theorem 2.38. Suppose M is a compact manifold of constant curvature, then c(M) ≤ 2.

Proof. Suppose M is a real, smooth manifold, equipped with a Riemannian metric gp. That
is, Mg is a Riemannian manifold. Then if C �= 0 is the curvature of Mg at each point P ∈ Mg,
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equipping M with the Riemannian metric g∗
p = |C| · gp gives a Riemannian manifold Mg∗ of

constant curvature 1 or −1. Given the step function τ for Mg, we can play the game with
step function

√
|C| · τ on Mg∗ instead. A step of a player from x ∈ M to y ∈ M of length

τ(n) in Mg is a step of length
√

|C| · τ(n) in Mg∗ . Hence k cops can win the game on Mg

if and only if they can win the game on Mg∗ . By Theorem 2.18, if Mg has constant positive
curvature, then the universal cover of Mg∗ is the unit sphere by the Killing-Hopf Theorem.
Similarly, the universal cover of Mg is a sphere of radius 1√

|C|
. This shows that Mg has cop

number at most 2. Note that since Mg is compact there exists an ε > 0 such that the ε-ball
around a point P in Mg∗ is isometric to a spherical ε-ball on the sphere with radius 1√

|C|
.

The robber chooses the agility function τ ≡ ε/4. The ε/4-ball around the robber can not
be contained in the ε/4-ball around the cop, so the robber has a position he can move to.
Together with Theorem 2.24 and Theorem 2.37, this shows c(Mg) = 2 for any manifold Mg

of constant curvature C.

Since there are graphs G with cop number at least g
1
2−o(1), where g is the genus of

G, and Mohar showed that for graphs of cop number at least 3 there exists a surface S of
genus g with c(S) ≥ c(G), we can not hope that the cop number is constant in general.
Mohar conjectured that the cop win number of general geodesic surfaces of genus g is
close to the lower bound.

Conjecture 2.39 ([80]). Let S be a geodesic surface of genus g. Then c(S) = O(√g).

Mohar also showed that 2g + 1 cops win the Cops and Robber game on a surface of
genus g ≥ 1 and that three cops are enough if g = 0. These bounds are tight for g = 0, 1,
but for large g far from the lower bound.
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Chapter 3

Random Graphs from Surfaces

A measure of quality for graph drawings is the number of edge crossings in a drawing.
The crossing number cr(G) of a graph G is the minimum number of crossings obtained
by drawing G in the plane (or the sphere). One of the most fascinating unsolved problems
about graph drawings is the so-called Hills conjecture. Anthony Hill, a British artist, and
Frank Harary [49] conjectured that a drawing of the complete graph on n vertices in the
plane (or on the sphere) has at least 1/4�n/2��(n − 1)/2��(n − 2)/2��(n − 3)/2� crossings.
Hill discovered a beautiful way of drawing graphs with that many crossings, called cylindri-
cal drawings. Many researchers have been trying to prove or disprove the conjecture over
several decades or at least to find out if we can prove that the true value is close to the
conjectured value for large n [85, 8]. For small values of up to 12 points the conjecture
is shown to be true [46, 89]. Drawings of the complete graph Kn with crossing number
(1+o(1)) 1

64n4 can be obtained by random drawings on the sphere [83], which we will study
in more depth in Section 3.3.4.

This chapter is more generally on random intersection graphs. A (geometric) intersec-
tion graph is the intersection graph of sets (defined by geometric objects). The vertices
of the graph correspond to sets and there is an edge between two vertices in the graph
if and only if their corresponding sets intersect. Before diving into the geometric results
of random intersection graphs, we discuss standard random models and the celebrated
recent theory of graph limits. Then, in Section 3.3 we show that the graph limit of intersec-
tion graphs of random graph drawings exists and is a graph limit of intersection graph of
random geodesic segments. The results in this section appeared in [W4]. Then we study
small substructures in intersection graphs of random geodesic segments, where we start
with a summary of what is known for intersections of random geodesic segments in Eu-
clidean convex sets and concentrate in particular on the square [0, 1]2. We decompose a
set of line segments S drawn uniformly at random from [0, 1]2 into two sets, S1, S2 such
that the number of crossings among the line segments in each set is small. This work was
developed at the Crossing Number Workshop 2022 and is in preparation to be published.
It is joint work with Sergio Cabello, Éva Czabarka, Ruy Fabila-Monroy, Yuga Higashikawa,
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Raimund Seidel, László Székely, and Josef Tkadlec [W7]. As mentioned, we discuss ran-
dom geodesic segments on the sphere and in Section 3.3.4 we give some computational
results for crossing numbers of random geodesic drawings of two particular models of
surfaces of higher genus.

Finally, in Section 3.4.2 we discuss intersection graphs of disks of the same radius
drawn uniformly at random from [0, 1]2, so called random geometric graphs. While in the
first sections we study mostly small substructures in intersection graphs, in this section we
study spanning substructures. This is joint work with Alberto Espuny Díaz, Lyuben Lichev
and Dieter Mitsche, and is in preparation to be published [W10].

3.1 Models for Random Graphs

In the following, for f, g : N → R we say that f(n) = o(g(n)) if f(n)
g(n) → 0 as n → ∞ and that

f(n) = ω(g(n)) if f(n)
g(n) → ∞ as n → ∞.

3.1.1 Binomial Random Graph G(n, p)

The Erdös-Rényi graph G(n, p) is the most common way of modelling a random graph
on n vertices. Starting with a stable set of n vertices, each edge is included in G(n, p)
with probability p ∈ [0, 1], independently from every other edge. The parameter which con-
trols the behaviour of this random graph is p ∈ [0, 1]. Calculating the number of labelled
subgraphs isomorphic to some graph H in G(n, p) is straightforward. Let inj(H, G(n, p))
denote the number of injective graph homomorphisms from H to G(n, p). Then by linearity
of expectation,

E[inj(H, G(n, p))] = pe(H)n(n − 1) . . . (n − v(H)),

and the value is in general not far from its expectation. There has been significant research
in the study of large substructures in G(n, p), such as spanning trees. A function p∗ = p∗(n)
is a threshold for some monotone increasing property P in the Erdös-Rényi graph if

lim
n→∞

P[G(n, p) ∈ P] =

0 if p = o(p∗),

1 if p = ω(p∗).

Bollobás and Thomason [17] proved that every nontrivial monotone graph property has a
threshold in G(n, p). Thresholds have been studied for many spanning properties such
as connectivity [31, 39] or Hamiltonicity [65], and further are outlined in the survey of
Böttcher [20]. Montgomery [82] showed that if a tree T has bounded degree∆ then there is
a constant C such that the Erdös-Rényi graph with p = C logn

n asymptotically almost surely
(a.a.s.) contains T . Given a probability space (Ω, F ,P) and events En ∈ F for all n ≥ 1,
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we say that (En)n≥1 holds asymptotically almost surely, if P(En) → 1 as n → ∞. A related
random graph model is G(n, m), a graph on the vertex set [n] where the set of edges is
chosen uniformly at random from the m-element subsets of

([n]
2
)
.

3.1.2 Random Graphs from Graphons

The seminal work of Lovász and Szegedy [72] on graph limits introduces a very general
way of generating non-balanced random graphs, so called W -random graphs. Here, W

is a symmetric, measurable function W : [0, 1] × [0, 1] → [0, 1], and such functions are
called [0, 1]-graphons. Graphons can be thought of as continuous adjacency matrices. The
adjacency matrix A of a graph G on the vertex set v1, . . . , vn is the n×n matrix with Ai,j = 1
if vi ∼ vj and 0 otherwise. A W -random n-vertex graph G = G(n, W ) is a graph whose
vertex set consists of n points x1, . . . , xn drawn uniformly at random from [0, 1]2 and xi

is connected to xj with probability W (xi, xj). For example, if W is a [0, 1]-graphon with
W ≡ p then G(n, p) = G(W ). We describe two examples of [0, 1]-graphons, which arise
from intersection graphs of disks and line segments, respectively. For a topological space
Ω, the Borel σ-algebra B(Ω) is the smallest σ-algebra containing all open sets. Suppose
µ is the uniform measure on the Borel σ-algebra B([0, 1]) of [0, 1]. Let x1, x2, . . . , xn be a
sample from the probability space ([0, 1], B([0, 1]), µ) and consider the balls Bi of radius r

around each point (xi −r, xi+r)∩ [0, 1]. Suppose Gn is a graph on x1, . . . , xn where xi ∼ xj

if Bi ∩Bj is non-empty. Then Gn is sampled from the graphon depicted in Figure 3.1, which
is

W (x, y) =

1 if |x − y| < r

0 otherwise.

Figure 3.1: A graphon W : [0, 1]2 → [0, 1], the values at which W is 1 are depicted in
black, the value of W is 0 else. The graphon arises from the intersection graphs of random
intervals of length 2r in [0, 1] for r = 0.2.
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Each graph G on n vertices determines a graphon W (G), which can be simply obtained
as follows. The graphon W = W (G) has value W (x, y) = 1 for x ∈ [ i−1

n , i
n ] and y ∈

[ j−1
n , j

n ] if i ∼ j in G, and value W (x, y) = 0, otherwise. We consider a line intersection
graph as an example. In Figure 3.2, we consider the intersections between green, thick
line segments e1, . . . , e5 and blue line segments e6, . . . , e10. The adjacency matrix of this
intersection graph alongside its graphon W = W (G) is depicted in Figure 3.3. We can

e1 e2 e3 e4 e7 e9 e10

e5 e6

e8

Figure 3.2: A set of edges whose intersection graph is bipartite.

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 1 1 1 1 0
0 1 1 1 1 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0




Figure 3.3: On the left the adjacency matrix of the intersection graph of the edges
e1, . . . , e10. Row and column i corresponds to the edge ei. On the right the correspond-
ing graphon.

show that a randomly generated graph Gn from W is an intersection graph of line segments
with probability 1. To see this, we replace each vertex in Figure 3.2 by a circle. We draw
parallel edges to edge ei between circles which corresponds to the number of edges of
type ei sampled. Instead of drawing multiple edges we can draw thick edges, where the
thickness of the edge corresponds to the number of edges ei sampled, or translated into a
graphon W , its measure.

Figure 3.4: The thickness of edges determines with what density edge ei is picked.
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When taking two W -random graphs G1, G2, on a large number of vertices, they look
similar to each other. This similarity is usually measured in the cut-distance.

Definition. Let W, W ′ be graphons. The cut distance between W, W ′ is defined as

dcut(W, W ′) = inf
φ

sup
S,T ⊆[0,1]

∣∣∣∣∫
S×T

W (x, y) − W ′(φ(x), φ(y))
∣∣∣∣ ,

where the infimum is taken over all measure-preserving functions φ : [0, 1] → [0, 1].

For a fixed graph H, let k = |H| be its order, and let hom(H, G) denote the number of
graph homomorphisms H → G, which is the number of maps φ : V (H) → V (G) such that
for each edge uv ∈ E(H), φ(u)φ(v) ∈ E(G). Then we define the homomorphism density
for H as

t(H, G) = hom(H, G)
|G|k

,

and injective homomorphism density by

t0(H, G) = inj(H, G)
|G|k

.

Note that this is the probability that a random mapping V (H) → V (G) is a homomorphism.
For a [0,1]-graphon W we define

t(H, W ) =
∫
[0,1]×[0,1]

∏
ij∈E(H)

W (xi, xj) dxi dxj .

The definitions are compatible in the sense that for a graph G, t0(H, G) = t(H, W (G)).
Lovász and Szegedy [72] showed a general way of obtaining a graphon from sequences
of graphs.

Theorem 3.1 ([72]). Let (Gn)n be a sequence of graphs. If the sequence t(H, Gn) con-
verges to some value t(H) for every H, then there exists a limiting graphon W such that
(W (Gn))n converges to W in the cut distance and t(H, W ) = t(H).

Therefore, when studying graph sequences, graph limit theory concentrates on small
substructures in graphs of the sequence.

Small substructures of graphs are important in extremal graph theory. The theory of
flag algebras by Razborov [100] has provided powerful tools for determining densities t(H)
for certain graph classes. One of the first results in extremal graph theory is Mantel’s The-
orem [74]. It says that if an n-vertex graph G has more than n2

4 edges, then it contains
a triangle. In the language of graph limits, Mantel’s theorem says that if t(K2, G) > 1

4
then t(K3, G) > 0. It can be further asked how small t(K3, G) can be for specific values
of t(K2, G). Consider all graph G and the pairs of numbers (t(K2, G), t(K3, G)) we get
a point set in the square [0, 1]2. The closure of this point set in [0, 1]2 gives the possible
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pairs of densities (t(K2, W ), t(K3, W )) for graphons W , see Figure 3.5. An upper bound
for t(K3, W ) in terms of t(K2, W ) is given by the Kruskal-Katona Theorem [67, 61], show-
ing that t(K3, W ) ≤ t(K2, W )3/2. There has been a long history in proving lower bounds for
t(K3, W ) given t(K2, W ) > 1

2 . The first lower bound was given by Goodman in 1959 [43].
While Goodman’s lower bound is precise if t(K2, W ) is 1

2 , 2
3 , 3

4 , . . . further research involved
improving the lower bound in the intervals in between those points [14, 34, 71, 101],
see [69]. Lovász and Simonovits [71] conjectured that the minimum number of triangles
is attained by a complete k-partite graph with unequal parts. Optimising over the size of
the parts leads to a cubic concave curve in each interval [1/2, 2/3], [2/3, 3/4], [3/4, 4/5], . . . .
Razborov proved the conjecture in 2008 [101].

Figure 3.5: Possible values for triangle densities t(K3) given edge densities t(K2).

In the following we will be interested in t(K2, W ) and t(K3, W ) for graphons W which
stem from random intersection graphs. First, we discuss a more general notion of graphons.

3.2 Representations of Graphons

In the previous section we considered [0, 1]-graphons. Sometimes it is more natural to
consider graphons as measurable symmetric functions on more general probability spaces
(Ω, A, µ), which means Ω is a set, A is a σ-algebra on Ω and µ is a probability measure.
A measure µ is a probability measure if µ(Ω) = 1. Note that a probability measure µ can
be obtained from a finite non-negative measure µ∗ (µ∗ : A → [0, R] for R > 0), by setting
µ = 1

µ∗(Ω)µ
∗. A graphon on (Ω, A, µ) is a symmetric measurable function W : Ω×Ω → [0, 1].
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Densities of such a graphon W are accordingly defined as

t(H, W ) =
∫
[0,1]×[0,1]

W (x, y) dµ(x) dµ(y).

We give an example of Diaconis, Holmes and Janson [25] on intersection graphs of
intervals in [0, 1] (see also [69]). Let J = {(x, y) ∈ [0, 1] : x ≤ y}, and define

W ((x1, y1), (x2, y2)) =

1 if [x1, y1] ∩ [x2, y2] �= ∅,

0 otherwise.

Every probability measure µ on the Borel sets in J gives rise to a graphon W on (J, B(J), µ)
and more surprisingly, all interval graph limits arise this way. Whereas the graphon W has
a nice representation on [0, 1]4, finding a representation on [0, 1]2 seems difficult

Suppose Wi is a graphon on a probability space (Ωi, Ai, µi) for i = 1, 2. The general
cut distance is defined as

δ�(W1, W2) = inf
J,φ1,φ2

sup
S,T ∈A

∣∣∣∣∫
S

∫
T

W1(φ1(x), φ1(y)) − W2(φ2(x), φ2(y))) dµ(x) dµ(y)
∣∣∣∣ ,

where the infimum is taken over all probability spaces J = (Ω, A, µ) and measure-preserving
functions φi : Ω → Ωi. Borgs, Chayes and Lovász [18] proved that the representation of a
graphon does not matter up to what is called a weak isomorphism.

Theorem 3.2 ([18]). Suppose Wi is a graphon on a probability space (Ωi, Ai, µi) for i = 1, 2.
If t(H, W1) = t(H, W2) for every simple graph H, then δ�(W1, W2) = 0. Further, there exists
a probability space (Ω, A, σ) and measure-preserving maps φi : Ω → Ωi for i = 1, 2 such
that W1 ◦ φ1 = W2 ◦ φ2 almost everywhere.

We showcase the independence of the representation by considering the cut distance.
It is a straightforward corollary of Theorem 3.2 that δ� satisfies the triangle inequality.

Corollary 3.3. Let Wi be a graphon on a probability space (Ωi, Ai, µi) for i = 1, 2, 3, then

δ�(W1, W3) ≤ δ�(W1, W2) + δ�(W2, W3).

Proof. Suppose φi is a measure-preserving map from the probability space (Ω, A, µ) to
(Ωi, Ai, µi) for i = 1, 2 and σj a measure-preserving map from the probability space
(Ω′, A′, µ′) to (Ωj , Aj , µj) for j = 2, 3. Let ε > 0 and φi be such that

sup
S,T ∈A

∣∣∣∣∫
S

∫
T

W1(φ1(x), φ1(y)) − W2(φ2(x), φ2(y)))dµ(x)dµ(y)
∣∣∣∣ ≤ d�(W1, W2) + ε.
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Let σj be such that

sup
S,T ∈A′

∣∣∣∣∫
S

∫
T

W2(σ2(x), σ2(y)) − W3(σ3(x), σ3(y)))dµ′(x)dµ′(y)
∣∣∣∣ ≤ d�(W2, W3) + ε.

There exists a probability space (Σ, B, π) and a measure-preserving map ρ such that W2 ◦
φ2 ◦ ρ = W2 ◦ σ2 ◦ ρ almost everywhere. But then

d�(W1, W3) sup
S,T ∈B

≤
∣∣∣∣∫

S

∫
T

W1(φ1(ρ(x)), φ1(ρ(y))) − W3(σ3(ρ(x)), σ3(ρ(y)))dπ(x)dπ(y)
∣∣∣∣

≤ sup
S,T ∈B

∣∣∣∣∫
S

∫
T

W1(φ1(ρ(x)), φ1(ρ(y))) − W2(φ2(ρ(x)), φ2(ρ(y)))dπ(x)dπ(y)
∣∣∣∣

+ sup
S,T ∈B

∣∣∣∣∫
S

∫
T

W2(φ2(ρ(x)), φ2(ρ(y))) − W3(σ3(ρ(x)), σ3(ρ(y)))dπ(x)dπ(y)
∣∣∣∣

≤ d�(W1, W2) + d�(W2, W3) + 2ε.

Since this is true for all ε > 0, the triangle inequality follows.

From the triangle inequality it follows naturally that the cut distance does not depend
on the representation of a graphon.

Corollary 3.4. For graphons F1, F2, F3 such that for all graphs H it holds that t(H, F1) =
t(H, F2), then

d�(F1, F3) = d�(F2, F3).

Proof. This follows from applying the triangle inequality,

d�(F1, F3) ≤ d�(F1, F2) + d�(F2, F3) = d�(F2, F3),

and by symmetry, the corollary follows.

In the following we will be interested in probability spaces JS = (S, B(S), µ) where S is
an Euclidean, spherical or hyperbolic compact surface, B(S) is the Borel σ-algebra on S

and µ is their respective normalised area (or volume) measure. For intersection graphs of
geodesic segments we will consider products of these spaces JS × JS .

3.3 Random Intersection Graphs of Geodesic Segments

Generating random geodesic segments is a generalisation of throwing Buffon Needles
(see, e.g. [56] or [112]), where we allow the needles to have different lengths. Let J =
(S, B, µ) be a probability space. Random geodesic segments L1, . . . , Ln can be modelled
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by taking the product measure space J × J and sample n tuples (x, y) with x, y ∈ S. To
obtain random geodesic segments we follow these two steps:

• Sample a set of X pairs of points from S × S with respect to µ × µ.

• For a tuple of points (xi, yi), let Li be a geodesic segment between xi and yi.

Let Xn(S, µ) be the intersection graph of L1, . . . , Ln. The expected number of edges in the
intersection graph Xn(S, µ) is a well studied parameter when µ is a uniform distribution on
convex sets in the Euclidean plane (see [96]), on the sphere [83] (and [W4]) and on the
torus [47]. The intersection graph can be modelled by the following graphon,

WS,µ((x1, y1)(x2, y2)) =

1 if L1 and L2 intersect,

0 else.

The limiting edge density in Xn(S, µ) is then t(K2, WS,µ).
In the following we want to draw a comparison between intersection graphs of line

segments and intersection graphs of graph embeddings. A geodesic drawing of a graph G

is a drawing of G in a geodesic space, such that each edge is a geodesic segment. A µ-
random drawing of a graph G is a geodesic drawing obtained from a µ-random set of points
representing the vertices V (G). For an example of a µ-random drawing on the sphere see
Figure 3.6. In a non-degenerate graph drawing no two vertices are mapped to the same

Figure 3.6: A uniformly random drawing of a complete graph on the sphere.

point and a vertex is not mapped to the interior of a simple curve that defines an edge.
We say a probability measure µ is non-degenerate, if a µ-random drawing of a complete
graph Kn is non-degenerate with probability one. If Dn is a drawing of an n-vertex graph
Gn, then we associate the crossing graph Xn to Dn, whose vertices are the edges of Dn,
and two of them are adjacent in Xn if they cross in Dn. This means the crossing graph Xn

is a subgraph of the intersection graph of the edges in the drawing Dn, it is the intersection
graph of the set of edges when we delete the endpoints from each drawn edge. We show
that the sequence of drawings converges.

Theorem 3.5 (See [W4]). Let (Gn)n be a sequence of n-vertex graphs on Ω(n2) edges.
Let µ be a non-degenerate probability measure on a surface S. Let Dn be a µ-random
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drawing, and let Xn be its crossing graph. The sequence of graphs (Xn)n is convergent
with probability 1 to WS,µ.

The idea of the proof of Theorem 3.5 is that k edges from (Gn)n are with a.a.s. inde-
pendent, therefore they are a random sample from JS × JS where JS = (S, B(S), µ). We
will make this idea formal.

Definition. For given Xn, let φ : V (H) → V (Xn) and we define the random variable yH,φ

on Xn to be

yH,φ(Xn) =

1 if φ is a graph homomorphism H → Xn

0 otherwise

and denote its expectation by

Eφ := E[yH,φ].

Note that Eφ is not the same for every φ. For example, if H is a complete graph, then
Eφ = 0 whenever im(φ) contains edges that share a vertex, as those edges never cross
and hence are not adjacent in the crossing graph.

Lemma 3.6 ([W4]). Let (Xn)n be a sequence of the crossing graphs of µ-random geodesic
drawings Dn of Gn for n = 1, 2, . . . , and let H be a fixed graph of order k. Then

lim
n→∞

1
|Xn|k

∑
φ:V (H)→V (Xn)

Eφ = t(H, WS,µ).

Proof. Let im(φ) = {v1w1, . . . , vkwk}. Then if |{v1, . . . , vk, w1, . . . , wk}| = 2n, the line seg-
ments are independent and

E[yH,φ] = t(H, WS,µ).

Moreover, there are O(n2k−1) choices for φ for which |{v1, . . . , vk, w1, . . . , wk}| < 2n and
the result follows.

Let us now consider the sum of the above defined random variables

YH :=
∑

φ:V (H)→V (Xn)
yH,φ, (3.1)

and note that YH(Xn) = hom(H, Xn) and E[YH ] =
∑

φ:V (H)→V (Xn) Eφ. The aim is to show
that YH is in general not far from its expectation. This then gives us the tool to show the
existence of limn→∞

|YH |
|Xn|k = t(H) with probability 1.
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Proposition 3.7 ([W4]). Let YH be defined as in (3.1). Then we have

var(YH) = O(n4k−2).

Proof of Proposition 3.7. By definition,

var(YH) = E[(YH − E[YH ])2]

= E


 ∑

φ:V (H)→V (Xn)
yH,φ − Eφ

2


=
∑

φ:V (H)→V (Xn)

∑
φ′:V (H)→V (Xn)

E[(yH,φ − Eφ)(yH,φ′ − Eφ′)]. (3.2)

For independent variables yH,φ and yH,φ′ the expectation E[(yH,φ −Eφ)(yH,φ′ −Eφ′)] equals
zero so we only need to consider those pairs φ and φ′ for which yH,φ and yH,φ′ are depen-
dent.

The events “φ is a graph homomorphism H → Xn" and “φ′ is a graph homomorphism
H → Xn" are independent if im(φ) = {e1, . . . , ek} = {v1w1, . . . , vkwk} and im(φ′) =
{e′

1, . . . , e′
k} = {v′

1w
′
1, . . . , v′

kw′
k} satisfy

∣∣{v1, . . . , vk, w1, . . . , wk} ∩ {v′
1, . . . , v′

k, w′
1, . . . , w′

k}
∣∣ ≤ 1.

But note that for these sets to share at least two points we have
(n
2
)
choices for those

two special points and at most (n2k−2)2 for the remaining ones. The number of edges
(e1, . . . , ek) that can be formed by a set of vertices in Xn {v1, . . . , vk, w1, . . . , wk} does not
depend on n, so we have at most O(n4k−2) pairs yH,φ and yH,φ′ that are dependent as φ

and φ′ are defined by (e1, . . . , ek) and (e′
1, . . . , e′

k) only. Note that for each pair

∣∣E[(yH,φ − µφ)(yH,φ′ − µφ′)]
∣∣ ≤ 1

since |yH,φ(Xn)−µφ| ≤ 1 for every Xn. Summing up those expectations over the dependent
variables, (3.2) gives var(YH) = O(n4k−2).

Proof of Theorem 3.5. By Proposition 3.7 and Chebyshev’s inequality there exists a con-
stant C such that

Pr
[
|YH − E[YH ]| ≥ kCn2k−1

]
≤ 1

k2 .

Now if we choose k = k(n) appropriately such that k(n)n−1 converges to zero and the sum∑∞
n=1

1
k(n)2 is finite we can use the Borel-Cantelli Lemma. For example, we can choose
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k = n3/4 and using Lemma 3.6 we get

Pr

[∣∣∣∣ |YH |
|Xn|k

− t(H, WS,µ)
∣∣∣∣ −

∣∣∣∣t(H, WS,µ) − E[YH ]
|Xn|k

∣∣∣∣ ≥ Cn2k−1/4

|Xn|k

]
≤ 1

n3/2

=⇒ Pr

[∣∣∣∣ |YH |
|Xn|k

− t(H, WS,µ)
∣∣∣∣ ≥ C ′

n1/4

]
≤ 1

n3/2 ,

for some constant C ′. Then the Borel-Cantelli Lemma implies the following.

Claim 3.8. For each fixed H, |YH |
|Xn|k → t(H, WS,µ) with probability 1.

Given that for each H, t(H, Xn) → t(H, WS,µ) with probability 1, and since the prob-
abilities are countably additive, it follows with probability 1 that t(H, Xn) → t(H, WS,µ) for
every H. Consequently, the sequence of random crossing graphs (Xn)n is convergent with
probability 1. This proves Claim 3.8 and hence Theorem 3.5.

Let Gn be an n-vertex graph where the vertex set is partitioned into sets Vn,1, . . . , Vn,k.
Let ed : [k]2 → [0, 1], we will call ed an edge density function if it is symmetric and for its
image it holds that ∑

i

ed(i, i) + 1
2
∑
i�=j

ed(i, j) = 1.

We say (Vn1 , . . . , Vnk
)n is an ed-proportional vertex partition of (V (Gn))n if

ed(i, j) = lim
n→∞

e(Vn,i, Vn,j)
e(Gn)

,

for every 1 ≤ i ≤ j ≤ k, where e(Vn,i, Vn,j) is the number of edges with one endpoint in Vn,i

and one endpoint in Vn,j . A µ = (µ1, µ2, . . . , µk)-random drawing of a partitioned graph Gn

with partition (Vn,1, . . . , Vn,k) is a geodesic drawing of Gn where Vni is a µi-random set of
points and edges are geodesic segments.

Theorem 3.9 ([W4]). Let (Gn)n be a sequence of n-vertex graphs on Ω(n2) edges and let
ed be an edge density function. Let the sequence of partitions (Vn,1, . . . , Vn,k)n be an ed-
proportional vertex partition of (V (Gn))n. Let µi be a non-degenerate probability measure
on a surface S, i = 1, . . . , k. Let Dn be a µ = (µ1, µ2, . . . , µk) random drawing of Gn, and
let Xn be its crossing graph. The sequence of graphs (Xn)n is convergent with probability
1 and there is a graphon W = WS,µ,ed

for µ = (µ1, µ2, . . . , µk) that is the limit of this
convergent sequence.

We will omit the proof as it is very similar to the proof of Theorem 3.5. A special case
of this theorem was proven in [W4].
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3.3.1 The Euclidean Square [0, 1]2 and Sylvester’s Four Point Problem

Random geodesic drawings are often studied due to their close connection to graph draw-
ings. For µ-random drawings Dn of the complete graph Kn on a surface S, where µ is
non-degenerate, the crossing number is in expectation

E(cr(Dn)) =
t(K2, WS,µ)n(n − 1)(n − 2)(n − 3)

8
.

In the following we will be interested in studying the densities t(H, WS,µ), with a particu-
lar focus on H = K2 which relates to crossing numbers. We will first consider subsets of
the Euclidean plane, then the torus as an Euclidean surface and finally spherical and hy-
perbolic surfaces. A geometric drawing of a graph is a geodesic drawing in the Euclidean
plane which means edges are drawn as straight line segments

Given a convex, finite set D in the Euclidean plane, what is the probability q(D) that four
points taken uniformly at random form a convex four-gon? We will call q(D) the four point
probability of D. Sylvester originally asked about the four point probability of four points
chosen at random from the Euclidean plane [107], but this question is not well-defined,
which is why we restrict to finite sets D [96, 108]. The four point probability is related
to crossings of random straight line segments. Four points are in convex position in the
Euclidean plane if and only if the geometric drawing of K4 whose vertices are mapped
to the four points has one crossing. Since four points define three pairs of non-adjacent
segments,

q(D) = 3t(K2, WD,µ),

where µ is the uniform distribution on D. It was shown that

2
3

≤ q(D) ≤ 1 − 35
12π2 .

The lower bound is attained when D is a triangle, the upper bound is attained when D

is an ellipse, which was shown by Blaschke (see [95]). Table 3.1 contains the four point
probabilities for other convex sets D [62, 113, 115]. We will focus in this section on the
unit square S = [0, 1]2. A clever technique to work with point sets in the unit square was
developed by Valtr [111], and he used it to prove the following theorem.

Theorem 3.10 ([111]). If µ is a uniform distribution on [0, 1]2, then a µ-random set of k

points is in convex position with probability

((2k−2
k−1

)
k!

)2

.
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D q(D) approx

triangle 2
3 0.66667

square 25
36 0.69444

pentagon 2
45(18 −

√
5) 0.70062

hexagon 683
972 0.70267

ellipse 1 − 35
12π2 0.70448

Table 3.1: Sylvester four point probabilities.

Considering a set of points p1, . . . , pk drawn uniformly at random from S = [0, 1]2, Valtr
considers the bounding box of the k points which is the smallest axis-parallel rectangle R

that contains p1, . . . , pk. He computes the probability that the bounding box has width close
to w and height close to h. Then he computes the probability that the point set p1, . . . , pk

satisfies the property of interest (in his case, convexity) conditioned on the bounding box of
p1, . . . , pk having dimensions roughly w × h. We will explain the technique more precisely.
The first step consists of a discretisation of the point set. Let Qw,h = [w]× [h] be the points
of an integer grid. Valtr compares two events,

A : k independently uniformly selected points in [0, 1]2 satisfy property X

and

Am : k independently uniformly selected points in Qm,m satisfy property X,

where X is a property that is invariant under scaling and translation. We consider the
following function f : ([0, 1]2)k → {0, 1},

f(p1, . . . , pk) =

1 if p1, . . . , pk satisfy property X,

0 otherwise.

If f is Riemann-integrable, and property X is invariant under homothety, then

lim
m→∞

Am = A.

In order to approximate Am, Valtr’s strategy considers the bounding box R = R(p1, . . . , pk)
of a point set p1, . . . , pk. We denote by d(R) the dimensions of the rectangle, i.e. d(R) =
w × h for some positive integers w, h. He then followed that

P(Am) =
m∑

w=1

m∑
h=1

P(Am | d(R(P1, . . . , Pm)) = w × h)(m + 1 − w)(m + 1 − h), (3.3)
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where (m + 1 − w)(m + 1 − h) is the number of bounding boxes of size w × h in Qm,m. To
calculate P(Am), it is hence enough to calculate P(Am | d(R).

Sometimes it is easier to consider point sets in Qm,m, such that their bounding box
contains at most one point on each of its bounding sides. We say that p1, . . . , pk ∈ Qm,m

is a point set in axis-general position if no two points among p1, . . . , pk have the same x or
the same y-coordinate. Suppose k is fixed an m → ∞. Then

lim
m→∞

P(p1, . . . , pk ∈ Qm,m are in axis-general position) = 1,

hence we can assume that the points are in axis-general position.

3.3.2 Coloured Crossing Number in [0, 1]2

We will consider a coloured version of Sylvester’s four point problem on the unit square
to which we will apply Valtr’s bounding box strategy. Let χ be a colouring of a set of line
segments L into two colours, red and blue. Let cr(L, χ) be the number of monochromatic
crossings of L, that is, of edges of the same colour that cross. A geometric graph is a
geometric drawing of a graph. If H is a geometric graph, then cr(H, χ) = cr(L, χ) where L

is the set of line segments defined by the edges of H. If χ is a random edge colouring of
L, in which every edge is assigned one of two colours with probability 1

2 , then linearity of
expectation implies that

E[cr(L, χ)] = 1
2
cr(L).

Recently, Aichholzer et al. showed that there exists a constant c > 0, such that if H is a
complete geometric graph, then there exists a 2-colouring of the edges, χ, of H such that

cr(H, χ) ≤
(1
2

− c

)
cr(H).

In the following we consider the case when two line segments are chosen uniformly at
random from the unit square [0, 1]2. We show the following theorem.

Theorem 3.11 ([W7]). Let S be a set of four points chosen independently and uniformly at
random from a square. Join every pair of points of S with a straight line segment. colour
each such edge red if it has positive slope and blue otherwise. Then the probability that S

defines a pair of crossing edges of the same colour is equal to 1
4 .

Let χslope be the edge colouring of H in which an edge is coloured red if it has posi-
tive slope and blue otherwise. Theorem 3.11 implies that if the vertices of H are chosen
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uniformly at random from a square then

E[cr(H, χslope)] =
1
4

(
n

4

)
=

(1
2

− 7
50

) 25
36

(
n

4

)
=

(1
2

− 7
50

)
E[cr(H)],

where the second inequality follows from Sylvester’s four point probability on the square,
see Table 3.1. The constant 7/50 is significantly larger than the constant c of Aichholzer
et al. for the generic case. Incidentally, this idea of assigning different colours to edges
depending on the slope was used by Blažek and Koman [12], to obtain a (conjectured)
crossing optimal drawing of the complete graph Kn as follows. Place n points in a regular
polygon; for every pair of vertices u and v, if the line segment uv has positive slope then
draw this edge as diagonal of the polygon, otherwise draw this edge as a chord on the
outside of the polygon.

In order to prove Theorem 3.11, we will use Valtr’s bounding box strategy to determine:

Am : A uniformly random set of 4 points from Qm,m in axis-general position

defines a monochromatic crossing

We decompose the relevant sets depending on the number of points placed at the
corners of the bounding box, which we will denote by Qw,h. The four corners of Qw,h are
the points that lie on two sides simultaneously: {0, w} × {0, h}. The four sides of Qw,h are
the subsets {0}× [h] (left side), {w}× [h] (right side), [w]×{0} (bottom side), and [w]×{h}
(top side).

Definition. For each i = 0, . . . , 4, let A
(i)
w,h be the number of sets S ∈

 Qw,h

4

 satisfying

the following:

• the bounding box of S is precisely Qw,h;

• S is in axis-general convex position;

• the diagonals of the convex quadrilateral defined by S are of the same colour; and

• exactly i of the points of S are corners of Qw,h.

If at least three corners of a bounding box are occupied, then the point set is not in
axis-general position, therefore

A
(4)
w,h = A

(3)
w,h = 0.

We denote

Aw,h :=
2∑

i=0
A

(i)
w,h.
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and we use p1, . . . , p4 to denote the points in the sets S ∈

 Qw,h

4

 we consider. For each

point pi ∈ S, we use (xi, yi) for its coordinates.

Claim 3.12.

A
(0)
w,h = w2h2

2
+ O

(
w2h + wh2

)
.

Proof. In this case, the four points of S are on the sides of Qw,h and none of them lie in
a corner. Without loss of generality, we assume that p1, p2, p3, p4 lie on the top, bottom,
left and right sides of Qw,h, respectively. Thus, the diagonals that cross are p1p2 and p3p4.
There are (w − 1)(w − 2) choices for p1p2 and (h − 1)(h − 2) choices for p3p4, as none of
the points can be a corner and the segments can not be horizontal or vertical since they
are in axis-general position. Exactly half of the choices for p1p2 are red since there are no
vertical edge segments, and exactly half of the choices of p3p4 are red since there are no
horizontal edge segments, and those choices are independent. Thus,

A
(0)
w,h = (w − 1)(w − 2)(h − 1)(h − 2)

2
= w2h2

2
+ O

(
w2h + wh2

)
.

To estimate the number of integer points inside a convex region of the plane, there is a
tight, classical bound given by Nosarzewska [86], which we simplify to the following rough
statement:

Theorem 3.13 ([86]). Let K be a convex and compact set in the plane with area A and
perimeter L. Then ∣∣∣Z2 ∩ K

∣∣∣ = A + O(1 + L).

We will use this theorem to calculate A
(1)
w,h.

Claim 3.14.

A
(1)
w,h = 2

3
w2h2 + O

(
w2h + wh2

)
.

Proof. Without loss of generality assume that p1 is the point in a corner of Qw,h. Suppose
that p1 is in the bottom-left corner. The other three cases are analogous. To have bounding
box Qw,h, one point of S, say p2, is on the right side of Qw,h, and another point of S, say p3,
is in the top side of Qw,h. Note that p1p2, p1p3 are red, while p2p3 is blue, see Figure 3.7.
For S to define a pair of crossing edges of the same colour, the remaining point of S, p4,
must lie in K or K ′, where:
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p3

p1

p2

x3

y2

K ′

K

y2
h
x3

x3
w

y2

Figure 3: The case A
(1)
w,h with a point at the bottom-left corner.

Since the regions K and K ′ are convex and have perimeter O(w+ h), we can use Theorem 2 to obtain

A
(1)
w,h = 4

h−1∑
y2=1

w−1∑
x3=1

(
area(K) + area(K ′)±O(w + h)

)

= 4
h−1∑
y2=1

w−1∑
x3=1

(
1

2
· y2 ·

y2
h
x3 +

1

2
· x3

x3

w
y2 ±O(w + h)

)

= 4
h−1∑
y2=1

[(w2

2
±O(w)

) y22
2h

+
(w3

3
±O(w2)

) y2
2w

±O(w2 + wh)

]

= 4

[(w2

2
±O(w)

)(h3

3
±O(h2)

) 1

2h
+
(w3

3
±O(w2)

)(h2

2
±O(h)

) 1

2w
±O(w2h+ wh2)

]

=
(
w2 ±O(w)

)(h2

3
±O(h)

)
+
(w2

3
±O(w)

)(
h2 ±O(h)

)
±O(w2h+ wh2)

=
2

3
w2h2 ±O(w2h+ wh2).

• A
(2)
w,h

If two of the points of S lie on two corners on the same side of Qw,h, then at least one other point of
S has to lie on the boundary of Qw,h, and there are O(w+ h) choices for that other point. The fourth
point of S can then lie anywhere in Qw,h. In total there are O(w2h+ wh2) such sets with two points
of S on the two corners of a single side of Qw,h.

It remains to count the number of sets S with two points on opposite corners of Qw,h. Suppose that
one point of S, say p1, is in the bottom-left corner and another point, say p2, is in the top-right corner.
The case when the points are in the other pair of opposing corners is analogous. Note that the segment
p1p2 is red. See Figure 4.

Let p3 and p4 be the remaining points of S. Let � be the line supporting the diagonal p1p2. We count
separately the sets S with p3 and p4 on the same side of the line � and those with those points on
opposite sides of �. More precisely, we define:

– Let C
(2)
w,h be the number of sets {p1, p2, p3, p4} ∈

(
Qw,h

4

)
contributing to A

(2)
w,h such that p1 is

the bottom-left corner, p2 is the top-right corner, and p3, p4 are on opposite sides of the line
supporting p1p2.

– Let D
(2)
w,h be the number of sets {p1, p2, p3, p4} ∈

(
Qw,h

4

)
contributing to A

(2)
w,h such that p1 is the

bottom-left corner, p2 is the top-right corner, and p3, p4 are on the same side of the line supporting
p1p2.

5

Figure 3.7: The case A
(1)
w,h with a point at the bottom-left corner.

• K = K (p2, p3) is the region above the line supporting p1p3, below the horizontal line
through p2, and to the right of the vertical line through p1;

• K ′ = K ′ (p2, p3) is the region below the line supporting p1p2, to the left of the vertical
line through p3, and above the horizontal line through p1.

Note that K and K ′ are interior disjoint triangles. By considering the four possible cor-
ners for the point p1 and the possible locations of p2 and p3, we have

A
(1)
w,h = 4

h−1∑
y2=1

w−1∑
x3=1

(
|Qw,h ∩ K| +

∣∣Qw,h ∩ K ′∣∣+ O(w + h)
)

.

Since the regions K and K ′ are convex and have perimeter O(w + h), we can use
Theorem 3.13, hence

A
(1)
w,h = 4

h−1∑
y2=1

w−1∑
x3=1

(
area(K) + area

(
K ′)+ O(w + h)

)
.

Recall that pi = (xi, yi) are the coordinates of point pi (i = 1, . . . , 4). Then

area(K) = 1
2

· y2 · y2
h

x3,

area(K ′) = 1
2

· x3 · x3
w

y2.
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Therefore,

A
(1)
w,h = 4

h−1∑
y2=1

w−1∑
x3=1

( 1
2h

y22x3 +
1
2w

x2
3y2 + O(w + h)

)

=

2
h

h−1∑
y2=1

y22

w−1∑
x3=1

x3

+

 2
w

w−1∑
x3=1

x2
3

h−1∑
y2=1

y2

+ O(w2h + h2w)

= 2 · h3 · w2

h · 3 · 2
+ 2 · w3 · h2

w · 3 · 2
+ O(w2h + h2w) = 2

3
w2h2 + O(w2h + h2w).

Claim 3.15.

A
(2)
w,h = 1

3
w2h2 + O

(
w2h + wh2

)
.

Proof. Since there are no points on a common horizontal or vertical line, we only count the
number of sets S with two points on opposite corners of Qw,h. Suppose that one point of
S, say p1, is in the bottom-left corner and another point, say p2, is in the top-right corner.
The case when the points are in the other pair of opposing corners is analogous. Note that
the segment p1p2 is red. See Figure 3.8.

Let p3 and p4 be the remaining points of S. We say a point is above p1p2 if is above
the line supporting p1p2, and otherwise we say it is below. We count separately the sets S

with p3 and p4 on the same side of p1p2 and with p3 and p4 on opposite sides of p1p2. More
precisely, we define:

• Let C
(2)
w,h be the number of sets {p1, p2, p3, p4} ∈

 Qw,h

4

 contributing to A
(2)
w,h such

that p1 is the bottom-left corner, p2 is the top-right corner, and p3, p4 are on opposite
sides of p1p2.

• Let D
(2)
w,h be the number of sets {p1, p2, p3, p4} ∈

 Qw,h

4

 contributing to A
(2)
w,h such

that p1 is the bottom-left corner, p2 is the top-right corner, and p3, p4 are on the same
side of p1p2.

We then have

A
(2)
w,h = 2 ·

(
C

(2)
w,h + D

(2)
w,h

)
,

where the factor 2 comes from choosing p1, p2 as the endpoints of the other diagonal.
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p3

p2x3

y3

K ′

K

x3
w

h

w − y3
h
w

p1

p3

p2x3

y3

K

w − x3
y3

h

p1

Figure 4: The case A
(2)
w,h with points at the bottom-left and top-right corner. The left figure is to analyze

C
(2)
w,h and the right figure for D

(2)
w,h.

We then have
A

(2)
w,h = 2 ·

(
C

(2)
w,h +D

(2)
w,h

)
,

where the factor 2 comes from other choice of diagonal.

Let us estimate C
(2)
w,h. Without loss of generality, let us denote by p3 the point above �, and thus p4 is

below �. See Figure 4, left. For each choice of p3 above �, if the segment p3p4 is to be red, the point
p4 must lie in K or K ′, where:

– K = K(p3) is the region below �, above the horizontal line through p3, and to the left of the
vertical line through p2;

– K ′ = K ′(p3) is the region below �, to the left of the vertical line through p3, and above the
horizontal line through p1.

Note that K and K ′ are interior disjoint triangles. Thus,

C
(2)
w,h =

∑
p3 above �

(
|Qw,h ∩K|+ |Qw,h ∩K ′| ±O(w + h)

)

=
h∑

y3=1

�y3w/h�∑
x3=0

(
area(K) + area(K ′)±O(w + h)

)

=

h∑
y3=1

�y3w/h�∑
x3=0

(
1

2
· w(1− y3

h
) · (h− y3) +

1

2
· x3 ·

x3

w
h±O(w + h)

)

=
h∑

y3=1

�y3w/h�∑
x3=0

(
w

2h
· (h− y3)

2 +
h

2w
· x2

3 ±O(w + h)

)

=
h∑

y3=1

[
w

2h
· (h− y3)

2 ·
(
y3w/h±O(1)

)
+

h

2w
·
( (y3w/h)3

3
±O((y3w/h)

2)
)
±O(w2 + wh)

]

=
h∑

y3=1

[
w2

2h2
· (h− y3)

2y3 +
w2

6h2
· y33 ±O(w2 + wh)

]

=
w2

2h2
·
(h4

12
±O(h3)

)
+

w2

6h2
·
(h4

4
±O(h3)

)
±O(w2h+ wh2)

=
1

12
w2h2 ±O(w2h+ wh2).

6

Figure 3.8: The case A
(2)
w,h with points at the bottom-left and top-right corner. The left de-

picts the case C
(2)
w,h and the right figure the case D

(2)
w,h.

Let us estimate C
(2)
w,h. Without loss of generality, let us denote by p3 the point above

p1p2, and thus p4 is below p1p2, see Figure 3.8. For each choice of p3, if the segment p3p4

is to be red, the point p4 must lie in K or K ′, where:

• K = K (p3) is the region below p1p2, above the horizontal line through p3, and to the
left of the vertical line through p2;

• K ′ = K ′ (p3) is the region below p1p2, to the left of the vertical line through p3, and
above the horizontal line through p1.

Note that K and K ′ are interior disjoint triangles. Thus,

C
(2)
w,h =

∑
p3 above p1p2

(
|Qw,h ∩ K| +

∣∣Qw,h ∩ K ′∣∣+ O(w + h)
)

.

The areas of the regions K, K ′ are

area(K) = 1
2

· w

(
1 − y3

h

)
· (h − y3) ,

area(K ′) = 1
2

· x3 · x3
w

h.
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Therefore by Theorem 3.13,

C
(2)
w,h =

h∑
y3=1

�y3w/h
∑
x3=1

(
w

2h
· (h − y3)2 +

h

2w
· x2

3 + O(w + h)
)

=
h∑

y3=1

w

2h
· y3w

h
· (h − y3)2 +

h∑
y3=1

h

6w
·
(

y3w

h

)3
+ O(w2h + h2w)

= w2

2h2 · h4

12
+ w2

6h2 · h4

4
+ O

(
w2h + wh2

)
= 1

12
w2h2 + O

(
w2h + wh2

)
.

We continue now estimating D
(2)
w,h. Let us consider the case when both points p3 and

p4 are above p1p2; the other case is analogous. Because of symmetry, we can denote by
p3 the point with smallest x coordinate, see Figure 3.8. In this case, for each choice of p3,
the point p4 must lie in K = K(p3) : the region below the line supporting p1p3, above the
line supporting p2p3, and below the horizontal line through p2. Hence,

D
(2)
w,h = 2

∑
p3 above p1p2

(|Qw,h ∩ K| + O(w + h))

The region K is a triangle and, using that the slope of p1p3 is y3
x3
, we obtain that K has

base (on y = h) equal to w − x3
y3

h and height equal to h − y3, see Figure 3.8. Therefore,

area(K(p3)) =
1
2

·
(

w − x3
y3

h

)
(h − y3) =

1
2

(
w (h − y3) − x3

(
h2

y3
− h

))
.

By Theorem 3.13,

D
(2)
w,h = 2

h∑
y3=1

�y3w/h
∑
x3=0

1
2

(
w (h − y3) − x3

(
h2

y3
− h

)
+ O (w + h)

)

=
h∑

y3=1

(
w (h − y3)

(
y3w

h

)
− 1

2
·
(

y3w

h

)2
(

h2

y3
− h

))
+ O

(
w2h + h2w

)

=
h∑

y3=1

((
w2

h
(h − y3) y3

)
−

(
w2

2
y3

)
+

(
w2

2h
y23

))
+ O

(
w2h + h2w

)

=
(

w2

h

(
h3

6

))
−

(
w2

2

(
h2

2

))
+

(
w2

2h

(
h3

3
+ O

(
h2

)))
+ O

(
w2h + wh2

)
= 1

12
w2h2 + O

(
w2h + wh2

)
.

Using the computed values we conclude that
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A
(2)
w,h = 2 ·

( 1
12

w2h2 + O
(
w2h + wh2

)
+ 1

12
w2h2 + O

(
w2h + wh2

))
= 1

3
w2h2 + O

(
w2h + wh2

)
.

This finishes the estimates of each single value A
(i)
w,h. Adding them we have that

Aw,h = w2h2
(1
2
+ 2

3
+ 1

3

)
+ O

(
w2h + wh2

)
= 3

2
w2h2 + O

(
w2h + wh2

)
.

We summarise our findings.

Lemma 3.16 ([W7]). There are 3
2w2h2 + O

(
w2h + wh2) sets S ∈

(Qw,h

4
)
such that: the

points of S are in convex and axis-general position, the bounding box of S is Qw,h, and both
diagonals of the convex quadrilateral defined by S have positive slope or both diagonals
have negative slope.

Proof of Theorem 3.11. By Equation 3.3 the number of quadrilaterals that define a monochro-
matic crossing is

m∑
w=1

m∑
h=1

(3
2

w2h2 + O
(
w2h + wh2

))(
m2 − (w + h)m + wh + O(m)

)
=

(
m∑

w=1

1
2

w2m5 − 1
2

w3m4 + 3
8

w2m5 + 3
8

w3m4
)
+ O(m7)

= 1
6

m8 − 1
8

m8 − 1
8

m8 + 3
32

m8 + O(m7)

= 1
96

m8 + O(m7).

Dividing by
(m2

4
)

· m8

24 gives the probability 1
4 for a monochromatic quadrilateral.

We believe that colouring by positive and negative slope is the best that can be done
for using a two range colouring. A two range colouring is given by angles α, β ∈ [0, 360]
with α < β, line segments are blue if they can be obtained from a segment on the x-axis
by translation and rotation by some angle γ ∈ [α, β] in counter-clockwise direction and red
otherwise. It would be nice to find a proof that colouring by positive and negative slope is
in fact the best that can be done for these types of colouring.

3.3.3 Torus with Euclidean Metric

We will turn our attention back to µ-random drawings and the parameter t(K2, WS,µ). If S

is a torus with an Euclidean metric, a random drawing on the torus depends on the choice
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of metric. Recall the fundamental polygon of a torus which stems from a Voronoi cell of a
lattice in the Euclidean plane where a parallelogram defined by the lattice is spanned by two
vectors t1, t2 where we can assume t1 = (1, 0). Taking the most natural lattice, t1 = (1, 0),
t2 = (0, 1), turns out to be the worst model for random drawings if we want to minimise
crossings. Guy, Jenkyns and Schaer [47] showed that a random drawing of Kn on the torus
with rectangular fundamental polygon (Figure 1.4 (a)) has ≈ 5

432n4 = 0.01157..n4 crossings.
Elkies [29] recently showed that the metric which minimises the crossing number stems
from a plane tiling with the parallelogram spanned by the vectors (0, 1) and (1/2,

√
3/2)

(Figure 1.4 (b)). A uniformly random geodesic drawing of Kn has ≈ 11
972n4 = 0.01131..n4

crossings. This is the best upper bound for toroidal drawings of the complete graph so far.

3.3.4 Sphere

Moon [83] showed that picking n points uniformly at random from the sphere and con-
necting them by shortest paths gives a drawing of Kn with expected number of crossings
1
64n(n − 1)(n − 2)(n − 3), which is the same multiplicative constant as in Hill’s conjec-
ture. We extended Moon’s result to the case where the points are picked with respect to
a more general probability distribution. The distribution only needs to be non-degenerate,
which means the probability that three points lie on a common great circle is zero, and
antipodally-symmetric which means for every measurable set A ⊆ S2 the measure of its
antipodal set A is the same, µ(A) = µ(A).

Theorem 3.17 (See [W4] for a different proof.). Let µ be a non-degenerate antipodally
symmetric probability distribution on the unit sphere S2. Then t(WS2,µ, K2) = 1

8 .

Proof. Let φ1 be the identity map on S2 and φ2 be the map that sends a point to its
antipodal point. Since µ is antipodal, φ1, φ2 are measure-preserving automorphisms on
(S2, B(S2), µ). Note that for i1, i2, j1, j2 ∈ {1, 2}

t(WS2,µ, K2) =
∫
(S2)4

WS2,µ((φi1(x1), φj1(y1)), (φi2(x2), φj2(y2))dx1dy1dx2dy2, (3.4)

since φ1, φ2 are measure-preserving. We denote by x the antipodal point of x. We consider
the great circle C1 that contains x1, y1, x1, y1 and the great circle C2 that contains the points
x2, y2, x2, y2. As already observed by Elkies and Mohar [29, 78], C1, C2 cross exactly twice.
Therefore,

2 =
∫ ∑

i1,i2,j1,j2∈{0,1}
WS,µ((φi1(x1), φj1(y1)), (φi2(x2), φj2(y2))dx1dy1dx2dy2. (3.5)

From equation 3.4 and 3.5 it follows that

t(WS2,µ, K2) =
2
24

= 1
8

.
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From this we can easily deduce the crossing probability of a µ-random drawing of the
complete graph.

Corollary 3.18 (See [W4]). Let µ be a non-degenerate antipodally symmetric probability
distribution on the unit sphere S2. Let Dn be a µ-random drawing of Kn. Then E(cr(Kn)) =
1
64(n − 4)(n − 3)(n − 2)(n − 1).

Proof. If two pairs of edges share a common vertex, then they do not cross. There are

1
8

n(n − 1)(n − 2)(n − 3)

pairs of edges that do not share a common vertex, and the result follows by linearity of
expectation.

In the following we will consider drawings of the complete bipartite graph KN,N , where
vertices in one part are drawn at random from the sphere with respect to some probabil-
ity measure µ1 and vertices in the other part are drawn at random from the sphere with
respect to some probability measure µ2. Let VN,1 and VN,2 denote the parts of the biparti-
tion of KN,N . Recall the definition of ed-proportional from Section 3.3. The vertex partition
(VN,1, VN,2)N is an ed-proportional vertex partition of KN,N for ed : {1, 2}2 → {0, 1} with
e(1, 1) = e(2, 2) = 0 and e(1, 2) = e(2, 1) = 1, and we call this particular ed the edge density
function of KN,N . Hence Theorem 3.9 applies. In the following we say shortly a (µ1, µ2)-
random drawing of KN,N for a (µ1, µ2)-random drawing of KN,N partitioned into its parts
VN,1, VN,2.

Corollary 3.19 (See [W4]). Let DN be a (µ1, µ2)-random drawing of KN,N . Then the ex-
pected number of crossings is E(cr(KN,N )) = 1

16N2(N − 1)2.

Proof. If two pairs of edges share a common vertex, then they do not cross. There are

2
(

N

2

)(
N

2

)

pairs of edges that do not share a common vertex. Each such pair crosses with probability
1
8 by a generalisation of Theorem 3.17.

We turn our attention to triangle densities.

Question 3.20. Let ed be the edge density function of KN,N . Given µ = (µ1, µ2) such that
t(K2, WS2,µ,ed

) = 1
8 , what are possible values for t(K3, WS2,µ,ed

)?

For brevity we will call W (µ1, µ2) = WS2,µ,ed
for µ = (µ1, µ2), where ed is the edge

density function of KN,N . The rest of this section is concerned with computing possible
values for the triangle density t(K3, W (µ1, µ2)) and proving the following theorem.

69



Theorem 3.21 ([W4]). For fixed r > 0 let µ1 and µ2 be uniform distributions over two pairs
of antipodal circles on S2 of radius r each and let W (µ1, µ2) be the crossing graph limit of
the corresponding drawings. Then

83
3 · 212

+ O(r) ≤ t(K3, W (µ1, µ2)) ≤ 1
3 · 25

+ O(r),

and these bounds are best possible. Further, every value in the interval
( 83
12288 , 128

12288
)
is

possible for the triangle density t(K3).

We will prove this theorem by turning to the discrete setting. We fix a drawing D4 of the
complete bipartite graph K4,4 where each part consists of two antipodal pairs of vertices
on S2 as in Figure 3.9.

v2

w2

v1

v1
w1

w1

α

β γ

δ

Figure 3.9: The left part shows a drawing D4 of a K4,4 on parts {v1, v1, v2, v2} and
{w1, w1, w2, w2}. The angles α and β are in the triangle formed by w2, v2 and a crossing,
whereas γ and δ are in a triangle formed by v1, w1 and the same crossing. The right-hand
side shows part of a D

(3)
4 drawing with the circles of w2 and v2 each containing 3 vertices

and with nine edges for each incident bundle emanating from these two nodes.

We will be considering a blowup drawing D
(n)
4 of D4 for which we replace each vertex

from D4 with a circle of some small radius r = r(n) that is centred at that vertex, and
position n evenly spaced vertices on that circle. These n vertices will be referred to as the
node of the corresponding vertex of K4,4. We also assume that all 8n vertices obtained in
this way are in general position. In that way, each edge of K4,4 is replaced by a complete
bipartite graph between the corresponding nodes which we call the edge bundle. This
means for N = 4n that D

(n)
4 is a drawing of KN,N . In what follows, we discuss the number

of triangles in the intersection graph (of edges in D
(n)
4 ) when n grows large. To simplify our

discussion about triangles, we first classify the crossings in D
(n)
4 .

In the blowup drawing D
(n)
4 , we distinguish three types of crossings, depending on what

they stem from, as depicted in Figure 3.10.
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(C) (B) (N)

Figure 3.10: Possible crossings in the blow up: Bundle-bundle crossings (C), bundle cross-
ings (B) and node crossings (N).

Let us define these types (B), (C), and (N) more precisely and state their count.

(C) Two edge-bundles cross in a small neighbourhood of a previous crossing in D4.
We call these bundle-bundle crossings (C). Since each edge-bundle consists of n2

edges, this gives n4 bundle-bundle crossings for each crossing in D4.

(B) Two edges cross within a bundle. We call these bundle crossings (B). Here we have(n
2
)2 crossings per bundle assuming r(n) � n−1 and a suitable rotation of the circles.

(N) Two edge-bundles cross at a node. We call these node crossings (N). Let α ∈ (0, π)
be the angle between two incident edges e, f in D4 which were blown up to the edge-
bundles, and let crα be the resulting number of node crossings between the edges in
the corresponding edge-bundles. Then we have: crα +crπ−α = n3(n−1)

2 .

To help us with counting crossings of type (N) below, we first prove the following
Lemma.

Lemma 3.22 ([W4]). Let A and B be two nodes corresponding to adjacent vertices in D4

and let x ∈ A. If the geodesics from x to B intersect the circle CA corresponding to A, we
denote by Lx the set of vertices in A that are on the smallest circular arc that contains those
intersections. Then |Lx| = O(rn). Moreover, if Wy = {x ∈ A | y ∈ Lx}, then |Wy| = O(rn).

Proof. Note that the length of Lx is O(r2/d), where d is the distance from A to B (see
Figure 3.11). As we consider the distance d to be constant, the number of vertices y such
that y ∈ Lx is O(r2n/(2πr)) = O(rn). Moreover, since the angles at y and x, as shown
in Figure 3.11, are almost the same as d is large compared to r, we also have |Wy| =
O(rn).

In the following we discuss and count the crossings of each type.

(C) Two edge-bundles cross in a small neighbourhood of a previous crossing in D4. (We
assume that r(n) is small.) We call these bundle-bundle crossings (C). Since each
edge-bundle consists of n2 edges, this gives n4 bundle-bundle crossings for each
crossing in D4.
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x y

A
B

2r

d

Figure 3.11: Lx are the vertices on the arc between the extremal two edges leading from
x to B. The dashed arc in this figure contains vertices in Wy.

(B) Two edges cross within a bundle. We call these bundle crossings (B). Here we have(n
2
)2 crossings per bundle if r(n) � n−1 and suitably rotated circles considering the

following elementary argument:

Claim 3.23. Let DA,B be the subdrawing of D
(n)
4 consisting of all edges between

two nodes A, B corresponding to two adjacent vertices of D4. If r(n) � n−1 and the
cycles are suitably rotated, then cr(D) =

(n
2
)2.

Proof. Any 4-tuple of two vertices from A and two vertices from B determines pre-
cisely one crossing, and each crossing corresponds to precisely one such 4-tuple of
vertices.

If we drop the restriction r(n) � n−1 and consider general r the picture looks slightly
different. Referring to Figure 3.11 we can see that if y ∈ Lx then the pair x, y does
not contribute (B) crossings with any pair of vertices in B. For another pair of vertices
w, z in B we can see that the edges from x to w, z and from y to the antipodals w, z

contribute two crossings. Hence generally we have
(n
2
)2 + O(rn4) bundle crossings

and O(rn4) additional node crossings.

(N) Two edge-bundles cross at a node. We call these node crossings (N). Let α ∈ (0, π)
be the angle between two incident edges e, f in D4 which were blown up to the
edge-bundles, and let crα be the resulting number of node crossings between the
edges in the corresponding edge-bundles. We consider one bundle to be horizontal
whereas the other bundle is counterclockwise at angle α. We partition the edges from
the bundle at angle α into four sets depending on which vertex in the node they are
adjacent to. Starting at the top vertex, we enumerate the vertices clockwise along
the cycle. The first π−α

2π n vertices1 belong to part (A), the next α
2π n vertices belong to

part (B), then we have π−α
2π n vertices belonging to part (C) and the last α

2π n vertices

1The numbers of nodes in each part are rounded up or down, but these changes will make our counts of
crossings deviate only in a lower order term and can thus be neglected.
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belong to part (D) as in Figure 3.12. Assuming the circle radius r is small enough,
all edges in one bundle are almost parallel to each other up to an error term that
depends on r. For each vertex x we introduce two sets of vertices, Sx and Wx. Let
y ∈ Sx if all horizontal edges incident with y cross all edges at angle α that are
incident with x, and let Wx = {y ∈ A | x ∈ Ly} where Ly is defined as in Lemma 3.25
with respect to the horizontal edges. If x is the i-th vertex in (A) then |Sx| = 2i+O(rn)
and |Wx| = O(rn). If x is in (B) then |Sx| = π−α

π n+O(rn) and |Wx| = O(rn). If x is in
(C) then a similar count as in (A) applies if we enumerate those vertices starting at
the last vertex in (C). If x ∈ (D) then Sx is empty and |Wx| = O(rn). Note that each
pair x, y such that y ∈ Sx contributes n2 crossing and if y ∈ Wx then the contribution
is O(n2) crossing. Finally the number of crossings is

crα(r) = 2

(π−α)n/2π∑
i=1

(2i + O(rn)) · n2

+
(

α

2π
n2

) (
π − α

π
+ O(rn)

)
n2

= π − α

2π
· n4 + O(rn4 + n3).

(A)

(C)
(B)

(D)

α

Figure 3.12: (A), (B), (C) and (D) are special areas of vertices of a node. An illustration
where 0 < α ≤ π

2 .

Let us observe that crα +crπ−α = n3(n−1)
2 . This formula, which is exact, can be ob-

tained directly by considering all four bundles arriving to a node as shown in Fig-
ure 3.13. It is apparent from the figure that the total number of crossings, which is
equal to 2 crα +2 crπ−α, can be counted by considering every ordered pair (x, y) of
distinct vertices in the node and observing that the horizontal edges incident with x

and the angle α edges incident with y leaving in both directions from each vertex
yield n2 crossings.
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x

y

α

Figure 3.13: An illustration of the antipodal argument for the total number of node crossings
at one of the nodes. The edges incident with any x and y (x �= y) yield precisely n2 node
crossings.

The crossings in a triangle need to stem from bundle-bundle crossings (C), bundle
crossings (B) or node crossings (N) as specified above. We first prove the following lemma.

Lemma 3.24 ([W4]). Let D4 be a spherical drawing of a K4,4 where each part consists of
two pairs of antipodal vertices. Then no edge in D4 is crossed twice.

Proof. Let the parts of the K4,4 be A = {v1, v1, v2, v2} and B = {w1, w1, w2, w2}. Note
that the edge v1w1 can only be crossed by an edge between the other antipodal pairs, i.e.
v2w2, v2w2, v2w2, v2w2. All of them lie on the great circle defined by v2w2 so in fact only one
of these edges can cross v1w1. By symmetry the same holds for the other edges.

We classify the triangles in the intersection graph of the blowup drawing D
(n)
4 as follows.

We assign each crossing (which is an edge in the intersection graph) a type (C), (B), or
(N) depending on whether it is a bundle-bundle, within bundle or a node crossing. We say
a triangle c1c2c3 is of type (l(c1)l(c2)l(c3)) where l(ci) is the type of crossing ci.

(CCC) (CCN)

Figure 3.14: Triangles of type (CCC) and (CCN).

The above lemma shows that there are no (CCC) or (CCN) triangles in D
(n)
4 . Also note

that (CBB), (BBN) and (CBN) are not possible in general since BB suggests that all edges
are from the same bundle and the bundled edges in (CBN) cross the third edge either at a
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node or at a bundle-bundle crossing but not at both. Triangles of type (NNN) either appear
at three different nodes or at one node. However, we can not have (NNN) triangles at three
different nodes since K4,4 is bipartite and hence triangle-free. By the following lemma, the
number of (NNN) triangles with all three crossings at one node is only of order rn6 and can
therefore be neglected.

x y

A
B B

2r 2r

d1 d2

Figure 3.15: Two edges from node A leading to antipodal nodes B and B can cross. If
d = min{d1, d2} and r ≤ d, then |Lx| = O(rn).

Lemma 3.25 ([W4]). The number of (NNN) triangles in D
(n)
4 that correspond to three edges

at the same node is O(rn6). Moreover, if r(n) � n−1, there are no such triangles.

Proof. Let us refer to Figure 3.15 and consider the possibility that an edge incident with a
vertex y and leading to a node B crosses an edge incident with a vertex x that leads to the
antipodal node B. If the geodesics from x to B intersect the circle CA corresponding to A,
we denote by Lx the set of vertices in A that are on the smallest circular arc that contains
those intersections.

Then it is easy to see that either x ∈ Ly or y ∈ Lx (or both as shown in the figure).
It can be shown (details can be found in the full paper) that the number of cases where
y ∈ Lx or x ∈ Ly is O(rn). In particular, if r � n−1 then Lx is empty. For each such pair
x, y, the number of vertices z whose incident edges leading to a node different from B and
B make an (NNN) crossing triangle with two edges incident with x and y, respectively, is
O((t + r)n), where t is the number of vertices on the arc between x and y. We define the
parameter l which is the number of vertices in the node A between x and the lowest point
on the circle of A (assuming that x is in the lower half of the circle and on the left side).
Then t ∈ [2l − Θ(rn), 2l + Θ(rn)]. This gives the following upper bound for the number of
such triples (x, y, z):

4
n/4∑
l=1

O(rn)O(2l + rn) = O(rn3).

Finally, since each such triple involves O(n3) triples of mutually crossing edges incident
with x, y, z, we confirm that the number of considered (NNN) triangles is O(rn6).

We are left with the following four cases.
(CNN) We consider pairwise crossings of three edges such that two cross at a bundle-

bundle crossing and the third edge crosses one edge each at one node each. These
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crossings depend on the angles α, β, γ, δ as depicted in Figure 3.9. By Section (N) the
number of pairs of vertices x, y such that all edges at angle α incident to x cross all hor-
izontal edges incident to y is π−α

2π n2 + O(rn2 + n). It is easy to see that the number of
crossings we get in the triangle including α and β is

(
π−α
2π

) (π−β
2π

)
n6 + O(rn6 + n5). We

have a similar count for the angles γ and δ. Then we have to add three other contributions
corresponding to other crossings in D4. The antipodal crossing involves a triangles with
α, β and γ, δ, whereas the other two crossings involve triangles with α, γ and β, δ. Overall,
this gives 2

n2 (crα +crδ)(crγ +crβ) + O(rn6 + n5) triangles of this kind.
(BBB) We consider pairwise crossings of three edges such that all edges are from one
bundle. For each bundle we get

(n
3
)2 + O(rn6) such triangles by Section (B). There are 16

bundles so in total we have ∼ 4
9n6 + O(rn6) triangles of the type (BBB).

(CCB) We consider pairwise crossings of three edges such that two edges are in one
bundle and cross the third edge at a bundle-bundle crossing. There are 2

(n
2
)2

n2 + O(rn6)
triangles per each crossing in D4. We have 4 crossings so in total ∼ 2n6+O(rn6) triangles
of this kind.

(BNN) We consider pairwise crossings of three edges such that two are in the same
bundle and cross the third edge at a node. The argument is analogous to the one for
crossings of type (N). Starting at the top vertex, we enumerate the vertices clockwise
along the cycle as in Figure 3.12. We consider an edge at angle α which ends in the i-th
vertex in part (A) and its crossings to horizontal edges. From Section (N), we know that
|Si| = 2i + O(rn), where Si is as defined there. We can choose from

(2i+O(rn)
2

)
pairs of

left endpoints and
(n
2
)
pairs of right endpoints for a triangle. The number of triangles with

an edge ending in i and another edge ending in a vertex in Wx = {y ∈ A | x ∈ Ly} is of
order O(rn4), where Ly is defined as in the proof of Lemma 3.25. We consider now edges
at angle α ending in a vertex x in (B). Note that |Sx| = π−α

π n + O(rn). We can choose for
any one of

(π−α
π

n+O(rn)
2

)
pairs of left endpoints

(n
2
)
pairs of right endpoints for a triangle.

The number of triangles with another edge ending in a vertex in Wx is of order O(rn4).
The contribution of triangles from edges in (C) is the same as for edges in (A). Hence the
number of triangles of type (BNN) is

2

n

(π−α)n/2π∑
i=1

(
2i

2

)
·
(

n

2

)+
(

α

2π
n2

)
·
(

π−α
π n

2

)(
n

2

)
+ O(rn6 + n5).

For α and π − α added together, this gives

1
12

n6 − α(π − α)
8π2 n6 + O(rn6 + n5).

Now note that for two bundles at angle α we can choose one of the bundles to contain
the bundled edges. This gives two options. At each node we have two pairs of bundles
meeting at angle α and two pairs of bundles meeting at angle π − α. (In addition to these
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possibilities we get further (BNN) triangles from two bundles at the same node that lead
to antipodal nodes and correspond to the value of α = π. They give only O(rn6 + n5)
triangles.) If α, β, γ, δ are the angles as in Figure 3.9, the overall number of (BNN) triangles
is

α(α − π) + β(β − π) + γ(γ − π) + δ(δ − π)
π2 n6 + 8

3
n6 + O(rn6 + n5).

If we leave out smaller order terms, the total number of triangles in the intersection
graph by summing up the number of (CNN), (BBB), (CCB) and (BNN) triangles is

α2 + β2 + γ2 + δ2 − π(α + β + γ + δ)
π2 n6 + (2π − α − δ)(2π − γ − β)

2π2 n6 + 46
9

n6.

Theorem 3.26 ([W4]). Given a drawing D4 of a K4,4 where each part has two antipodal
pairs, let D

(n)
4 be the blowup drawing, and let α, β, γ, δ be the angles defined above. Then

the limiting triangle density t(K3) of the sequence D
(1)
4 , D

(2)
4 , . . . is equal to

3
212π2

(
(2π − α − δ)(2π − γ − β) + 2(α2 + β2 + γ2 + δ2) − 2π(α + β + γ + δ)

)
+ 23
3 · 210

+ O(r).

Proof. We have determined the number of triangles in the intersection graphs. Dividing by
the number of possible triangles in the intersection graph,

(16n2

3
)
= 163

6 n6 + O(n5), gives
the triangle density.

Finally, let us show that the crossing graphs of drawings D
(n)
4 can be interpreted as

certain graphons.

Theorem 3.27 ([W4]). For fixed r > 0 let µ1 and µ2 be uniform distributions over two pairs
of antipodal circles on S2 of radius r each and let W (µ1, µ2) be the crossing graph limit
of corresponding drawings. If we consider blow-up drawings D

(n)
4 w.r.t. the centres of the

circles of radius r, then the crossing graphs of D
(n)
4 converge and their limit is the graphon

W (µ1, µ2).

Proof. All we need to show is that the density t1(H) in the random case limit and the den-
sity t2(H) of the blow-up drawing limit are the same for each graph H. Let k = |H| be
the number of vertices of H and let φ : V (H) → [k] be a bijection. For distinct points
x1, . . . , xk, y1, . . . , yk in S2, let X(x1, . . . , xk, y1, . . . , yk) be the intersection graph of the
geodesic segments x1y1, . . . , xkyk. Consider the following function

f(x1, . . . , xk, y1, . . . , yk) =

1, if v �→ xφ(v)yφ(v) is a hom. H → X(x1, . . . , yk),

0, otherwise.

77



Let S1 and S2 be the two circles on which µ1 and µ2 are defined, respectively. Since f as
defined above is measurable because f−1(1) is open, we can represent t1(H) as

t1(H) = 1
(8πr)k

∫
x∈Sn

1 ×Sn
2

f(x) dx.

In order to approximate t1(H) consider a set Cn which consists of n equidistant points on
each of the cycles from S1, S2. Let πn : S1 ∪ S2 → Cn be the function that maps a points
from S1 ∪ S2 to its closest point in X. Let gn be a function gn : (S1 ∪ S2)2n → (Cn)2n that
applies πn componentwise. Then fn = f ◦ gn converges pointwise to f on Sn

1 × Sn
2 . By the

bounded convergence theorem

t1(H) = 1
(8πr)k

∫
x∈Sn

1 ×Sn
2

f(x) dx = 1
(8πr)k

lim
n→∞

∫
x∈Sn

1 ×Sn
2

fn(x) dx = t2(H).

The theorem shows that the same values for triangle densities in the (µ1, µ2)-random
setting hold as for the blow-up limit in Theorem 3.26.

Proof of Theorem 3.21. By Theorem 3.27 we can refer to Theorem 3.26 to find the ex-
tremal bounds. We give a proof for the upper bound first, which is attained if all angles are
close to zero as in Figure 3.16. This is optimal since rewriting the equation from Theorem
3.26 gives

3
212π2 (4π2 − 4π(α + β + γ + δ) + (α + δ)(γ + β) + 2α2 + 2β2 + 2γ2 + 2δ2)

+ 23
3 · 210

+ O(r)

≤ 3
212π2 (−4π(α + β + γ + δ) + (2π)(γ + β) + 2πα + 2πβ + 2πγ + 2πδ)

+ 1
3 · 25

+ O(r)

≤ 1
3 · 25

+ O(r).

The claimed value in the lower bound in Theorem 3.26 is attained for α = β = γ = δ =
π
2 . To construct an example where all values are close to π

2 , we exchange v1 and v1 with
w1 and w1 in Figure 3.16, respectively. To show that we can not do better we first prove the
following claim.

Claim 3.28. Let α, β, γ, δ be as in Figure 3.9. Then α + β + γ + δ < 2π.

We refer to Figure 3.9. Let T be the triangle formed by w2,v2 and the crossing c of the
segments w2v1 and v2w1. Let T ′ be the triangle formed by v1, w1 and the crossing c and
note that T ′ contains T . Note that the angle a at v1 and the angle b at w1 in T ′ are a = π −γ
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v2

w2

v1

v1
w1

w1

α

β
γ

δ

Figure 3.16: If w2, v2 approach w1, v1, respectively, then all angles α, β, γ, δ converge to
zero.

and b = π − β. As T is within T ′ its area is smaller and hence its angular defect is smaller
which is proportional to the angle sum. This tells us that α + β < a + b = 2π − γ − δ which
proves the claim.

Let α = π
2 + a, β = π

2 + b, γ = π
2 + c and δ = π

2 + d. Omitting O(r) terms, the associated
triangle density is

3
212π2

(
(π − a − d)(π − c − b) + 2a2 + 2b2 + 2c2 + 2d2 − 2π2

)
+ 23

3 · 210

= 83
3 · 212

+ π(−a − b − c − d)

+ 1
2
(a + b + c + d)2 + 1

2
(a − d)2 + 1

2
(b − c)2 + a2 + b2 + c2 + d2

and it attains its global minimum at a = b = c = d = 0 as −a − b − c − d ≥ 0 by Claim 3.28.
As we can come from every arrangement of four antipodal pairs of points to every other

arrangement by continuously changing the points, and since r can be arbitrary small, every
triangular density in the interval

( 83
12288 , 128

12288
)
can be attained with one of these graphons.

3.3.5 Hyperbolic Surfaces

On hyperbolic surfaces, the geometry is more complex, and so far we can only show
numerical results for the number of crossings in random geodesic drawings where seg-
ments are chosen with respect to the uniform distribution. We start by considering random
geodesic segments on the hyperbolic disk DR of radius R. For a point chosen uniformly at
random from DR, the angle θ with respect to the centre of the disk is picked uniformly from
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the interval [0, 2π]. The distance r from the centre is distributed as

dr = sinh(r)
cosh(R) − 1

.

This means that for a large radius R the points are likely to be close to the boundary
of the disk. Four points on the boundary of a disk form a quadrilateral, so intuitively, the
larger R, the higher the crossing probability. Formally one can prove this by considering
the expected area E(Area(T )) of a triangle T formed by three points chosen uniformly at
random from DR. If a fourth point is within this triangle, then the four points do not form
a convex quadrilateral. On the other hand, if we do not have a convex quadrilateral, then
one of the four points is in the convex hull formed by the other three points. We have four
choices for the point that is not on the boundary of the convex hull, hence if Area(DR) is
the area of DR then

q (DR) =
Area(DR) − 4 · E(Area(T ))

Area(DR)
=

cosh(R) − 1 − 2
π · E(Area(T ))

cosh(R) − 1
.

In a hyperbolic plane, Area(T ) ≤ π and hence q(DR) → 1 for R → ∞. Computationally,
determining how Area(T ) behaves with respect to the radius of the disk R can be done by
solving the following integral

E (Area (T )) = 1
Area(DR)3

∫
A∈DR

∫
B∈DR

∫
C∈DR

Area (TA,B,C) dA dB dC. (3.6)

where TA,B,C is the triangle on points A, B, C. There are two strategies to solve this in-
tegral. We can use a direct formula for the area [54] or use that in the hyperbolic plane
Area(TA,B,C) = π−�ABC −�CAB −�BCA, and hence E (Area (T )) = π−3 ·E (�ABC).

We have seen that for Euclidean convex sets D, Sylvester’s four point probability is
minimised when the convex set D is a triangle. Now suppose ∆R is an equilateral triangle
in the hyperbolic plane with vertices at distance R from the circumcentre. The probability
that four random points chosen from ∆R form a convex quadrilateral is for very small R

close to the value for an Euclidean triangle, 2/3. Computationally, for increasing R, the
probability for a convex quadrilateral decreases, which is exactly the opposite behaviour
as for the disk, see Figure 3.17.
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Figure 3.17: Sylvester’s four point probability for an equilateral triangle with growing hyper-
bolic radius rH , which was translated into Euclidean radius rE = tanh( rH

2 ).

We turn now to computing crossing probabilities on a standard model of the double
torus. Computationally, the probability for a crossing in the double torus S(2) is approxi-
mately 0.0886. A random such drawing of Kn would then approximately have 0.0886·3·

(n
4
)

≈
0.011075n4 crossings since there are 3 ·

(n
4
)
pairs of segments which do not share a com-

mon vertex. The algorithm used to compute these crossing probabilities for S(2) can be
found in Appendix A. In the following we describe the algorithm. In order to pick random
points on S(2), we consider P

(
8, π

4
)
embedded centrally in the Poincaré disk and pick ran-

dom points from P
(
8, π

4
)
. In order to do this, we note that P

(
8, π

4
)
is the Voronoi cell of

the centre when considering the Voronoi diagram on all copies of the centre in the cover-
ing space. We pick a point randomly from the disk with the same radius as P

(
8, π

4
)
, that

is with hyperbolic radius R = acosh
(
cot

(
π
4g

)2)
. Recall that the radius of a point is then

distributed with density

dr = sinh(r)
cosh(R) − 1

= sinh(r)

cosh
(
acosh

(
cot

(
π
4g

)2))
− 1

,

whereas the angle is distributed uniformly over 2π. Then, we check if the point is closer to
the midpoint of P

(
8, π

4
)
or the midpoint of one of its adjacent copies (which means copies

that share an edge with the central fundamental polygon). Figure 3.18 shows a random
sample of such points.

For n = 10000 times we sample four points w1, w2, w3, w4 (in the implementation wi is
denoted as wtuples[i]) and find the geodesics between w1, w2 (and w3, w4). In order to do
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Figure 3.18: A random point set in S(2).

so we let w1 be represented by its copy in P
(
8, π

4
)
, while w2 ranges over all copies of nearby

fundamental polygons, which is, fundamental polygons which share a vertex with the cen-
tral polygon. It is possible to show that this is sufficient, by showing that if a representation
of a geodesic segment in S(2) represented in the Poincaré disk crosses two boundary
edges of fundamental polygons, then those edges have to share a common vertex (in the
Poincaré disk). Figure 3.19 depicts the copies of one such point. After finding geodesics
between w1, w2 and w3, w4 represented in the Poincaré disk such that w1, w3 ∈ P

(
8, π

4
)
,

we fix the geodesic segment w1w2 but go over all nearby representations of the geodesic
segment w3w4. If one of those representations of w3w4 crosses the fixed representation of
w1w2, then the segments cross, otherwise they do not cross.

3.4 Random Intersection Graphs of Disks

This section considers random intersection graphs of disks of the same radius r
2 . Intersec-

tion graphs of disks are easier to describe than intersection graphs of line segments since
they are defined by one point on a surface S, their centre, and line segments are defined
by two points on a surface, their endpoints. We will not only consider the dense case (the
radius r is constant) but also consider r converging to 0 for the number of disks going to
infinity.

3.4.1 Random Geometric Graph Gd(n, r)

The model for random disks on a surface is the random geometric graph (RGG) model.
RGGs on the Euclidean plane are commonly either studied via a Poisson process (Gilbert
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Figure 3.19: On the left, copies of a point w2. On the right, a polygon which contains a point
w1 and the closest copy of w2 to w1. The geodesic segment between them on the Poincaré
disk is as long as their distance on the surface.

Model [40]), or by choosing n points uniformly at random from [0, 1]2 (see e.g. the mono-
graph by Penrose [92]). Both models are intimately related such as G(n, p) is related to
G(n, m). In the following we will concentrate on the second model. Suppose S is a set of
finite measure with metric d, then we define the graph GS(n, r):

• V (GS(n, r)) = X is a set of points picked at random with respect to the uniform
distribution on S.

• V (GS(n, r)) = X and {x, y} ∈ E(GS(n, r)) if and only if d(x, y) < r.

We will mostly concentrate on Gd
q(n, r), a random geometric graph on S = [0, 1]d equipped

with the �q-metric. We will drop the parameter q if there is no specific norm we refer to
and write Gd(n, r) = Gd

q(n, r). Thresholds in RGGs can be analogously defined to those in
the Erdös-Rényi graph: a function r∗ = r∗(n) is a threshold for some monotone increasing
property P in the random geometric graph Gd

p(n, r) if

lim
n→∞

P[Gd(n, r) ∈ P] =

0 if r = o(r∗),

1 if r = ω(r∗).

Thresholds for connectivity [7, 94], Hamiltonicity [26], treewidth and treedepth [75] have
been studied for RGGs. A real-world application of RGGs are for example wireless net-
works or statistical classifications of individuals based on numerical measurements of d

attributes for each individual (see [92]). Sometimes random geometric graphs GS(n, r) are
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considered on more complex metric spaces S. Hyperbolic geometric graphs use the hy-
perbolic plane as a model to depict popularity versus similarity problems [90].

3.4.2 Thresholds for Spanning Substructures

In this section we show that the intersection graph Gd
1(n, r) basically behaves like a power

of a grid. For constant r we used this implicitly when considering Sylvester’s four point
probabilities, since we assumed that a random point sets from a square can be approx-
imated by an integer lattice. Here we consider r → 0. When dealing with independent
random variables, we will use the following Chernoff bound (see, e.g., the book of Janson,
Łuczak and Ruciński [57, Corollary 2.3]).

Lemma 3.29 (See [57]). Let X be the sum of n mutually independent Bernoulli random
variables and let µ := E[X]. Then, for all 0 < δ < 1 we have that

P[X ≥ (1 + δ)µ] ≤ e−δ2µ/3

and
P[X ≤ (1 − δ)µ] ≤ e−δ2µ/2.

Given some positive integer k, we denote by Gk the k-th power of G, which is the graph
defined by setting V (Gk) := V (G) and E(Gk) := {{u, v} ⊆ V (G) : u �= v, distG(u, v) ≤ k}.
Given two positive integers m and d, we will write Lm;d to denote the graph with vertex set
[m]d where two vertices are joined by an edge if their coordinates are equal in all but one
dimension, where they differ by exactly one unit. We denote by  ·­ : R → Z the rounding
up function.

Lemma 3.30 ([W10]). Suppose X = {x1, . . . , xn} are n points chosen uniformly at random
from I = [0, 1] and suppose the point set is labelled such that x1 ≤ x2 ≤ · · · ≤ xn. Fix
positive integers � ∈ [n] and s ≤ n

9 log � , and define ni =   in
� ­ for all i ∈ [� − 1]. Then,

xni ∈

 i

�
−

√
s log �

n

 ,

 i

�
+

√
s log �

n

 for all i ∈ [� − 1]

with probability at least
1 − 2(� − 1)e− 1

7 s log �.
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Proof. We write δ :=
√

s log �
n . Then, if i

� ≥ δ,

P
(∣∣∣∣xni − i

�

∣∣∣∣ ≥ δ

)
= P

(
xni ≤ i

�
− δ

)
+ P

(
xni ≥ i

�
+ δ

)
≥ P

(∣∣∣∣[0,
i

�
− δ

]
∩ X

∣∣∣∣ ≥ in

�

)
+ P

(∣∣∣∣[0,
i

�
+ δ

]
∩ X

∣∣∣∣ ≤ in

�
+ 1

)
= P

(∣∣∣∣[0,
i

�
− δ

]
∩ X

∣∣∣∣ ≥
(
1 + δ

(
i

�
− δ

)−1
)(

i

�
− δ

)
n

)

+ P
(∣∣∣∣[0,

i

�
+ δ

]
∩ X

∣∣∣∣ ≤
(
1 + δ

(
i

�
+ δ + 1

n

)−1
)(

i

�
+ δ + 1

n

)
n

)
≤ e−δ2(i/�−δ)−1n/3 + e−δ2(i/�+δ+1/n)−1n/3

≤ 2e−δ2(i/�+δ+1/n)−1n/3,

(3.7)
where we use the Chernoff bound in Lemma 3.29. If i

� < δ, then the interval [0, i
� − δ] is

empty, so the same result holds by considering only the case xni ≥ i
� + δ. By (3.7) for

δ =
√

s log �
n ≤ 1

3 , we have

P

∣∣∣∣xni − i

�

∣∣∣∣ ≥

√
s log �

n

 ≤ 2e− 1
7 s log �,

where we used that 1
3(

i
� + δ + 1

n)
−1 ≥ 1

7 for all i ∈ [� − 1]. A union bound over all i ∈ [� − 1]
gives

P

∀i :
∣∣∣∣xni − i

�

∣∣∣∣ ≥

√
s log �

n

 ≤ 2(� − 1)e− 1
7 s log �,

as desired.

We denote by Gd
1(n, r) the random geometric graphs where distances are in �1-metric,

which means two vertices are connected if their �1-distance is at most r. In the following
theorem, we ignore integer parts when these do not influence the argument; in particular,
by Lc

m;d we mean L
�c

m;d where �·� : R → Z is the rounding down function.

Theorem 3.31 ([W10]). Let d ≥ 1 be a fixed integer and n = md for some integer m ≥ 1.
Suppose that r = ω

(
d+1
√

logn
n

)
. Then, for every ε > 0, a.a.s. L

(1−ε)rm
m;d ⊂ Gd

1(n, r) ⊂

L
(1+ε)rm
m;d .

Proof. Fix ε > 0 and let X1, . . . , Xn be the random variables which generate the vertex set
of Gd

1(n, r) in [0, 1]d. Fix r′ := r
6dC for some integer C such that 1

C ≤ ε. We map

y(w) =
(

w1 − 1
m

, . . . ,
wd − 1

m

)
,
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and we write Bz = {y(w) : w ∈ Wz}.
Note that two vertices are joined by an edge (in Lm;d) if and only if the �1-distance of

their images in the above embedding equals 1
m . We will map each vertex w in Lm;d to a

point x(w) ∈ X1, . . . , Xn such that for all w, it holds a.a.s. that

||y(w) − x(w)||1 ≤ d||y(w) − x(w)||∞ = r

2C
. (3.8)

We will first argue how to prove the theorem using (3.8). Fix two vertices v, w in Lm;d and
suppose that vw ∈ E(L(1−1/C)rm

m;d ), or equivalently that ||y(v) − y(w)||1 ≤ (1 − 1
C )r. Then,

combining (3.8) and the triangle inequality shows that ||x(v)− x(w)||1 ≤ r, so x(v) ∼ x(w).
This shows L

(1−1/C)rm
m;d ⊂ Gd

1(n, r). Conversely, if x(v) ∼ x(w) is an edge in Gd
1(n, r), then

||x(v) − x(w)||1 ≤ r. Again, by (3.8) and the triangle inequality we obtain that ||y(v) −
y(w)||1 ≤ (1 + 1

C )r, which shows that Gd
1(n, r) ⊂ L

(1+1/C)rm
m;d . Since C was chosen such

that 1
C ≤ ε, this proves Theorem 3.31.

The rest of the proof is concerned with establishing a mapping from the vertices of
the grid V (Lm,d) to the vertices of the random geometric graph V (Gd

1(n, r)) which a.a.s.
satisfies (3.8). We define the projection onto the j-th coordinate by σj : Rd → R. Assume
without loss of generality that σ1(X1) ≤ σ1(X2) ≤ · · · ≤ σ1(Xn). We partition the point set
X1, . . . , Xn into � parts A1, . . . , A� where � :=   1

r′ ­ ≤ 6dC
r +1 ≤ 6dC+1

r . Define k0 = 0, and for
i ∈ [�], let ki = in

� . In a similar way, we label the vertices v1, . . . , vn of Lm;d so that σ1(v1) ≤
σ1(v2) ≤ · · · ≤ σ1(vn) (breaking ties arbitrarily). We define Wi = {vki−1+1, . . . , vki

}. By
analogy, we partition the point sets (Ai)�

i=1 and the vertex sets (Wi)�
i=1 according to their

second coordinate into � parts. Then, we partition the resulting sets according to the third
coordinate, and so on. For two sets A, A′, we write σi(A) ≤ σi(A′) if σi(a) ≤ σi(a′) for all
a ∈ A, a′ ∈ A′. Thus, for all k ∈ [d − 1] and z ∈ [�]k, we define recursively Az1, . . . , Az� ⊂ Az

and Wz1, . . . , Wz� ⊂ Wz where Azj and Wzj contain
|Az |

� = |Wz |
� points, and for all i < j ≤ �,

σk+1(Azi) ≤ σk+1(Azj) and σk+1(Wzi) ≤ σk+1(Wzj).

We define the function x so that for all z ∈ Rd, x maps bijectively the vertices in Wz

to the points in Az. This is possible since the sets have the same number of vertices. It
remains to show that this mapping satisfies (3.8) a.a.s. We will show that a.a.s. for every
z = (z1, . . . , zd),

Az, Bz ⊂
d∏

i=1

[
zi − 1

�
− r′,

zi

�
+ r′

]
. (3.9)

Then, for every pair of points a ∈ Az, b ∈ Bz, a and b are at �∞-distance at most
1
� + 2r′ ≤ 3r′ = r

2dC , which proves that (3.8) is satisfied.
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To begin with, fix k ∈ [d − 1] and z = (z1, . . . , zk). By construction Az contains n
�k

vertices. Hence, by Lemma 3.30 with s = 14d, for all i ∈ [� − 1],

Az1z2...zki ∈ [0, 1]k ×

 i − 1
�

−

√
14d log �

n�−d+1 ,
i

�
+

√
14d log �

n�−d+1

 × [0, 1]d−k−1 (3.10)

with probability at least

1 − 2(� − 1)e−2d log � = 1 − 2(� − 1)
�2d

.

By the union bound on the complementary events for all z ∈
⋃d−1

k=0[�]k, Property (3.10)
holds with probability at least

1 − 2
d−1∑
i=0

�i(� − 1)e−2d log � ≥ 1 − 2�−d = 1 − o(1).

It remains to show that for all sufficiently large n,√
14d log �

n�−d+1 ≤ r′.

Using that � ≤ 6dC+1
r ≤ (6dC + 1) d+1

√
n

log(n) (so in particular n�1−d � ω(1)) and that√
14d log �
n�−d+1 is an increasing function of �, we obtain that

√
14d log �

n�1−d
≤

√√√√√√√√
28d log

(
d+1
√

n
logn

)
n

(
d+1
√

n
logn

)1−d
= O

 d+1

√
log(n)

n

 = o(r′).

This proves (3.9) for Az.
We turn our attention to Wz. First, consider W1, . . . , W�. It holds that[

m(i − 1)
�

+ 2,
mi

�
− 1

]
× [m]d−1 ⊂ Wi ⊂

[
m(i − 1)

�
,
mi

�
+ 1

]
× [m]d−1. (3.11)

Consider now Wz for z ∈ [m]k recursively for k = 2, . . . , d. We let Rz be the bounding box of
Wz, which is the smallest axis-parallel rectangle that contains Wz. Suppose the bounding
box Rz of Wz satisfies

Rz =

 k∏
j=1

[(zj − 1)m
�

+ Czj ,
zjm

�
+ Dzj

] × [m]d−k,
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where |Czj |, |Dzj | ≤ Ck, Dk for some positive integers Ck, Dk. We consider Wz1, . . . , Wz�.
Note that for j ∈ [m] the size of the points in Wz with k+1st coordinate j is |Wz ∩σ−1

k+1(j)| =
θ
(

n
�k+1

)
. Note that the sets |Wz ∩ σ−1

k+1(j)| and |Wz ∩ σ−1
k+1(i)| differ by at most the number

of points on the boundary of k∏
j=1

[(zj − 1)m
�

+ Czj ,
zjm

�
+ Dzj

] ,

which is of order O(mk

�k ), see Figure 3.20.

x3

x1

x2

i

j

m

m

m

Figure 3.20: A picture of a bounding box Rz1z2 of a point set Wz1z2 . The number of points
in Wz1z2 ∩ σ3(i) and Wz1z2 ∩ σ3(j) differs by the number of points in σ3(i) which are on the
boundary of Rz1,z2 .

Since mk+1

�k = O( n
�k+1 ), the bounding box Rzi of Wzi satisfies

Rzi =
(

k∏
i=1

[(zj − 1)m
�

+ O(1), zjm

�
+ O(1)

])
×

[(i − 1)m
�

+ O(1), im

�
+ O(1)

]
× [m]d−k−1.

But this means that for z ∈ [m]d the set Bz is contained in

d∏
i=1

[(zj − 1)
�

− O

( 1
m

)
,
zj

�
+ O

( 1
m

)]

Since 1
m = o(r′), this shows (3.9) for Bz.
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Scientists in parallel computing are interested in embedding different types of graphs
into powers of grids and hypercubes, since they are used in several large-scale parallel
computers [81]. The smallest power of a square grid in which binary trees of the same
size can be embedded was determined up to a small error [50]. Hence we get a natural
corollary.

Corollary 3.32. Suppose n = 2k +1 and k → ∞. If r ≥ (1 + ε)
√
2

log(n) then a.a.s. there is an
embedding of the spanning binary tree in G2

1(n, r).

Question 3.33 (Espuny Díaz). What parameters of a sequence of spanning trees (Tn)n

determine its threshold in Gd(n, r),(i.e. the threshold that ensures that Tn can be embedded
a.a.s.)?

A natural lower bound comes from the fact that Tn is spanning, hence G2(n, r) has to
be connected. The threshold of connectivity for G2

2(n, r) is
√
logn/(πn) [93]. Another lower

bound comes from the diameter of the tree. For large n, a uniformly random set of n points
in [0, 1]2 contains a point xi and a point xj close to opposite corners of [0, 1]2, hence their
�2-distance is d(xi, xj) ≥ (1 − o(1))

√
2. The shortest path between xi and xj in G2

2(n, r)
is at least of length (1 − o(1))

√
2/r. Hence if a tree Tn can be embedded in G2

2(n, r) then
r ≥ (1−o(1))

√
2/ diam(Tn). Similarly, note that the maximum degree of a vertex in G2

2(n, r)
is (1 + o(1))πr2n. So ∆(Tn) ≤ (1 + o(1))πr2n where ∆(Tn) is the maximum degree of a
vertex in Tn, hence r ≥

√
∆(Tn)/(πn) . Imagine connecting two stars of size k with a path

of length �. Then if both k and � are linear then the degree of the centre of the stars is
the limiting property (with r = ω(1)) and not the diameter. The minimum degree bound
is generalisable to the sum of degrees of vertices that are close to each other. Recall
the result of Montgomery [82] that there is a constant C such that the Erdös-Rényi graph
with p = C logn/n contains a.a.s. every tree T with maximum degree ∆. Motivated by
Corollary 3.32, it would be nice to show a similar result for random geometric graphs.

Question 3.34. For every ∆ > 0, is there a constant C = C(∆) such that the random geo-
metric graph G2

q(n, C
log(n)) a.a.s. contains a copy of every tree with n vertices and maximum

degree at most ∆?
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Chapter 4

Decomposing Drawings into Plane
Subdrawings

In Section 3.3.2 we studied decompositions of geometric drawings into two subdrawings,
such that the number of crossings in each of the subdrawings is small. In this chapter we
are interested in decompositions of drawings into a large collection of subdrawings such
that each subdrawing is plane. An easy decomposition can be achieved by taking stars
around every vertex, since the corresponding edges do not cross. In this chapter we con-
sider similar decompositions, we fix a certain geometric graph G (for example a star graph)
and ask how well we can decompose a geometric drawing into (plane) subdrawings of G.
This chapter is joint work with Daniel W. Cranston, Jiaxi Nie and Jacques Verstraëte [W8]
and was partly developed at the 2021 Graduate Research Workshop in Combinatorics.

4.1 Large Substructures

A packing of a graph H is a collection of edge-disjoint subgraphs of H. If the packing
covers all edges of H, we call it a decomposition or partition, see Figure 4.1. If H is a

K7 K6

Figure 4.1: A partition of K7 into plane C3’s and a K6 with a C4 packing. The grey edges
are edges which are not covered by a C4.

geometric graph, a subgraph of H is a geometric graph G which can be embedded in the
drawing of H. G is plane if none of the edges of G cross (in the embedding of G in H).

We will be mostly concerned with packings and partitions of complete geometric graphs
into small plane subgraphs. A fundamental open question in the area of packing plane
subgraphs into geometric graphs is the following.
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Figure 4.2: A drawing of the complete graph K26 which can not be decomposed into �26
2 �

spanning trees. The vertices are in general position and all vertices except the central
vertex are on the convex hull.

Question 4.1. Is there a constant c < 1 such that every complete geometric graph can be
partitioned into at most cn plane subgraphs?

The case c = 1 is easy, because a partition into stars centred at every vertex gives n

plane subgraphs. Bose, Hurtado, Rivera-Campo and Wood [19] showed that each geomet-
ric drawing of the complete graph can be partitioned into n −

√
n
12 plane subgraphs which

is the current best result. If the point set of the geometric graph is convex, it was shown
that the graph can be partitioned into �n

2 � plane subgraphs [10] and less is not possible
since there are �n

2 � edges which pairwise cross. This shows that c from Question 4.1 is at
least 1

2 . The subgraphs in such an optimal packing of a complete convex geometric graph
can be taken as spanning trees, even spanning paths. It is natural to ask whether it is
possible to pack �n

2 � plane spanning trees into every geometric complete graph, which is
a strong version of Question 4.1. Obenaus and Orthaber showed that this is not possible
in general [88], and they also showed that there is a complete geometric graph that can
not be partitionied into �n

2 � plane subgraphs. An example of a complete geometric graph
that can not be partitioned into �n

2 � plane subgraphs (in particular, plane spanning trees)
is the graph in Figure 4.2. The current best construction shows that it is possible to pack
�n
3 � plane spanning trees into every geometric drawing of the complete graph [11]. There

is significant further research [2, 10, 11, 19, 88, 110] about packing large plane trees into
geometric graphs.

It is interesting to note that edge colourings of planar graphs H are a special case of
partitioning general graphs (not necessarily complete graphs) into few plane subgraphs [3].
From a straight-line drawing of H, slightly extend all line segments, so that they cross at
the vertices of H, and nowhere else. A partition of the resulting graph into plane subgraphs
gives an edge colouring of H and vice versa. For the class of planar graphs with maximum
degree ∆ = 3 it was shown that it is NP-complete [51] to decide whether a planar graph
is ∆ or ∆ + 1-edge colourable, while for ∆ = 4 or ∆ = 5 it is conjectured to be NP-hard
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to make this decision. Planar graphs with ∆ ≥ 7 are ∆-edge colourable [102] and it was
conjectured that graphs with ∆ = 6 are ∆-edge colourable.

4.2 Small Substructures

Whereas previous research was concentrated on packing large plane structures into ge-
ometric graphs, in this work we commence the research of packing small plane graphs
into geometric graphs. This is related to Wilson’s theorem on graph packing [114], which
originates from design theory.

Theorem 4.2 (Wilson, 1976). For every graph G and n large enough, Kn has a partition
into copies of G if and only if

• e(G) divides
(n
2
)
,

• the greatest common divisor of the vertex degrees in G divides n − 1.

We will consider the same problem as Wilson, with the extra assumption that the com-
plete graph is a geometric graph and the partition is into plane copies of G. We denote by
P(G) the set of all plane geometric drawings of G and Hn is a complete geometric graph
on n vertices. The sequence {Hn}n≥1 can be asymptotically packed by P(G) if there is a
P(G)-packing of Hn that covers all but o(n2) edges of Hn. In other words, if p(H, P(G)) is
the maximum size of a P(G)-packing in H, then {Hn}n≥1 can be asymptotically packed by
P(G) if

lim
n→∞

p(Hn, P(G))e(P(G))
e(Hn)

= 1.

G is geometric-packable if every sequence {Hn}n≥1 can be asymptotically packed by
P(G).

P(C3) is geometric-packable due to the existence of Steiner Triple Systems. To gen-
eralize this result, we consider plane geometric packing problems for planar Hamiltonian
graphs, that is, planar graphs that contain a Hamiltonian cycle. We prove the following
result.

Theorem 4.3 ([W8]). If G is a planar Hamiltonian graph, then P(G) is not geometric-
packable unless G is the 3-cycle C3, the 4-cycle C4, or one of the four graphsΘ1,Θ2,Θ3,Θ4

shown in Figure 4.3. Further, P(G) is geometric-packable if G is one of C3, C4, and Θ1.

The result is proven in two parts. First we show packability of C3, C4 and θ1 (Proposi-
tion [W8]) and then the non-packability results in Proposition [W8].

4.2.1 Packability

In this section we consider geometric-packability of C3, C4 and Θ1 (see Figure 4.3). We
show later that almost all other graphs are not geometric-packable, except for possibly
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Θ1 Θ2 Θ3 Θ4

Figure 4.3: Four plane triangulated cycles. The first, Θ1, is geometric-packable. For each
of the remaining three, the question of geometric-packability remains open.

Figure 4.4: Packing C4’s into a sequence of convex drawings.

Θ2, Θ3, and Θ4 as depicted in Figure 4.3. Figure 4.4 shows packings of C4’s into convex
geometric graphs.

Proposition 4.4 ([W8]). P(G) is geometric-packable if G is C3, C4, or Θ1.

Proof. P(C3) is geometric-packable due to the existence of Steiner Triple System. We
consider the set of plane 4-cycles, P(C4). Let Dn be a geometric drawing in the plane
of the complete graph Kn. By symmetry, assume that v1 is on the convex hull of the
vertices v1, . . . , vn. Assume further that v2, . . . , vn appear in clockwise order around v1,
with edges v1v2 and v1vn on the convex hull. The cycles v1, vi, v
n/2	, v
n/2	+i, for each
i ∈ {2, . . . ,  n/2­ − 1}, are plane and disjoint; so we add them all to our P(C4)-packing.
Further, these cycles cover all but 3 edges incident to v1 or v
n/2	. Now we delete v1 and
v
n/2	 from the drawing Dn to get a drawing Dn−2 of Kn−2. We continue recursively, ending
when the drawing has at most 3 vertices. Each time we delete vertices, we discard O(1)
uncovered incident edges. Thus, the resulting packing covers all but O(n) edges of Dn.

Now we consider the set of plane 4-cycles with a chord, P(Θ1). Let Dn be an arbitrary
geometric drawing in the plane of Kn. Let f(n) = 2n log2 n. We prove by induction on n

that there exists a Θ1-packing of Dn that covers all but at most f(n) edges.
Let m = �n/4�. By the Ham Sandwich Theorem, there exist two straight lines partition-

ing the plane into 4 parts P1, P2, P3, P4, in clockwise order, where each part contains at
least m vertices, see Figure 4.5.

Ignoring up to 3 vertices, we pick m vertices in each part. We denote these vertices by
vi,j , where i ∈ {1, . . . , 4} and j ∈ {1, . . . , m}.

Let D′
n be the spanning subgraph of Dn whose edge set consists of all edges with

endpoints in distinct parts, except for those with one endpoint in each of P2 and P4. Let Fn

be a collection of copies of plane Θ1 whose vertex set is {v1,j , v2,k, v3,j+k, v4,k} and whose

93



P1

P2

P3

P4

v1,1

v1,2

v2,1
v2,2

v3,1v3,2

v4,1

v4,2

P1

P2

P3

P4

Figure 4.5: The inductive step in packing Θ1.

chord is {v1,j , v3,j+k}, with j, k ∈ {1, . . . , m}; here each second index is modulo m. It is
easy to check that this is a Θ1-packing of D′

n that covers all but at most 3n edges.
Note that Dn \ D′

n consists of three complete components, one induced by P2 ∪ P4,
and the others induced by P1 and P3. Thus, by induction, there exists a Θ1-packing of Dn

such that the number of uncovered edges is at most f(n/2) + 2f(n/4) + 3n ≤ f(n), as
desired.

While we will show that most graphs are not geometric-packable, the plane geometric
packing problem is still open for 3 planar Hamiltonian graphs: Θ2, Θ3, and Θ4, see Fig-
ure 4.3. In Theorem 4.12 we show that, in fact, each can be packed when the vertices of
the complete geometric graphs are in strictly convex position. We conjecture the following.

Conjecture 4.5 ([W8]). P(G) is geometric-packable when G is one of Θ2, Θ3, and Θ4.

4.2.2 Convex-Nonpackable CGGs

In this section we show that almost all graphs are not geometric-packable. To show this,
we show that they can not be packed into a sequence of convex complete graphs.

A convex geometric graph (CGG for short) G is a geometric graph whose vertices
are in strictly convex position; Figure 4.3 shows four examples. We denote the vertices
of G by v0, v1, . . . , vn−1 and assume these vertices appear in clockwise (cyclic) order on
the boundary of their convex hull (indexing is modulo n). Every subset of V (G) that is
contiguous with respect to its cyclic order is an interval. A pair {vi, vi+1} of V (G) is an
extremal pair. For every pair {x, y} in a CGG, the length of {x, y}, denoted by �(x, y), is the
minimum length of a path from x to y using only extremal pairs. For example, in Figure 4.6,
�(x, y) = �(y, x) = 2.

Informally, two CGGs are convex-isomorphic if some graph isomorphism between them
preserves the cyclic order of all vertices. Formally, CGGs G1 and G2 are convex-isomorphic
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if there is a bijective function f : V (G1) → V (G2) such that for every pair of vertices x, y ∈
V (G1): (i) �(x, y) = �(f(x), f(y)); (ii) {x, y} ∈ E(G1) if and only if {f(x), f(y)} ∈ E(G2).
A CGG H contains a CGG G if some subgraph of H is convex-isomorphic to G. Given
CGGs G and H, a G-packing of H is a collection of edge-disjoint subgraphs of H that are
convex-isomorphic to G. Let p(H, G) be the maximum size of a G-packing in H. Let Kn be
the complete CGG on n vertices. In particular, let p(n, G) = p(Kn, G). For example, if G is
a 4-cycle with a crossing, then p(6, G) = 3. Figure 4.6 shows a construction proving the
lower bound. (The upper bound holds since �

(6
2
)
/4� = 3.)

x

y

Figure 4.6: When G is a 4-cycle with a crossing, p(6, G) = 3.

Recall the definition of asymptotically packed. Further, G is convex-packable if G asymp-
totically packs into Kn. That is, G is convex-packable if there exist G-packings of Kn that
cover all but o(n2) edges. Finally, a CGG is plane if no two of its edges cross.

Clearly, for a graph G, if P(G) is geometric-packable and there is only one way to draw
G as a plane CGG, then G, as a plane CGG, is convex-packable. Let Ck denote the convex
plane k-cycle. Note that C3 and C4 are convex-packable by Proposition 4.4; so we naturally
ask: Is C5 convex-packable? The answer is No. In fact, for all k ≥ 5, the average length
of the edges in a copy of Ck in Kn is at most n/k; hence the average length of all edges
covered by a Ck-packing of Kn is also at most n/k. In contrast, the average length of all
edges in Kn is (1 + o(1))n/4. So when k ≥ 5, no Ck-packing can cover all but o(n2) edges
of Kn.

By extending this average length argument, we find a necessary condition (Lemma 4.6)
for a CGG to be convex-packable. Currently, this is our only tool to prove that a CGG is
not convex-packable. But for many CGGs, it is enough. We use this argument to prove the
convex-nonpackability of most plane Hamiltonian CGGs. A set of edges {e1, e2, . . . , ek} of
a convex geometric graphs G is convex if for each edge ei, all other edges ej lie on the
same side of the line determined by ei. For example, in Figure 4.7, the set of blue edges is
convex while the set of red edges is not.

The following lemma is our key tool for proving convex-nonpackability.

Lemma 4.6 ([W8]). Let G be a CGG. If G is convex-packable, then there exists f : E(G) →
R+ that satisfies the following two conditions: (i) Every set of edges S satisfies

∑
e∈S f(e) ≥

|S|2/(4e(G)) and (ii) every convex set of edges A satisfies
∑

e∈A f(e) ≤ 1.
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Figure 4.7: The set of thick blue edges is convex, but the set of thin red edges is not.

Proof. For each positive integer n, let Fn be a G-packing of Kn that covers all but o(n2)
edges. This means that |Fn| = (1 − o(1))

(n
2
)
/e(G). For every e ∈ G and every copy G′ of

G in Kn, let lG′(e) denote the length in Kn of the edge FG,G′(e). For every edge e ∈ G, let
fn(e) be the average length of the edges in Fn corresponding to edge e, divided by n; that
is,

fn(e) :=
∑

G′∈Fn
lG′(e)

n|Fn|
.

Let S be a set of edges of G, and denote by Fn(S) the set of edges in Kn that are covered
in Fn by edges of S. Note that |Fn(S)| = |S||Fn| = (1 − o(1)) |S|

e(G)
(n
2
)
. Further, the average

length of edges in Fn(S) is at least

(1 − o(1)) |S|
4e(G)

n,

since that is precisely the average when Fn(S) consists of the |Fn(S)| shortest edges in
Kn, those with length at most (1 − o(1)) |S|

e(G)
n
2 . Thus, we have

∑
e∈S fn(e)

|S|
≥ (1 − o(1)) |S|

4e(G)
,

which we rewrite as ∑
e∈S

fn(e) ≥ (1 − o(1)) |S|2

4e(G)
.

Let A be a convex set of edges of G. For each G′ ∈ Fn, by definition
∑

e∈A lG′(e) ≤ n. Now
summing over all G′ ∈ Fn (by the definition of fn(e) above) gives

∑
e∈A

fn(e) =
∑

G′∈Fn

∑
e∈A lG′(e))

n|Fn|
≤ 1.

Since {fn}n≥1 is a sequence of bounded functions with finite domain, there exists a subse-
quence {fni}i≥1 such that fni(e) converge for all e ∈ G. Let f be the function on E(G) such
that f(e) = limi→∞ fni(e). Now f satisfies (i) and (ii) from the statement of the theorem.

We can argue that a CGG G is not convex-packable by showing that the function f that
would be guaranteed by Lemma 4.6 cannot exist. Using an edge length argument similar
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to the proof of condition (ii), we can further show that a CGG G has no perfect convex-
packing1, i.e. p(n, G) < e(Kn)/e(G). Suppose G is the plane C4. The average edge length
in every Kn is strictly greater than n/4, but the average edge length in every C4-packing is
at most n/4. Therefore, no plane C4-packing covers all edges of Kn.

Proposition 4.7 ([W8]). Let G be a CGG and let k be the maximum size of a convex set
of edges of G. If e(G) < k2/4, then G is not convex-packable.

Proof. We prove the contrapositive. Assume that G is convex-packable and let f be the
function guaranteed by Lemma 4.6. Let A be a convex set of edges of size k. Combining
the two conditions in Lemma 4.6 gives

1 ≥
∑
e∈A

f(e) ≥ k2

4e(G)
.

Simplifying gives e(G) ≥ k2/4, as desired.

Figure 4.8: Θ5 is not convex-packable.

Proposition 4.8 ([W8]). If G is a plane Hamiltonian CGG, then G is not convex-packable
unless G is one of C3, C4,Θ1,Θ2,Θ3, orΘ4 (the latter four of these are shown in Figure 4.3).
In particular, Θ5 is not convex-packable.

Proof. Let G be a plane CGG formed by adding t chords to Ck. We suppose that G is
convex-packable, and apply Proposition 4.7. When k = 5, we have e(G) ≥  25/4­ = 7;
when k = 6, we have e(G) ≥ 9; and when k ≥ 7, we have e(G) ≥ k2/4 > 2k − 3,
which contradicts the planarity of G. So the only remaining candidates for a plane convex-
packable Hamiltonian CGG are the plane cycles C3, C4, the four CGGs in Figure 4.3 and
the CGG Θ5 in Figure 4.8.

Suppose, for contradiction, thatΘ5 is convex-packable and let f be the function guaran-
teed by Lemma 4.6. Let A1 be the convex set consisting of the 6 edges on the outer 6-cycle
and let A2 be the convex set consisting of the 3 chords. The two conditions in Lemma 4.6
give

2 ≥
∑

e∈A1

f(e) +
∑

e∈A2

f(e) =
∑

e∈A1∪A2

f(e) ≥ 92

4 · 9
= 9/4,

1By Rödl Nibble, if a graph has a perfect convex packing into some Kn, then it is convex-packable.
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which is a contradiction.

If we restrict the geometric graphs that we pack to be both plane and also convex,
then every planar Hamiltonian graph, other than the triangle, is not geometric-packable.
Let P∗(G) be the set of all plane geometric drawings of G whose vertices are in strictly
convex position; note that P∗(G) ⊂ P(G). For example, if C4 is the 4-cycle and G1, G2,
G3 are the geometric graphs in Figure 4.9, then G1 �∈ P(C4) and G2 ∈ P∗(C4) and G3 ∈
P(C4) \ P∗(C4).

G1 G2 G3

Figure 4.9: G1 /∈ P(C4) and G2 ∈ P∗(C4) and G3 ∈ P(C4) \ P∗(C4).

Theorem 4.9 ([W8]). If G is a Hamiltonian graph, then P∗(G) is not geometric-packable
unless G is C3. Further, P∗(C3) is geometric-packable.

Figure 4.10: Two convex C4’s in D12.

Proof. P∗(C3) is geometric-packable due to the existence of Steiner Triple Systems. Propo-
sitions 4.7 and 4.8 imply the geometric-nonpackability of P∗(G) for all Hamiltonian graph
G unless G is one of C3, C4, Θ1, Θ2, Θ3 and Θ4. What remains to be done is to construct
D1, D2, . . . , a sequence of drawings of the complete graph, such that it cannot be packed
by P ∗(G) when G is one of C4, Θ1, Θ2, Θ3 and Θ4.

We show that the generalisation of the graph in Figure 4.10, which we define below, is
not P∗(C4)-packable. We only consider drawings Dn when n ≡ 0 mod 3, since we can get
Dn−1 and Dn−2 by deleting one or two vertices from Dn.

For each i ∈ {1, . . . , n
3 }, we let vi := (i, i2/(2n2)). The importance of the second coor-

dinate is simply to keep the points v1, . . . , vn/3 in general convex position. We form vi+n
3

and vi+ 2n
3

from vi by rotating (around (0,0)) 120 and 240 degrees counterclockwise. Let
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A := {v1, . . . , v n
3
}, B := {v n

3+1, . . . , v 2n
3

}, and C := {v 2n
3 +1, . . . , vn}. We claim that we can-

not pack many convex C4’s into the drawing on v1, . . . , vn. The reason is that each convex
C4 has at least two edges within the sets A, B, C. To see this, consider a set S with two
points from A, one point from B, and one point from C. The key observation is that the
more inner point from A is not on the convex hull of S. (This can be verified by finding the
line determined by the two points in A and showing that it intersects the interior of the line
segment determined by the points in B and C. But we omit these routine calculations.)
Hence, in every convex C4, all four points must come from at most two of A, B, and C. It is
easy to check that the only types of convex C4’s are the two highlighted in Figure 4.10. But
at most 3

(n
3
2
)
edges go between different sets from A, B, C. Hence, each packing of convex

C4’s has at most n2

3·4(1 + o(1)) copies of C4; so it covers at most 2
3(1 + o(1)) of all edges.

By similar arguments, {Dn}n≥1 cannot be asymptotically packed by P ∗(G) when G is
one of Θ1, Θ2, Θ3 and Θ4.

4.2.3 Strong Packability

We have shown that most Hamiltonian graphs are not convex-packable, except for the
plane cycles C3 and C4 and the four CGGs Θ1,Θ2,Θ3 and Θ4. In this section we show that
Θ2,Θ3 and Θ4 are convex-packable. For each even integer n, and all integers � such that
1 ≤ l < n/8, we take all copies of C4 with edges of lengths 2l, n/2 − 2l, 2l − 1, n/2 − 2l + 1,
in clockwise order; see Figure 4.11. Clearly these copies of C4 form a C4-packing of Kn and
the number of edges uncovered is O(n); thus the packing is almost perfect.

n/2 − 2�

2�

n/2 − 2� + 1

2� + 1

Figure 4.11: A typical C4 in an asymptotic C4-packing of the convex complete graphs.

To generalise the example above, that C4 is convex-packable, we need the following
definitions. Let G be a subgraph of Kn. The length set of G, denoted LG, is a subset of
{1, 2, . . . , �n/2�} such that i ∈ LG if and only if some edge e ∈ G has length in Kn equal to
i.

Definition. A CGG G is strongly packable if for each n ≥ 1 there exists Sn, a set of subsets
of {1, 2, . . . , �n/2�}, with the following three properties:

1. All sets in Sn are pairwise disjoint and have size e(G); and

2. For all A ∈ Sn, there exists a subgraph GA of Kn that is convex-isomorphic to G such
that LGA

= A; and
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3.
∑

A∈Sn
|A| = |Sn|e(G) = (1 − o(1))n/2.

Further, we say {Sn}n≥1 is a sequence of packable length-set collections of G.

Lemma 4.10 ([W8]). Let G be a CGG. If G is strongly packable, then G is also convex-
packable.

Proof. Let {Sn}n≥1 be a sequence of collections of sets that satisfy all three properties
in Definition 4.2.3, i.e., a sequence of packable length-set collections of G. We construct
a sequence of G-packings {Fn}n≥1 that covers all but o(n2) edges of {Kn}n≥1. Fix an
arbitrary positive integer n′. For each A ∈ Sn′ , we add to Fn′ the subgraph GA convex-
isomorphic to G in Kn′ with lengths in A, as well as the n − 1 copies of G formed from GA

by rotations.
Each edge e in Kn′ of some length l, where l ∈ {1, . . . , �n′/2�}, is covered by Fn′ if and

only if l ∈
⋃

A∈Sn′ A. Since {Sn}n≥1 is a sequence of packable length-set collections of G,
Property 3 of Definition 4.2.3 implies that the number of lengths not covered by

⋃
A∈Sn

A is
o(n). Thus, the number of edges not covered by {Fn}n≥1 is o(n2), as desired.

Consider a CGG G with vertex set {v0, . . . , vm−1}. A CGG G̃ is a reflection of G along
an edge {v0, vt} if G̃ has the same vertex set as G and a pair of vertices {vi, vj} form
an edge of G̃ if and only if either (a) {i, j} ∈ {0, . . . , t} and {vt−i, vt−j} ∈ E(G) or (b)
{i, j} ∈ {0, . . . , m − 1} \ {1, . . . , t − 1} and {vi, vj} ∈ E(G). Reflections are illustrated in
Figure 4.14 (in Section 4.2.4).

Lemma 4.11 ([W8]). If a CGG G is strongly packable, then so is each of its reflections.

Proof. Let G̃ be a reflection of G and let {Sn}n≥1 be a sequence of collections of packable
length-sets of G. Fix an arbitrary positive integer n′. For each A ∈ Sn′ , let H be a copy of G

in Kn′ such that LH = A. Clearly Kn′ also contains a copy H̃ of G̃ such that LH̃ = LH = A

(which is the reflection of H along the image of the edge of the reflection from G to G̃).
Therefore, {Sn}n≥1 is also a sequence of collections of packable length-sets of G̃. Hence
G̃ is also strongly packable.

Theorem 4.12 ([W8]). All plane Hamiltonian CGGs are not convex-packable, except for
the two plane cycles C3 and C4 and the four CGGs Θ1,Θ2,Θ3 and Θ4 shown in Figure 4.3,
which are all convex-packable.

Proof. Propositions 4.7 and 4.8 imply the non-packability of all plane Hamiltonian CGGs,
except for C3, C4, Θ1, Θ2, Θ3 and Θ4. Recall that C3 is convex-packable due to the exis-
tence of Steiner Triple Systems, and they are also strongly packable by a result of Rose
Peltesohn [91].C4 and Θ1 are convex-packable by Proposition 4.4.

We now consider Θ2, Θ3, and Θ4. We will show that they are all (strongly) packable. To
show that a CGG is strongly packable, it suffices to give a sequence of packable length-set
collections. We label the edges of Θ2 as in Figure 4.12.
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e1

e2 e3

e4

e5

e6 e7

Figure 4.12: An edge labelling of Θ2 used to show it is strongly packable.

Let n = 28x, for some positive integer x. We construct a collection of length-sets for
Θ2 in Kn. If 28 � n, then we simply ignore the edges incident to at most 27 vertices in Kn.
Since the number of ignored edges is O(n), they do not affect whether or not our packing
covers (1 − o(1))

(n
2
)
edges. Thus, we assume n = 28x without loss of generality.

We extend the idea of a length-set to a length-vector. Each length-vector for Θ2 is an
ordered 7-tuple of positive integers that form a length-set. Here the jth entry of a length-
vector is the length in some copy of Θ2 of the image of edge ej , as labeled in Figure 4.12.
We use the following 2x − 3 length-vectors:

(7x + 1 − 7i, 2 + 14i, 5 + 14i, 7x + 6 − 7i, 14x − 14i − 14,

7x + 3 + 7i, 7x + 11 + 7i), 0 ≤ i ≤ x − 2

and
(−4 + 7i, 14x + 12 − 14i, 14x + 9 − 14i, 4 + 7i, 14i − 21,

14x + 8 − 7i, 14x + 13 − 7i), 2 ≤ i ≤ x − 1.

As in the proof of Lemma 4.10, for each length-vector above, we add to Fn some copy of
G with edges lengths given by that length-vector, as well as the n − 1 non-trivial rotations
of that copy of G. Note that the 7 coordinates of each length-vector lie in distinct residue
classes modulo 7. This observation makes it easy to check that the length-sets of these
2x−3 length-vectors are pairwise disjoint. Thus the number of edge lengths in these length-
vectors is 7(2x − 3) = (1 − o(1))n/2, and the number of edges covered by this Θ2-packing
is (1 − o(1))

(n
2
)
. So Θ2 is strongly packable.

The proofs that Θ3 and Θ4 are strongly packable mirror that above for Θ2. So we just
give the length-vectors (which are identical for Θ3 and Θ4) and the edge labellings in Fig-
ure 4.13.

(2x − 2i, 5x + i, 7x − i, 2x + 2i, 9x − i, 2x − 1 − 2i,

7x + i + 1, 2x + 1 + 2i, 5x − i), 1 ≤ i ≤ x − 1.
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e1

e2

e6

e7

e4

e9

e8

e3 e5

Θ3

e1

e2

e9

e7

e4

e6

e8

e3 e5

Θ4

e4

e2

e1

e5e3

Θ1

Figure 4.13: Edge labellings showing that Θ3, Θ4, and Θ1 are all strongly packable.

In fact, we can also show that Θ1 is strongly packable using the edge labelling in Fig-
ure 4.13 and the following collections of vectors (we assume, without loss of generality,
that n = 20x):

(5i + 2, 5i + 3, 10i + 5, 10x − 5i − 1, 10x − 5i − 4), 0 ≤ i < x − 1,

(5i + 2, 5i − 2, 20x − 10i, 10x − 5i − 1, 10x − 5i + 1), x < i < 2x − 1.

4.2.4 Paths and Caterpillars

So far, we only considered Hamiltonian plane graphs. This last section is on packing a
(small) tree into convex drawings of the complete graph.

Note that every plane path can be uniquely transformed into a convex plane cater-
pillar by reflections. (See Figure 4.14, where in each step we reflect with respect to the
bold red edge). Thus, by Lemma 4.11, a plane path is strongly packable if and only if its
corresponding convex plane caterpillar is strongly packable.

→ → → →

Figure 4.14: A plane path is transformed into a convex plane caterpillar.

By Proposition 4.7, we know that a plane path with k edges is not convex-packable if it
has more than 2

√
k extremal edges. Equivalently, a plane convex caterpillar is not convex-

packable if it has more than 2
√

k − 2 edges in the spine. Let f(k) be the maximum number
of extremal edges of a convex-packable plane path with k edges. So we have f(k) ≤ 2

√
k

for all positive integers k. We conjecture that this is sharp.

Conjecture 4.13 ([W8]). f(k) = (2 − o(1))
√

k as k → ∞.
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In the rest of this section, we construct two types of strongly packable convex plane
caterpillars, both show f(k) ≥ (1 + o(1))

√
2k as k → ∞.

Theorem 4.14 ([W8]). Let s be a positive integer. Let G be a plane convex caterpillar with
vertices v1, . . . , vs, vs+1 in clockwise order on the spine such that each of v2, . . . , vs has no
adjacent leaf. If s(s + 3) ≤ 2e(G), then G is strongly packable.

If we let s(s+3) = 2e(G), then we have a plane convex caterpillar with s(s+3)/2 edges
among which s + 2 edges are extremal. This implies that f(k) ≥ (1 + o(1))

√
2k.

Proof. Let k := e(G). Without loss of generality, assume n is a multiple of 2k and let
x := n/(2k). We construct copies Gm of G in Kn for each m ∈ {1, . . . , x − 1} such that
{LGm} is a packable length-set collection of G. Let t1 and t2 denote the numbers of leaves
adjacent to v1 and vs+1; by symmetry, we assume t2 ≥ t1. Denote the leaf edges incident
to v1 (resp. to vs+1) by es+1, es+2, . . . , es+t1 (resp. es+t1+1, es+t1+2, . . . , es+t1+t2).

v1

v2
v3 v4

v5

v6e1

e2
e3 e4

e5

e6

e7

e8

e9

e10

e11

e12

Figure 4.15: An edge-labelling of a caterpillar where all leaves are adjacent to either v1 or
vs+1.

Let Gm be a copy of G in Kn, and let �m(e) := �(FG,Gm(e)), i.e., �m(e) is the length
in Kn of the edge of Gm corresponding to the edge e of G. We will show, for each m ∈
{1, . . . , x − 1}, that there exists Gm with

�m(ei) =


(i − 1)x + m i ∈ {1, . . . , s}

sx + (m − 1)t1 + (i − s) i ∈ {s + 1, . . . , s + t1}

n/2 − (m + 1)t2 + (i − s − t1) i ∈ {s + t1 + 1, . . . , s + t1 + t2}.

Let Sn be the collection of sets LGm for all m ∈ {1, . . . , x}. It is straightforward to check
that these sets are pairwise disjoint, and thus that Sn is a packable length-set collection.
In particular, spine edges all have lengths in {1, . . . , sx}; leaf edges incident to v1 have
lengths in {sx+1, . . . , sx+ t1x}, and leaf edges incident to vs+1 have lengths in {sx+ t1x+
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1, . . . , n/2}. Since
∑x−1

m=1 |LGm | = (1− o(1))n/2, we only need to check that G contains the
desired copies Gm, with no edges crossing. It suffices to verify that the edges es+t1 and
es+t1+t2 in each copy do not cross. Recall that t2 ≥ t1. Thus, for each m ∈ {1, . . . , x − 1},
because

s∑
i=1

�m(ei) + �m(es+t1) + �m(es+t1+t2)

=
s∑

i=1
((i − 1)x + m) + sx + mt1 + n/2 − (m + 1)t2 + t2

=s(s − 1)x
2

+ sm + sx + mt1 + n/2 − mt2

<
s(s + 3)x

2
+ n/2 ≤ k(n/2k) + n/2 = n.

Theorem 4.15 ([W8]). Let l, and a1, . . . ,as+1 be positive integers. Let G be a plane convex
caterpillar with vertices v1, . . . , vs, vs+1 in clockwise order on the spine such that each vi is
adjacent to ai leaves. If there exists a permutation σ1, . . . , σs−1, σs of the set 1, . . . , s such
that σi ≤ min{ai, ai+1} for all i ∈ {1, . . . , s}, then G is strongly packable.

If we let ai = i and σi = i, then we have a packable plane convex caterpillar with (s2 +
5s+3)/2 edges among which s+2 are extremal. This implies, again, f(k) ≥ (1+o(1))

√
2k.

v1

v2
v3

e1

e2 vs

vs+1

. . .

es

e1,1

e2,1

e2,2

. . . . . .

es+1,s+1

. . .

es+1,2

es+1,1

Figure 4.16: An edge-labelling of a caterpillar where vi is adjacent to i leaves for all 1 ≤
i ≤ s + 1.

The proof of Theorem 4.15 is similar to that of Theorem 4.14. The main difference is
that now we must ensure that the final leaf edge incident with vi does not cross with the first
leaf edge incident with vi+1, for each i ∈ {1, . . . , s + 1}. That is the role of the permutation
σ, which controls the length of each edge on the spine. More precisely, letting x := n/(2k),
in each copy of G the edge ei has length between (σi − 1)x and σix − 1.
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Proof. Let k := e(G). Without loss of generality, assume n is a multiple of 2k and let
x := n/(2k). For each m ∈ {1, . . . , x − k2}, we will construct a copy Gm of G in Kn such
that {LGm} is a packable length-set collection of G. Let e1, . . . , es be the edges on the spine,
where ei = {vi, vi+1}, and let ei,1, . . . , ei,ai be the edges connecting vi to its ai leaves in
counterclockwise order. Let Gm be a copy of G in Kn, and let �m(e) := �(FG,Gm(e)); that is,
�m(e) is the length of the edge of Gm corresponding to the edge e of G. We will show, for
all m ∈ {1, . . . , x − k2 − 2}, that there exists Gm with

�m(ei) = (σi − 1)x + m, i ∈ {1, . . . , s}

�m(ei,t) = (s +
∑i−1

j=1 aj)x + i · k + m · ai + t, i ∈ {1, . . . , s + 1} and t ∈ {1, . . . , ai}.

First, we verify that each edge length �m is less than n/2. Since σi ≤ s and m < x, we have
�m(ei) < σix ≤ sx ≤ k(n/(2k)) = n/2; and for all ai �= 0 we have

�m(ei,t) ≤ (s +
i−1∑
j=1

aj)x + k2 + (x − k2 − 1)ai ≤ e(G)x − 1 <
n

2
.

We need to check that edges ei,ai and ei+1,1 do not cross, for all i ∈ {1, . . . , s} in each copy
of G. It suffices to check that �m(ei,ai) + �m(ei) ≤ �m(ei+1,1) for all i ∈ {1, . . . , s} and all
m ∈ {1, . . . , x − k2 − 2}. Note that

�m(ei+1,1) − �m(ei,ai) − �m(ei) =(s +
i∑

j=1
aj)x + (i + 1)k + mai+1 + 1

− (s +
i−1∑
j=1

aj)x − ik − (m + 1)ai − (σi − 1)x − m

=(ai − σi + 1)x + (ai+1 − ai − 1)m + k − ai + 1

If ai+1 ≥ ai, then (since ai ≥ σi, by assumption) we have

�m(ei+1,1) − �m(ei,ai) − �m(ei) ≥ x − m + k − ai + 1 ≥ k − ai + 1 > 0.

On the other hand, if ai+1 < ai, then (since m ≤ x) we have

�m(ei+1,1) − �m(ei,ai) − �m(ei) ≥(ai − ai+1 + 1)(x − m) + k − ai + 1 ≥ k − ai + 1 > 0.

Hence such Gm exist for all m ∈ {1 . . . x−k2}. Let Sn be the collection of sets consisting of
LGm for all m ∈ {1, . . . , x − k2 − 2}. It is easy to check that sets in Sn are pairwise disjoint
and

∑x
m=1 |LGm | = (1 − o(1))n/2. Therefore, G is strongly packable.
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Chapter 5

Spectral Graph Theory for Graph
Drawings

This chapter presents a new graph drawing algorithm using semidefinite programming. We
start with two classical, related graph drawing methods, Tutte’s spring embeddings and
spectral embeddings. This chapter is joint work with Matthew DeVos and Danielle Rogers.
It is currently in preparation for publication [W9].

5.1 Tutte’s Spring Embedding

The classical theorem of Fáry [32] states that every planar graph admits a geometric draw-
ing in the plane without edge crossings. The proof is by induction and it can be shown
using Euler’s Formula and the Art Gallery Theorem. The proof can not be generalised for
graphs that are embeddable in general surfaces. In fact, Hubard et al. [55] show that for
large g there exists a graph G of genus g, such that a.a.s. for g → ∞ a random hyperbolic
metric on a surface of genus g does not admit a shortest path embedding of G, where the
probability measure is proportional to the Weil-Petersson volume on moduli space.

In Tutte’s famous paper "How to draw a graph" he shows a different way of obtaining
Fáry’s result. The proof idea can be described by an experiment:

The vertices of a graph G are represented by steel rings and edges are represented by
springs (of natural length zero). Take a (not necessarily geometric) embedding of a planar,
3-connected graph G and a facial cycle C. Place the steel rings of the vertices of the
cycle in convex position. Now let the other vertices move freely. The vertices move into an
equilibrium position in which the springs are still. The final position of the vertices induces
a geometric plane drawing of G, for an example see Figure 5.1.
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Figure 5.1: An example of Tutte’s spring embedding on the right. The vertices of the outer
face of the general drawing (left) are mapped to vertices of a triangle (right), which are on
the outer face of the spring embedding.

In the equilibrium position, each vertex is the barycentre of its adjacent neighbours.
The geometric drawing has an additional nice property, each face is a convex polygon. Let
ui be the position vector of vertex vi. Then the barycentre condition yields

ui =
1

deg(v)
∑

vjvi∈E(G)
uj .

Let the energy of a representation U = [u1, . . . , un] of a graph G be defined as

energy(U, G) =
∑

vivj∈E(G)
||ui − uj ||2. (5.1)

It turns out that the energy of a geometric drawing of G with a fixed outer cycle C is
minimised when all vertices V (G) \ V (C) satisfy the barycentre condition, hence the rep-
resentation is a spring embedding. To see this, we can write ui = [u1,i, u2,i]T and

energy(U, G) =
∑

vivj∈E(G)
(u1,i − u1,j)2 + (u2,i − u2,j)2. (5.2)

The energy of a representation U is minimised when for each vi ∈ V (G) \ C

∂(energy(U, G))
∂u1,i

= ∂(energy(U, G))
∂u2,i

= 0,

and hence

∑
vj :vivj∈E(G)

2(u1,i − u1,j) =
∑

vj :vivj∈E(G)
2(u2,i − u2,j) = 0.

Rewriting the second equation gives the barycentre condition.
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5.2 Eigenvector Embeddings of Graphs

Already in 1970 Hall [48] observed that the minimisation problem of Equation 5.1 together
with additional constraints is related to low eigenvalues of the Laplacian of a graph. The
Laplacian L = L(G) of a graph G with vertex set v1, . . . , vn is the n × n matrix with Li,i =
deg(vi), Li,j = −1 if vi ∼ vj and Li,j = 0 else. A direct calculation shows that for the
Laplacian L = L(G) and every vector x of length n it holds that

xT Lx =
∑

vivj∈E(G)
(xi − xj)2 = energy(xT , G).

In the following we will denote by w1, . . . , wk the row vectors of U . By a generalisation of
Equation 5.2,

energy(U, G) =
k∑

i=1
wT

i Lwi.

When minimising the energy of a graph representation, additional constraints are needed
since otherwise the energy of a graph is minimised by representing each vertex by the
same vector, for example the all zeroes vector. The classical constraint added is

wi · wj = δij . (5.3)

Since ||wi|| = 1, the solution wi = 0 is not valid and since wi is orthogonal to wj for i �= j

the solution wi = 1√
n
(1, . . . , 1) for 1 ≤ i ≤ k is not valid (if k ≥ 2). Hence both constraints

wi · wi = 1 and wi · wj = 0 for i �= j are necessary to ensure that the vertices are not
mapped to the same point. These constraints are met by an orthogonal basis of eigenvec-
tors w1, . . . , wk associated with the k smallest eigenvalues λL

1 ≤ · · · ≤ λL
k of the Laplacian

L of G, and this choice minimises the energy among all choices satisfying constraint 5.3.
This led to the study of eigenvector drawings [33, 48, 66, 70, 97]. We present the spectral
graph drawing algorithm in Algorithm 1. Usually the first eigenvector is omitted for regular
graphs, since adding or deleting it does not change the drawing (it is simply lifted, since
the first eigenvector is the all ones vector 1).
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Algorithm 1: Spectral Graph Drawing Algorithm.
Input: A Laplacian A of a graph G on the vertex set v1, . . . , vn

Result: A geometric drawing of G in Rk

1. Compute the eigenvectors w2, . . . , wk to the eigenvalues λL
2 , . . . , λL

k+1.

2. Let U be the representation matrix formed by the rows w2, . . . , wk.

3. Let the column ui be the representation of vertex vi.

Eigenvector drawings are nice since they are computable in polynomial time. Eigen-
vectors of the Laplacian and generalised Laplacians can be used in applications for graph
drawings [45, 66]. However, spectral methods have their limitations. For example, spectral
drawings of planar graphs in the plane can have crossings if the graph is not regular and
the first two eigenvectors are considered [44]. But graph representations are not only used
to visualise a graph but also for example for partitioning, clustering, ranking or finding of
large components (see [13]). Further, in applications of graph drawings other energy-based
algorithms are considered [4, 53].

In the following we will be interested in minimising the energy of a graph representation
using a different set of constraints. We want to minimise the energy of a graph representa-
tion U with respect to

||ui|| = 1 for each 1 ≤ i ≤ n. (5.4)

The origin is the barycentre of u1, . . . , un. (5.5)

The first constraint ensures that the representations u1, . . . , un of the vertices v1, . . . , vn

all have the same length and in particular no vertex is mapped to the origin. The second
constraint ensures that the vertices are not mapped to a single point. The constraints give
the graph representation a geometric flavour, the vertices are drawn on an a sphere. If U

satisfies the constraints 5.4 and 5.5, we say U is a unit barycentre 0 representation of G.

5.3 Drawings of Distance Regular Graphs

Classic spectral drawings are those of (2-skeletons of) Platonic solids, see Figure 5.2.
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Figure 5.2: Platonic solids.

Optimal spectral drawings in three dimensional space of the graphs of Platonic solids
are up to rotation unique since the eigenspace of the second smallest eigenvector of the
Laplacian is 3-dimensional. Platonic solids are distance regular graphs. Distance regular
graphs are graphs such that the number of vertices which are simultaneously at distance
j from a vertex v and at distance k from a vertex w depends only on j, k, and the distance
between v and w. For distance regular graphs, optimising the energy of a representation
with respect to the constraint 5.3 or with respect to the constraints 5.4 and 5.5 yields a com-
mon solution. By omitting the 1 vector as an eigenvector for constraint 5.3, w1, . . . , wk can
be taken as vectors from the second smallest eigenspace of L = L(G). By a result of God-
sil [41, Lemma 1.2, Corollary 6.2] there exists an orthonormal basis for the eigenspace of
the second smallest eigenvalue of the Laplacian Eig(λL

2 ) in a distance regular graph such
that the representation formed by rows of basis vectors is a unit barycentre 0 representa-
tion. The following observation shows that this is optimal.

Observation 5.1. If U is a unit barycentre 0 representation of a connected regular graph
G, then

energy(U, G) =
k∑

i=1
wT

i Lwi ≥ λL
2

k∑
i=1

wT
i wi = λL

2

k∑
i=1

n∑
i=1

Ui,i
5.4= λL

2 v(G),

and equality holds if and only if for all i the row vector wi is an eigenvector associated with
λL
2 .

The inequality in the observation follows from basic Linear Algebra of the Rayley quo-
tient since each row vectorwi is orthogonal to the all ones vector 1, which is the eigenvector
to the smallest eigenvalue λL

1 .
To showcase that our set of chosen constraints is natural, we consider vertex-transitive

graphs. Vertex-transitive graphs are graphs whose automorphism group Aut(G) is transi-
tive. An automorphism of a graph G is a permutation σ of V (G), such that (u, v) is an edge
if and only if (σ(u), σ(v)) is an edge.

Observation 5.2. For each connected vertex-transitive graph G there exists a unit barycen-
tre 0 representation U of a connected vertex-transitive graph G such
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• every two edges that are in a common orbit of the automorphism group have the
same length

• the energy of the representation is λL
2 · v(G).

Proof. Let w be a row vector that is a λL
2 eigenvector, hence it is orthogonal to 1. Let

Aut(G) = {σ1, . . . , σt} and for i = 1, . . . , t let wi be the vector obtained from w by applying
the permutation σi to the indices. It follows from vertex transitivity that the matrix with rows
w1, . . . , wt has all columns of the same norm. So an appropriate scaling of the matrix with
columns r1, . . . , rt is a unit barycentre 0 representation of G and Proposition 5.3 shows
that it is optimal. Further, taking an edge (i, j) and letting (w)i, (w)j be the value of w in
position i, j, respectively. It follows that for every σ ∈ Aut(G)

||ui − uj ||2 =
t∑

k=1
((w)σk(i) − (w)σk(j))

2 =
t∑

k=1
((w)σk(σ(i)) − (w)σk(σ(i)))

2 = ||uσ(i) − uσ(j)||2,

which show that edges in the same orbit of the automorphism group have the same length.

The nice property here is that edges from the same orbit have the same length. Al-
though the automorphism group can be very large, the representation U has rank at most
n, which means we can reduce to the case with only n row vectors by an orthogonal trans-
formation.

5.4 Semidefinite Graph Drawing Algorithm

In the following we define a semidefinite program from which we can obtain a polynomial
time approximation algorithm to a unit barycentre 0 representation of G. Goemans and
Williamsons approximation algorithm for MAXIMUM CUT [42] inspire our study of represen-
tations using semidefinite programming. A maximum cut is an edge-cut in G which maxi-
mizes the number of edges in the cut. MAXIMUM CUT is one of the first problems that was
shown to be NP-complete. Goemans and Williamson introduce a semidefinite program-
ming relaxation of MAXIMUM CUT. This (polynomially-solvable) relaxation is that of finding
a spherical graph representation of an n-vertex graph G in Rn which maximizes the energy.
Remarkably, Goeman’s and Williamson show that choosing a random hyperplane through
the origin of the sphere then gives an edge-cut with expected size of approximately .868
times the size of the true maximum cut.

If U =
[
u1, . . . , un

]
is a unit barycentre 0 representation of G, we define

ρ(G, U) =
∑

ij∈E(G)
〈ui, uj〉.
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We define ρ(G) to be the maximum of ρ(G, U) over all unit barycentre 0 representations
U of G (which must exist by compactness). Under the constraints 5.3 and 5.5 minimising
energy(U, G) is equivalent to maximising ρ(U, G), since

||ui − uj ||2 = 〈ui − uj , ui − uj〉

= ||ui||2 + ||uj ||2 − 2〈ui, uj〉

= 2 − 2〈ui, uj〉.

In the following we will consider the adjacency matrix A(G) and the parameter ρ(G) instead
of the Laplacian L(G) and energy(G). Let the eigenvalues of the adjacency matrix A =
A(G) be λ1 ≥ λ2 ≥ · · · ≥ λn.

Corollary 5.3 ([W9]). If G is a regular graph, then ρ(G) ≤ λ2
2 v(G). Furthermore ρ(G, R) =

λ2
2 v(G) if and only if every row of R is a λ2-eigenvector of the adjacency matrix of G.

For every 1 ≤ i ≤ n the matrix Ci is an n × n matrix with a 1 in position i, i and 0 every-
where else. We use J to denote an n×n matrix with all entries 1. We will call upon standard
properties of positive semidefinite matrices and semidefinite programming. In particular we
define the dot product of two n × n matrices A and B to be A • B = trace(A�B).

Primal Program (Primal):

Maximise: 1
2A • X

Subject To:
Ci • X = 1 for i = 1, .., n

J • X = 0
X � 0

Dual Program (Dual):

Minimise
∑n

i=1 yi

Subject To:
−

∑n
i=1 yi · Ci − yn+1 · J � −1

2A

Theorem 5.4 ([W9]). The optimum value of the above primal program is ρ(G). Moreover,
if X = R�R is a feasible matrix optimising this program, then R is a unit barycentre 0
representation of G maximising ρ (and thus minimising energy).

Proof. Let R =
[
u1, . . . , un

]
be an m × n matrix representing the graph G and let X =

R�R. The i, i coordinate of X is 〈ui, ui〉 so the first condition in the Primal Program is equiv-
alent to R being a unit representation. The second condition in this program is equivalent
to R having barycentre 0 as shown by the following calculation:

J • X = Trace(JT X) =
n∑

i=1

n∑
j=1

Xij =
n∑

i=1

n∑
j=1

〈ui, uj〉 =
〈

n∑
i=1

ui,
n∑

j=1
uj

〉
.
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It follows that X is a feasible matrix for the program if and only if R is a unit barycentre 0
representation of G. Now we have

1
2A • X =

∑
ij∈E(G)

〈ui, uj〉 = ρ(G, R)

so the value of this program on a feasible matrix X = R�R is precisely ρ(G, R). Our result
now follows from the Cholesky decomposition theorem.

From this we can set up an alternative graph drawing algorithm.

Algorithm 2: Semidefinite Graph Drawing Algorithm
Input: Adjacency matrix A of an n-vertex graph G

Result: A geometric representation of G in one of R1, . . . ,Rn

1. For a graph G, solve Primal to obtain an optimal matrix XG.

2. Use the Cholesky decomposition to obtain a representation matrix RG with
XG = RT

GRG.

If we want to get a representation in a particular dimension, for example in dimension
k = 2, we can perform the following additional steps.

3. If rank(RG) ≤ k then let R′
G be an orthogonal transformation of RG where all but the

first k rows are zero rows. Take for the representations u1, . . . , un the column vector
of R′

G.

4. If rank(RG) > k then take a random orthogonal transformation of RG to obtain R
′
G.

Take for the representations u1, . . . , un the first k entries of the column vectors of R′
G.

5. If vertices i and j are adjacent in G then draw a straight line between their place-
ments.

An approximate solution to the given semidefinite program can be computed in polyno-
mial time since the Frobenius norm of the solution space is polynomially bounded in n [38].
Standard algorithms for the Cholesky decomposition run in O(n3) time [38]. Therefore, the
above gives us a way to approximately compute ρ(G) and to construct a minimum energy
unit barycentre 0 representation of a graph in polynomial time. Figure 5.3 shows drawings
of Platonic solids drawn by our semidefinite program which Danielle Rogers implemented
in SageMath.
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Figure 5.3: Semidefinite drawings of Platonic solids.

Next we will show that for the graphs of interest to us the primal and dual are well
behaved.

5.4.1 Strong Duality

A semidefinite program is strongly dual if both the Primal and Dual programs achieve the
same optimum.

Theorem 5.5 ([W9]). If G is regular then Primal and Dual are strongly dual.

Proof of Theorem 5.5. Suppose G is a regular graph on n vertices. We show strong duality
by showing that there exists a feasible point y = (y1, y2, ..., yn+1) for Dual such that

M = −1
2

C +
n∑

i=1
yiAi + yn+1J � 0,

which is enough by [38, Theorem 4.1.1]. Set yi = λ2
2 + 1 for i = 1, .., n and yn+1 = λ1−λ2

2n ,
then

M = −1
2

C +
(

λ2
2

+ 1
)

I + λ1 − λ2
2n

J.

All that is left to show is that M is positive definite. The eigenvalues of −1
2C +(λ2

2 +1)I are

{−λ1 + λ2
2

+ 1, 1, . . . ,
−λn + λ2

2
+ 1

}

and all eigenvalues are positive except for −λ1+λ2
2 + 1 which has eigenvector 1. The neg-

ative eigenvalue gets lifted up by adding λ1−λ2
2n J , as 1 is an eigenvector of λ1−λ2

2n J with
eigenvalue λ1−λ2

2 and noting that the other eigenvalues of λ1−λ2
2n J are 0, so each eigenvec-

tor of −1
2C + (λ2

2 + 1)I is an eigenvector of M .

5.5 The Energy of Regular Graphs

In the following we show that almost all regular graphs have ρ asymptotically close to the
upper bound. We start by considering regular graphs with large girth and show that such
graphs have ρ asymptotically close to the upper bound. Our argument is based on a lovely

114



theorem of Nilli [84] who showed how to construct vectors orthogonal to 1 that are close
to λ2 eigenvectors (in the sense of Rayleigh quotient). In particular, the multiplicative factor
that appears in our theorem is the same as that from the paper of Nilli.

Next we introduce the vectors that will be used here and in the forthcoming subsection
on random regular graphs. We define the distance between an edge e and a vertex v (edge
e′) to be the minimum distance between an end of e and v (an end of e′). For every edge e

and non-negative integer s we define Vs(e) to be the set of vertices at distance s to e. Now
let e, e be edges at distance at least 2k + 2 in a d-regular graph G and construct the row
vector we,e (indexed by V (G)) as follows:

(we,e)j =


(d − 1)

−s
2 , if j ∈ Vs(e) for some s ≤ k

−(d − 1)
−s
2 , if j ∈ Vs(e) for some s ≤ k

0, else

(5.6)

The key feature of the vector we,e is the following bound.

Lemma 5.6 ([W9]). Let G be a d-regular graph, let e, e be edges with distance greater than
2k + 2 and assume that the subgraph induced by all vertices at distance at most k to e (e)
has no cycle. Then using A for the adjacency matrix of G we have

||we,e||2 = 4(k + 1) and we,eAw�
e,e = 4 + 8k

√
d − 1.

Proof. It follows from our assumption on induced subgraphs that |Vs(e)| = 2(d − 1)s =
|Vs(e)| holds for all 0 ≤ s ≤ k. Therefore ||we,e||2 = 2

∑k
s=0 |Vs(e)|(d − 1)−s = 4(k + 1) as

claimed. For two disjoint subsets, say U, W of V (G) we let e(U, W ) denote the number of
edges with one end in U and the other in W . A similar argument to that for vertices then
shows that e(Vs(e), Vs+1(e)) = 2(d − 1)s+1 = e(Vs(e), Vs+1(e)) holds for all 0 ≤ s ≤ k − 1.

The only edges uv ∈ E(G) for which we,e assigns both u and v nonzero weight are
as follows: e, e, and those edges with one end in Vs(e) (Vs(e)) and the other in Vs+1(e)
(Vs+1(e)) for some 0 ≤ s ≤ k − 1. Our result now follows from the calculation below.

we,eAw�
e,e = 2

∑
ij∈E(G)

(we,e)i(we,e)j

= 2
(
2 + 2

k−1∑
s=0

(d − 1)−s− 1
2 e(Vs(e), Vs+1(e))

)
= 4 + 8k

√
d − 1

Next we use these vectors to find good representations for regular graphs of high girth.
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Theorem 5.7 ([W9]). Let G be d-regular with girth g > 2k + 1, then(
2
√

d − 1 − 2
√

d − 1 − 1
k + 1

)
v(G)
2

≤ ρ(G).

Proof. We will use the preceding lemma to construct a family of row vectors for a represen-
tation matrix that implies the desired bound. We claim that we may choose two enumera-
tions of the edges of our graph e1, . . . , ee(G) and e1, . . . , ee(G) with the property that ei and
ei have distance at least 2k + 2 for 1 ≤ i ≤ e(G). To prove the claim, construct a bipartite
graph H where each side of the bipartition corresponds to E(G) and an edge is present
in H if the corresponding edges of G have distance at least 2k + 2 (in G). It now follows
from the girth assumption that H is regular and the desired enumerations are implied by
the presence of a perfect matching in H.

Now define W be the matrix with rows w1, . . . , we(G) where wi = wei,ei . It follows from
our girth assumption that any column of W can be transformed into any other column of
W by permuting entries and changing signs. So, in particular any two columns of W have
the same norm. Lemma 5.6 implies that the sum of the squares of the norms of the rows
of W is e(G)4(k+1) = d

2v(G)4(k+1) so defining t =
√

1
2d · 4(k + 1) the matrix W ′ = 1

t is a
unit barycentre 0 representation of G. The result is then given by the following calculation:

ρ(G) ≥ ρ(G, W ′)

= 1
2

e(G)∑
k=1

1
t2 wiAwi

�

= e(G)
2t2

(
4 + 8k

√
d − 1

)
= v(G)

2

(
2
√

d − 1 − 2
√

d − 1 − 1
k + 1

)
.

Before proving our final result on the behaviour of ρ for random regular graphs we
require one straightforward result. Here we let R+ = {x ∈ R | x ≥ 0} and for a function
f : S → R+ and a subset A ⊆ S we let f(A) =

∑
x∈A f(x).

Lemma 5.8 ([W9]). Let G = (V, E) be a complete graph and let f : V → R+. If

(«) f(v) ≤ 1
2f(V ) for every v ∈ V ,

then there exists g : E → R+ satisfying
∑

e∼v(g(e))2 = f(v) for every v ∈ V .

Proof. We proceed by induction on |V |. As a base case, when |V | = 1 condition («) implies
that f = 0 so the result holds by taking g = 0. More generally, observe that whenever («)
is tight, i.e. there exists v ∈ V with f(v) = 1

2f(V ), then we have a solution given by
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setting g(uv) =
√

f(u) for every u ∈ V \ {v} and setting g(e) = 0 for edges e not incident
with v. Now we suppose there is no such vertex and choose distinct vertices x, y ∈ V

with 0 < f(x) ≤ f(y). Consider the complete graph G′ = G − x with weight function
f ′ : V (G′) → R+ given by f ′(y) = f(y) − f(x) and f ′(z) = f(z) for all z ∈ V \ {x, y}.
If G′ (and f ′) satisfy («) then the result follows by applying induction and then modifying
this solution by giving the edge xy the value

√
f(x). Otherwise there exists v ∈ V \ {x, y}

violating («) (in the graph G′), hence f(v) > f(y)−f(x)
2 + 1

2
∑

z∈V \{x,y} f(z). In this case we
let f ′′ : V → R+ be given by f ′′(z) = f(z) − 1

2f(V ) + f(v) for z = x, y and f ′′(z) = f(z)
for every z ∈ V \ {x, y}. Now the graph G and the weight function f ′′ satisfy («). However,
v is tight so the result holds for G and f ′′ (as shown above). Modifying this solution to
change the value on the edge xy from 0 to

√
1
2f(V ) − f(v) gives a solution in the original

graph.

Theorem 5.9 ([W9]). Let G be a random regular graph with degree d. For every ε > 0 the
inequality (

2
√

d − 1 − ε
) v(G)

2
≤ ρ(G) ≤

(
2
√

d − 1 + ε
) v(G)

2
holds asymptotically almost surely.

Proof. The upper bound follows from Proposition 5.3 and a remarkable result by J. Fried-
mann [36] showing that the second largest eigenvalue of a d-regular graph is asymptotically
almost surely smaller than 2

√
d − 1 + ε. Hence we only have to show the lower bound. We

will denote n := v(G). Our proof uses that the expected number of cycles of length at most
2k+1 in a random d-regular graph is asymptotically smaller than some constant Cd,k [116].
Since the number of cycles of length at most 2k + 1 is a non-negative random variable, by
Markov’s inequality, with probability at least 1−Cd,k ·(logn)−1 there are no more than log(n)
cycles of length at most 2k + 1. Therefore, we may suppose that G is a random d-regular
graph for which there are no more than log(n) cycles of length at most 2k + 1.

As in the previous theorem we claim that we may enumerate the edges e1, . . . , em and
e1, . . . , em so that ei and ei have distance at least 2k + 2. As before, to prove the claim, we
construct a bipartite graph H where each side of the bipartition corresponds to E(G) and
an edge is present in H if the corresponding edges of G have distance at least 2k+2 (in G).
Since the number of edges at distance less than 2k+2 is bounded above by a function of d

and k, for G suitably large the graph H will have m vertices on each side of the bipartition
and minimum degree greater than m

2 , thus implying the existence of a perfect matching.
Fix two vertices x, y ∈ V (G). Now define I to be the set of all 1 ≤ i ≤ m for which the

graph induced by all vertices at distance at most k from ei and all vertices at distance at
most k from ei does not contain a cycle and does not contain either x or y. Note that by
our assumptions we have |I| ≥ m − Cdk log(n) for some constant C. Now define a matrix
W (starting from the empty matrix) by adding the row vector wi = wei,ei for every i ∈ I.
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As we did in the previous subsection, we set t =
√

1
2d(4k + 1) and define W ′ = 1

t W . For
every vertex v let uv be the column of W ′ associated with v and observe that ||uv||2 ≤ 1.
For every vertex v define f(v) = 1 − ||uv||2 and note that f(x) = f(y) = 1 and f(v) ≤ 1
for every vertex. Therefore, by the previous lemma we may choose for every pair of distinct
vertices, u, v a weight wuv so that f(v) =

∑
u∈V (G)\{v} w2

uv. Now for every wuv > 0 add a
row vector to W ′ with a wuv at vertex u a −wuv at vertex v, and all other entries 0. The
matrix W ′′ obtained at the end of this process has all columns of norm 1 and all rows
summing to zero so W ′′ is a suitable representation of G and

ρ(G) ≥ ρ(G, W ′′)

≥ 1
2
∑
i∈I

1
t2 wiAwi

�

= |I|
2t2

(
4 + 8k

√
d − 1

)
= |I|

d

(
2
√

d − 1 − 2
√

d − 1 − 1
k + 1

)
.

Recall that |I| ≥ m − 2(2k + 2)(dk+1) log(n). We have

1
d |I|

(
2
√

d − 1 − 2
√

d − 1 − 1
k + 1

)

≥ 1
d

(
m − 2(2k + 2)(dk+1) log(n)

)(
2
√

d − 1 − 2
√

d − 1 − 1
k + 1

)

≥ v(G)
2

2
√

d − 1 − v(G)
2

(
2
√

d − 1 − 1
k + 1

)
− 4(2k + 2)dk

√
d − 1 log(n).

Recall that we have chosen k sufficiently large such that 2
√

d−1−1
k+1 ≤ ε

2 . As well because
k is fixed, 4(2k + 2)dk

√
d − 1 log(n) is ≤ n · ( ε

2) for sufficiently large n. Hence we have

ρ(G) ≥ v(G)
2

(
2
√

d − 1 − ε
)

.

This completes the proof.

5.6 Spectral Graph Drawings for Graphs of Higher Genus

Recently, new methods have been developed to draw toroidal graphs, which are graphs of
genus 1. One such example is the Petersen graph. It is edge transitive, but a random pro-
jection of its unit barycentre 0 representation to two dimensional space does not preserve
the property that every edge has the same length, see Figure 5.4. There exists an embed-
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Figure 5.4: A semidefinite drawing of the Petersen graph.

ding of the Petersen graph on the flat torus where every edge has the same length. It can
be obtained by placing an appropriately spaced grid on the covering space, the Euclidean
plane, and rotating the grid appropriately. Kang and Wu [60] showed how to obtain it with
spectral methods. They also provided toroidal spectral drawings of other vertex-transitive
graphs such as K5, K6, K7,K3,3, the Heawood graph, the Möbius-Kantor graph G(8, 3),
the Nauru graph G(12, 5) and grids. They asked if there are methods of drawing vertex-
transitive graphs of higher genus g on a surface of genus g, starting with g = 2. A first
question would be which surface to choose for the embedding.
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Chapter 6

Conclusion

In this thesis, we studied surfaces and graphs embedded on them. In Chapter 2 we showed
that two cops can win the Cops and Robber game on surfaces of constant curvature. This
is in strong contrast to general surfaces, since surfaces of genus g exists where g

1
2−ε cops

can not win the Cops and Robber game. In Chapter 3 and Chapter 4 we considered graph
drawings or decompositions of graph drawings with few number of crossings, whereas in
Chapter 5 we minimised the energy of graph representations. One result to highlight is
that we determined that most graphs are not geometric packable, which is in contrast to
Wilson’s theorem which states that every graph G is packable, which means there is a
packing of G in Kn that covers all but o(n2) edges.

6.1 Open Questions

Recall that Mohar [80] showed that 2g + 1 cops are enough to win the Cops and Robber
game on a surface of genus g. The lower bound from the Cops and Robber game on graphs
gives a lower bound of g

1
2−o(1) for surfaces of genus g. A natural direction of work would be

to improve the gap. While strategies from the Cops and Robber game on graphs ([21, 30,
104]) could lead to an improvement of the linear factor, it would be fundamental to show
whether o(g) cops are enough to win the Cops and Robber game on a surface of genus
g. Similarly, upper bounds on catching the robber would be interesting, although they are
more difficult to obtain. We showed that the number of cops needed to catch the robber on
the special surface S(g) is between 3 and 5. If the lower bound is not tight, it is not clear to
us how to improve it. Hence a tight bound on the number of cops needed to win the Cops
and Robber game on S(g) would be interesting. A further question is, if a surface has high
cop number, does there exists a graph with high cop number that is embeddable in the
surface such that edges are geodesic segments?

In Chapter 3 we studied random graph models through intersection graphs of geometric
objects. Given random line segments drawn uniformly at random from [0, 1]2 and a partition
of the segments into two parts, is there a better strategy to partition them than by positive
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and negative slope? We believe that it is the best way to partition the edges when the
strategy is to assign one range of angles for each colour class but do not have a formal
proof yet. How about partitioning line segments drawn uniformly at random from other
convex sets in the plane? Or how about the sphere or the torus? These are questions
that would be interesting to investigate further. In Section 3.3.4 we considered triangle
densities of geodesic segment intersection graphs drawn where geodesic segments are
drawn at random with respect to a special probability measure µ on the sphere. However,
we have not determined the triangle density when µ is the uniform distribution on the
sphere, which is a natural question to ask. For triangle densities it seems more difficult
to simplify the problem using symmetries such as we did for edge densities. It could be
simpler to determine subgraph densities, such a triangle densities, of the intersection graph
of n line segments drawn uniformly at random from [0, 1]2. For line segments in [0, 1]2

methods like Valtr’s bounding box strategy could be used.

In Section 3.4 we showed that if r = ω

(
d+1
√

logn
n

)
then a.a.s. the random geometric

graph Gd
1(n, r) behaves like a power of the grid. Is it possible to improve the bound to

r = ω

(
d

√
logn

n

)
? If r = o

(
d

√
logn

n

)
, then Gd

1(n, r) is a.a.s. disconnected, hence does not

contain any spanning structure. Further, we asked in Section 3.4 if for every ∆ > 0, there
exists a constant C such that the random geometric graph Gd(n, C

log(n)) a.a.s. contains
every tree with maximum degree at most ∆? We could show that more general graphs
than s-ary trees can be embedded in Gd(n, C

log(n)) for large enough C, but are far from the
full result. A start would be to consider ∆ = 3. Lastly, what can be said about spanning
substructures of intersection graphs of disks of radius r drawn uniformly at random from a
hyperbolic square?

In Section 5 we proposed a semidefinite program which computes a representation of
regular graphs G with small energy. Recall the question of Kang and Wu about natural
embeddings of vertex-transitive graphs of genus g ≥ 2. For hyperbolic surfaces of genus
g ≥ 2, surfaces of the same genus g can exhibit different geometries. Which surfaces are
most natural for embeddings of vertex-transitive graphs?

6.2 Work not in this Thesis

There are several works that are not mentioned in this thesis that we worked on during the
preparation of this thesis. We shortly present the papers that are available online at this
moment.

We studied the MINIMUM DOMINATING SET (MDS) problem on planar graphs. Planar
graphs are well studied due to their topological applications. With Marthe Bonamy, Linda
Cook and Carla Groenland we considered MDS on outerplanar graphs [W2], which are
graphs that can be embedded in the plane such that all vertices share a face (usually, the
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outer face). We showed that in the LOCAL model, there exists a 5-approximation algorithm
for MDS, which is tight. A lower bound for approximating MDS on planar graphs is 7. The
tools we developed for outerplanar graphs can be used to give an approximation algorithm
on planar graphs that gives a similar bound to the current best upper bound, which gives
an (11 + ε)-approximation for MDS on planar graphs.

Planar graphs motivate the study of structural graph theory, they are K5 and K3,3-
minor free. During the Graph Theory Workshop held at Bellairs Research Institute in March
2022 we studied graphs that have no k disjoint triangles as induced minors and showed
that they have logarithmic treewidth [W1]. As a consequence, many NP-hard problems
such as MINIMUM DOMINATING SET, MINIMUM VERTEX COVER, MINIMUM COLORING and
MAXIMUM INDEPENDENT SET are polynomial time solvable in this graph class. We also
study MAXIMUM INDEPENDENT SET on graphs excluding a friendship graph as an induced
minor as well as graphs excluding a disjoint union of triangles and one four-cycle [W5].
With Nicolas Bousquet and Théo Pierron [W6] we studied the structure of K2,�- minor free
graphs. We give a simple proof that 3-connected K2,�-minor free graphs with minimum
degree at least 5 and no twins of degree 5 have bounded size. This work generalises an
unpublished result by Ding [28] and simplifies the proof.

As mentioned in the introduction, one of the first problems studied on planar graphs is
vertex colouring. Edge colouring a graph G is tightly related to vertex colouring by consid-
ering the line graph of G. We studied connected greedy edge colouring [W3], where the
vertices are ordered in a connected fashion and coloured greedily with respect to this order.
We showed that the minimum number of colours needed for connected greedy colouring
in a subcubic graph is at most 4, and for a bipartite graph it is the same number of colours
as for classical edge colouring.

With Natasha Morrison, JD Nir, Sergey Norin and Paweł Rzążewski we worked on a
Turán-type problem [W14] during the Cross-Community Collaborations in Combinatorics
Workshop (22w5107) at the Banff International Research Station. Turán’s theorem says
that the r-partite Turán graph maximises the number of edges among all graphs which do
not contain Kr+1 as a subgraphs, which means it maximised the density. We show that for
every graph H, if r is large enough as a function of H, the r-partite Turán graph maximises
the number of copies of H among all Kr+1-free graphs on a given number of vertices.

With Alberto Espuny Díaz, Lyuben Lichev and Dieter Mitsche [W11] we studied thresh-
olds for the appearance of certain spanning trees in the random geometric graph, moti-
vated by Question 3.33.

Lastly, I would like to mention that with Matt DeVos and Danielle Rogers we worked
on two more problems in spectral graph theory. We studied the Network Laplacian of a
graph, and we showed a novel proof of correctness of the Gomory-Hu tree theorem. The
results have not been published yet, but the research has been an integral part of my PhD
experience. They appeared in the master thesis of Danielle Rogers.
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Appendix A

Code for finding crossing
probability of S(2)

The Maple code can be downloaded at:
https://github.com/alexweso/hyperbolic-surface-maple.git.
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unassign~ anames user :

Introduction

We will computationally approximate the probability that two random segments on the double 
torus S 2 cross. The number of pairs of random segments we check is ntuples and crossing 
will be the number of times a pair of segments crosses.

ntuplesd 10000 ;
ntuplesd 10000

crossingd 0 :

The following procedure determines if given four points point1,point2,point3 and point3 in the
Poincaré disk, the two geodesic segments point1point2 and point3point4 cross (ans=1) or if they
do not cross (ans=0). None of the geodesics can go through the origin, which happens with 
probability 0 for random segments (computationally, with very small probability).

with Student Statistics : 
with LinearAlgebra : 
UseHardwareFloatsd false :
with geometry :
crossdproc point1, point2, point3, point4
local ans, point1inverse, point3inverse, xcoord, x2coord, x, x2 , c1, c2;
ansd 0;

point1inversed
1

evalf abs point1 2
$point1;

circle c1, point A, Re point1 , Im point1 , point B, Re point2 , Im point2 , point C,
Re  point1inverse , Im  point1inverse :

xcoordd coordinates center c1 ;
xd xcoord 1 CI$xcoord 2 ;

  point3inversed
1

evalf abs point3 2
$point3;

circle c2, point A2, Re point3 , Im point3 , point B2, Re point4 , Im point4 ,
point C2, Re  point3inverse , Im  point3inverse :

x2coordd coordinates center c2 ;
x2d x2coord 1 CI$x2coord 2 ;
if evalf abs xKpoint3 ! evalf abs xKpoint1 ! evalf abs xKpoint4

or evalf abs xKpoint4 ! evalf abs xKpoint1 ! evalf abs xKpoint3 then
if evalf abs x2Kpoint1 ! evalf abs x2Kpoint3 ! evalf abs x2Kpoint2

or evalf abs x2Kpoint2 ! evalf abs x2Kpoint3 ! evalf abs x2Kpoint1 then
ansd 1;

end if:
end if:
return ans;
end proc: 

We create the Euclidean coordinates of the vertices of the fundamental polygon of S 2 where 
v i  for i = 1,..., 8 are vertices of the 8-gon in clockwise order. r1 is the Euclidean distance of 
the points from the origin.
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with ArrayTools :
vd seq 0, i = 1 ..8 :
r1d evalf sqrt 2$ sqrt 2 K1 :
for i from 1 to 8 do

v i d evalf r1$exp
I$Pi$ iK1

4
;

end do:

In order to find the geodesic on the covering space between two points on a surface, we will fix 
a copy of one point x and consider the copies of point y on copies of the fundamental polygon 
which are close. In order to find its copies, we initialize two functions.  

vertd
1

sqrt sqrt 2
$ exp

Pi
8

I :

midptd
1
2
$ sqrt 2$ 1C sqrt 2 :

ffinald k, z /exp
Kk$Pi

4
$I $ Kexp K

I$Pi
2

$
exp

k$Pi
4
$I $z Kv 4

conjugate Kv 4 $ exp
k$Pi

4
$I $z C1

:

ffinal2d k, z /exp
Kk$Pi

4
$I $ Kexp

I$Pi
2

$
exp

k$Pi
4
$I $z Kv 2

conjugate Kv 2 $ exp
k$Pi

4
$I $z C1

:

copiesdproc point
local S;
Sd evalf point ,

seq evalf ffinal k, point , k  in 0, 1, 4, 5 ,
seq evalf ffinal2 k, point , k  in 0, 1, 4, 5 ,  
 seq evalf ffinal k, ffinal2 kC1, point , k  in 0, 4 ,
seq evalf ffinal k, ffinal kK1, point , k  in 1, 5 ,
seq evalf ffinal k, ffinal2 kK1, point , k  in 1, 5 ,
seq evalf ffinal k, ffinal kK3, point , k  in 0, 4 ,
seq evalf ffinal2 k, ffinal kK1, point , k  in 1, 5 ,
seq evalf ffinal2 k, ffinal2 kC3, point , k  in 1, 5 ,

seq evalf ffinal2 k, ffinal kC1, point , k  in 0, 4 ,
seq evalf ffinal2 k, ffinal2 kC1, point , k  in 0, 4 ,  
seq evalf ffinal k, ffinal kK1, ffinal2 k, point , k  in 1, 5 ,
seq evalf ffinal k, ffinal2 kK1, ffinal2 k, point , k  in 1, 5 ,
seq evalf ffinal k, ffinal2 kC1, ffinal2 kC4,  point , k  in 0, 4 ,
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seq evalf ffinal2 5Kk, ffinal2 k, ffinal kC1,  point , k  in 0, 4 ,
 seq evalf ffinal2 kC1, ffinal k, ffinal kK3,  point , k  in 0, 4 ,
seq evalf ffinal 5Kk, ffinal k, ffinal2 kK1,  point , k  in 1, 5 ,
seq evalf ffinal2 kK1, ffinal k, ffinal kK1,  point , k  in 1, 5 ,
seq evalf ffinal2 kK1, ffinal2 k, ffinal kK1,  point , k  in 1, 5 ,
 seq evalf ffinal2 kK4, ffinal 5Kk, ffinal k, ffinal2 kK1,  point , k  in 1, 5 ,
seq evalf ffinal2 kK4, ffinal2 kK1, ffinal k, ffinal kK1,  point , k  in 1, 5 ,
seq evalf ffinal k, ffinal2 kK1, ffinal2 k, ffinal kK1,  point , k  in 1, 5 , 
seq evalf ffinal kK5, ffinal k, ffinal2 kK1, ffinal2 k,  point , k  in 1, 5

;
return S;
end proc: 

Given point1 in the fundamental polygon, we find the closest copy of point2 in the covering 
space.

closestdproc point1, point2
local S, s, dist1, dist, y2;
y2d point2;
Sd copies point2 ;

dist1d evalf arccosh 1C
2$abs point1Kpoint2 2

1Kabs point1 2 $ 1Kabs point2 2
;

for s from 2 to nops S do

distd evalf arccosh 1C
2$abs point1KS s 2

1Kabs point1 2 $ 1Kabs S s 2
;

if dist! dist1 then
dist1d dist;
y2d evalf S s ; 
end if:
end do;

return y2;
end proc: 

We show how the previously defined functions work by an example.

gd Im vert :
hd abs midptKvert : 

angd evalf 2$ arcsin
g
h

:

npointsd 100 :
points4plotd seq 0, i = 1 ..npoints :

for i from 1 to npoints do

points4plot i d evalf midptC exp
ang$i

npoints
I $ vertKmidpt :

end do:
pointsarrayd Array points4plot :

Extend pointsarray, evalf exp
Pi
4

I $pointsarray :

with plots :
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complexplot seq exp
2$ j $ Pi

8
I $ midptC exp  ang$t$I $ vertKmidpt , j = 1

..8 , t = 0 ..1 ;

K0.6 K0.4 K0.2 0 0.2 0.4 0.6

K0.6

K0.4

K0.2

0.2

0.4

0.6

examplepoint1d evalf 0.60$exp 2$Pi$ I$0.15 :
examplepoint2d evalf 0.57$exp 2$Pi$ I$0.32 :

complexplot examplepoint1C0.01$ exp 2$Pi$t$I , examplepoint2C0.01$ exp 2$Pi$t$I ,

seq exp
2$ j $ Pi

8
I $ midptC exp  ang$t$I $ vertKmidpt , j = 1 ..8 , t = 0 ..1

;

K0.6 K0.4 K0.2 0 0.2 0.4 0.6

K0.6

K0.4

K0.2

0.2

0.4

0.6

Sd copies examplepoint2 :

complexplot seq S j C0.01$ exp 2$Pi$t$I , j = 1 ..nops S , seq exp
2$ j $ Pi

8
I

$ midptC exp  ang$t$I $ vertKmidpt , j = 1 ..8 , t = 0 ..1 ;
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K0.8 K0.6 K0.4 K0.2 0 0.2 0.4 0.6 0.8

K0.8

K0.6

K0.4

K0.2

0.2

0.4

0.6

0.8

examplepoint2closed closest examplepoint1, examplepoint2 :

complexplot examplepoint1C0.01$ exp 2$Pi$t$I , examplepoint2closeC0.01$ exp 2$Pi$t

$I , seq exp
2$ j $ Pi

8
I $ midptC exp  ang$t$I $ vertKmidpt , j = 1 ..8 , t = 0

..1 ;

K0.6 K0.4 K0.2 0 0.2 0.4 0.6

K0.6

K0.4

K0.2

0.2

0.4

0.6

xd cross examplepoint2close, examplepoint1, vert$exp
Pi
4
$I , vert ;

xd 1

We sample the segments and determine whether they cross. The pairs of points are saved in the
Array wtuples. In the first while loop, we sample points uniformly at random from the disk 
that contains the fundamental polygon. If the fundamental polygon contains the point, then we 
keep it, otherwise we discard it. In that way we generate uniformly random points on the 
fundamental polygon. 
In order to determine the segments and the crossings, the first point firstp of the first segment 
will be the first random point. The second point secondp will be the closest copy of the second 
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random point in the covering space. Hence the geodesic between firstp and secondp in the 
covering space is the shortest path between firstp and secondp on the surface. To determine if 
there is a crossing with the second segment, the third point thirdp and fourth point fourthp will
range over copies of the third and fourth random point. 

distHd seq 0, i = 1 ..8 : 
with Statistics :
with RandomTools :
for tuples from 1 to ntuples do
xd 1 :
wtuplesd Array : 
while x! 5 do

 yd 0;
sampd Sample UniformRandomVariable 0, 1 , 2 : 

#Sample two points uniformly at random between 0 and 1

rd tanh
arccosh 1C 2C2$ sqrt 2 $ samp 1

2
;  

#r is a radius chosen uniformly w.r.t a hyperbolic disk 
zd evalf r$exp 2$Pi$ I$samp 2 :  

#2 Pi samp[2] is a random angle, here z is in polar coordinates
distH0d evalf arccosh 1C 2C2$ sqrt 2 $ samp 1 ;
for i from 1 to 8 do

distH i d evalf arccosh evalf 1C
2$abs v i Kz 2

1Kabs z 2 $ 1Kr12
: 

if distH0O distH i then
yd 1;
end if;
end do;
if y = 0 then
Append wtuples, z :
CCx;
end if;
end do:
firstpd evalf wtuples 1 ;
secondpd closest firstp, wtuples 2 ;
p4d closest wtuples 3 , wtuples 4 ;
p3d closest wtuples 4 , wtuples 3 ;
SetsForSegments3d copies wtuples 3 ;

  SetsForSegments4d copies p4 ; 
segmentscrossd 0;  
for l from 1 to nops SetsForSegments3 do
thirdpd evalf SetsForSegments3 l ;
forthpd evalf SetsForSegments4 l ;
if cross firstp, secondp, thirdp, forthp = 1 then
segmentscrossd 1;
end if;
end do:  
SetsForSegments3bd copies p3 ;
SetsForSegments4bd copies wtuples 4 ; 

for l from 1 to nops SetsForSegments3b do
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thirdpd evalf SetsForSegments3b l ;
forthpd evalf SetsForSegments4b l ;
if cross firstp, secondp, thirdp, forthp = 1 then
segmentscrossd 1;
end if;
end do: 
if  segmentscross = 1 then
crossingdCCcrossing :
end if:

  end do:

The fraction of pairs of segments that cross compared to all pairs of segments.

abilityd
crossing
ntuples

;

abilityd
887

10000
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