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Abstract

With the rise of digital observational data, there has been an increasing amount of at-
tention to the discovery of causal relations from large datasets. In the last three decades
two major approaches have emerged to deal with high-dimensional Causal Discovery; well-
known SL methods optimized by bypassing their exponentially growing conditioning tests,
and quasi-experimental designs equipped with machine learning algorithms to efficiently
search for promising hypotheses. These methods have mainly focused on dealing with the
computational complexity and the assumptions made about the data.

In this thesis, the goal is to expand the use of these approaches, by attempting to solve
various types of problems that are inspired by real-world applications, and are hard or
impossible to solve by the general causal discovery methods. First is the Relational Causal
Discovery, in which the prior knowledge of the association between variables can be used to
improve accuracy and reliability. Second is the Stratified Causal Discovery, which identifies
causes for different subpopulations, and potentially different underlying mechanisms. Third
is the Causal Profile Discovery, which specifies the temporal sequence of causes to have
the most significant effect. Fourth is the Compound Causal Discovery, which identifies the
sets of causes that are only jointly sufficient. The thesis will be concluded by discussing
the applications of the proposed methods and how they can be used as platforms for other
potential problems.
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Chapter 1

Introduction

1.1 High-dimensional Causal Discovery Premise

Causal Discovery (CD), as the systematic search of the data for cause-effect relationships
between variables, has grown out of the field of Causal Inference, which strives to statistically
evaluate whether two particular variables are causally related or not [183]. High-dimensional
Causal Discovery (HCD), which addresses the CD problems when the number of potential
causes and confounders is larger than to be properly analyzed even by the multivariate CD
approaches, is one of the most promising extensions of CD.

Although causality has been historically significant to many fields from philosophy [84]
to social [51] and natural sciences [27], capturing causal relations has been ambiguous and
challenging. However, in recent years, there has been an increasing amount of attention to
CD, especially HCD [2]. There are three main reasons for HCD’s increasing relevance:

• With the prevalence of large datasets with many variables and samples, the burden
of analysis has shifted from epistemological theorization and controlled experiments
to efficient quantitative algorithms.

• Performing sophisticated CD search on a large number of variables is becoming more
feasible [111].

• There are many emerging sub-fields and interdisciplinary applications with large data
archives but with limited understanding of the underlying causal process [162, 32, 25].

The main challenges of HCD are those rooted in CD that are exacerbated by the high-
dimensionality. Specifically, the large number of potential causes results in:

• CD methods which are typically super-exponential [64] to become computationally
prohibitively expensive.

• Severe data dredging, which potentially leads to many false discoveries, or missing
many legitimate causes that do not have a very high statistical power in the multiple
hypothesis testing adjustment.
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This thesis discusses the implications of the high-dimensionality challenge, and the various
preliminary search and filtering strategies for dealing with it.

Rooted in the aforementioned common interest in causality, a key feature of HCD is that
its theories, assumptions, methods, and evaluations are developed from multiple disciplines
[66, 6]. This brings in a wide range of approaches that can compete and be combined to great
success, but also redundant and overlapping definitions, and assumptions and parameters
that are unrealistic for the use outside the local applications in mind [50]. Hence, in this
thesis every effort is made to maintain the framework general, consistent and unified; and
make the utmost use of all the rich diversity of the different techniques available, while also
analyzing and proposing methods as processes with interchangeable blocks.

Problems and methods in this thesis usually assume the values of the variables to be
discrete; although with minor changes most methods can be adjusted to continuous data.
There are three reasons for this:

• Discrete data can be modeled through Multinomial distribution, which reduces the
complexity in training and evaluation of most CD methods.

• Discretization has been shown to improve the prediction accuracy and generality of
many CD methods [183, 73, 86].

• Most of the currently available high dimensional data are discrete in nature [135].

1.1.1 Goals

The Objective of this thesis is to extend the applicability of HCD. The current space of
HCD development is mainly focused on efficient and accurate methods for the general HCD
problem. HCD can benefit from defining and solving specific problems, inspired by reoc-
curring real-world applications, such as finding causes in active and reinforcement learning
settings, exact function between the cause and the outcome, and distinguishing causes that
are sufficient from those that are necessary. Contribution of this thesis is formalizing four
of these problems that are hard or impossible for the general HCD methods, and proposes
methods for solving them that work even in the high dimensional setting, and applies them
to real-world problems to demonstrate their applicability and performance:

1.2 Application

Throughout this thesis, we used pharmacogenomics as the baseline application for evalua-
tions with real-world data. In fact, ARISTOTLE and HUME were originally published with
the pharmacogenomic applications in mind. The main reasons for this decision are:

2



Problem Method
Relational Causal Discovery: HUME
Discovery when prior knowledge of causal relations or using Network Analysis
associations between some of the variables is available. and Matching
Stratified Causal Discovery: ARISTOTLE
Discovery of causes of specific subpopulations or using Divide & Conquer
underlying mechanisms. and Biclustering
Causal Profile Discovery: HEIDEGGER
Discovery of temporal patterns for which causes have using Graph Traversal
the most significant effect. and Randomized-Block Design
Compound Causal Discovery: HEGEL
Discovery of combinations of causes whose joint using Subgroup Discovery
occurrence is required to change the outcome. and Markov Blanket Assembly

• Pharmacogenomic datasets are usually very high dimensional and with variables
of different types, containing millions of genetic, transcriptomics, proteomics and
metabolomics biomarkers as well as demographics and clinical information [186], which
turns pharmacogenomic data to ideal test ground for high-dimensional models.

• The interactions between the drugs, diseases, and the patient involve complex networks
of causal relations at both micro and macro levels [206].

• We were fortunate to be part of the large and multiple disciplinary project, Genomic
and Outcomes Database for Pharmacogenomics and Implementation Studies (Go-
PGx) [194], which gave us the access to valuable pharmacogenomic data and advice
from researchers with different backgrounds.

• There is a large body of knowledge gathered of pharmacogenomic causal relations, in-
cluding experiment design and cohort studies, in vivo and in vitro controlled tests, and
pathological study of causal mechanisms. The are also various high quality aggrega-
tion sources, from knowledge bases such as PharmGKB [16] and Kyoto Encyclopedia
of Genes and Genomes Pathway [87], to periodically published reviews and metadata
analyses that reproduce validity of discoveries of particular studies.

• Pharmacogenomics is an active application that can directly and significantly impact
life of patients, and in the last decade many research studies with different approaches,
including CD, have been working on it.

• Pharmacogenomics is a flexible application that we can apply the proposed problems
for; hence providing a baseline to compare the performance of different introduced or
baseline methods across our studies.

Our ultimate hope is that in addition to effective and accurate evaluation of the proposed
problems and methods, our CD of the pharmacogenomic datasets may provide insights into

3



the underlying biological mechanisms of these adverse drug reactions (ADR)s and pave the
way for personalized medicine models that minimize their effect.

Under the Go-PGx project, we applied the proposed problems and methods to a par-
ticular Pharmacogenomic application: discovering genetic variant causes of anthracycline
induced cardiotoxicity in children treated for cancer. The non-sparse, relatively small sam-
ple size, but high-dimensional and comprehensive patient records of the dataset that we use
for this application makes them ideal for HCD.

1.2.1 Anthracycline Cardiotoxicity Dataset

More than half of childhood cancer treatment protocols include an Anthracycline. However,
the usefulness of Anthracyclines is limited by asymptomatic cardiac dysfunction and heart
failure [49], which makes Anthracycline Cardiotoxicity one of the more impactful applica-
tions in pharmacogenomics.

The particular dataset that we used is based on the Canadian Pharmacogenomics Net-
work for Drug Safety (CPNDS) [31]. The CPNDS database has detailed patient records
of 434 children mainly treated with a class of cancer drugs known as anthracyclines, 90
of which show cardiotoxicity, from nearly 100000 adverse drug reaction cases and controls
from across Canada. Each record includes Imputed (IMPUTE2) germline Single Nucleotide
Polymorphism (SNP) profiles, demographics (e.g. gender, age, etc.), relevant medical his-
tory (e.g. dosage, cardio-protectant, Vincristine, etc.), prior and concurrent treatments (e.g.
drugs, radiation, etc.) and a detailed description of ADRs and their timeline relative to the
treatments.

However CPNDS patient records are stored in a free text format, suitable for case by
case manual review by medical researchers, but not for quantification and large-scale mining
by computer algorithms. Therefore, before any analysis, we needed to systematically and
automatically extract the relevant categorical data from the descriptive texts of patient
records and map them to statistically significant variables. To achieve this, as the first step,
initial tokenization, standardization, and stemming are applied to clinical report entries
texts to extract frequent keywords. Those keywords are then query-corrected and matched
to DrugBank [97] and ADReCS [29] to find the classified list of valid drugs and reactions of
each patient, respectively. Similarly, dbSNP [176] is used to standardize variants. For this,
ancestral and variant alleles are turned into two binary biomarkers for each variant locus
(position on the genome), representing the four possible values that a variant can take based
on paternal and maternal allele combinations:

• Dominant biomarker where homozygous alternate alleles (aa, encoded in the original
dataset as 0) are encoded as 1; and heterozygous (Aa, encoded originally as 1) and
homozygous reference alleles (AA, encoded originally as 2) are encoded as 0.
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Figure 1.1: Pharmacogenomic Dataset. Anthracycline Cardiotoxicity patient samples
with clinical and biomarker variables used as the real-world application throughout this
thesis.

• Recessive biomarker where homozygous alternate and heterozygous alleles are encoded
as 1; and homozygous reference (AA) alleles are encoded as 0.

Furthermore, some of the variants are filtered based on the prior significance and simi-
larity:

• Variants that have low annotation score (CADD < 1) are removed.

• Among variants in linkage disequilibrium (LD > 0.95), only the one with the highest
annotation score is kept and others are removed.

Ultimately, preprocessing of the CPNDS data resulted in categorization of 121 drugs
(including two anthracyclines Doxorubicin and Daunorubicin), 32 reactions (including car-
diotoxicity), and 2.5 million biomarkers, which we ultimately aggregated into a dataset of
1534 ADRs and 2.1 million statistically significant (based on significance level of 5% which is
equivalent to n0 = 6) unique biomarkers for the 434 patients. For uniformity of the dataset
type, we turned the continuous variables age and dosages into binary variables based on
their quantiles, resulting in a total of 16 confounders (Figure 1.1).

We used the Guideline of Genetic Variants in Anthracycline-induced Cardiotoxicity [7]
as the ground truth of the known relations. The Guideline reviewed Anthracycline Car-
diotoxicity biomarkers reported in the literature using the Canadian Pharmacogenomics
dataset as well as independent reproducibility analyses, and categorized them into strong,
significant, and notable level of evidence of association with anthracycline cardiotoxicity in
childhood cancer patients, which matches with the biomarkers we expect to observe from
the dataset. Although we evaluate the performance of different methods by how well the
Guideline set of relations are predicted, this does not mean that the only possibly true re-
lations are Guideline relations, and the other discovered relations that have already passed
through strict statistical tests and have a high chance of being undiscovered true causes
whose external validity is to be evaluated by other sources.

It should be noted that in addition to Anthracycline cardiotoxicity, we have used Cis-
platin ototoxicity as a pharmacogenomic application. However since it was not used for all
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the problems (for the lack of temporal data and its expected unifactorial causal mechanism),
and its results and yet under study, and due to its similarity to Anthracycline cardiotoxicity
from HCD prospective, it was omitted from this thesis.

The rest of this thesis is organized as follows. In chapter two, related HCD ideas, meth-
ods, and techniques are introduced, and existing definition, assumptions and problems are
laid out. In chapters three to six, Relational Causal Discovery, Stratified Causal Discovery,
Causal Profile Discovery, and Compound Causal Discovery are discussed in order. In chap-
ter seven, applications and results of the proposed problems and methods are discussed and
limitations are future works are reviewed.
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Chapter 2

Related Works

2.1 Introduction

In the last three decades, there has been an increasing amount of attention to CD, and HCD
in particular, mostly concerned with improving the constraints and validity of the discovered
relations [64]. However, the rigorous study of causality from observations dates back to three
millennia ago. To understand the mechanism and limitations of CD and especially HCD, it
is critical to review the relevant causal inference methods.

2.1.1 Characterizations of Causality

Characterizing the conditions of causality is crucial to CD, but it is especially crucial to
HCD because of the implications of the interactions between the large number of variables.
Characterization of causality has a deep root in philosophy.

Four Causes

One of the oldest and best-known analysis of causality is Four Causes, introduced by Aristo-
tle, which along with the rest of his natural philosophy became predecessor to the scientific
approach two millennia after it [84]. Four Causes broke down the explanation of why an
outcome has occurred into (1) the Matter via which the outcome occurs, (2) the Form which
when present results in the outcome, (3) the Agent that produced the outcome, and (4) the
End purpose behind creating the outcome. Although usually ignored in CD, distinction of
four causes is crucial in certain applications [170, 54, 42].

Humean Causality

The philosophical characterization of causality that has arguably the biggest impact on the
scientific notion of causality was presented by Hume [79]. Hume proposed the empiricist
position that we tend to claim causality based on induction, i.e. one event consistently
following another. Hume argued that the condition for establishing these causal relations is
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the constant association of the cause and then the outcome across time and space, which
resembles the criteria used in CD.

Mill’s Method

However, the arguably closest philosophical characterization of causality to CD comes from
Mill [126]. Mill’s methods are a set of five scenarios where causal relations can be identi-
fied. Most notable of Mill’s methods is the Agreement and Difference, which states that if
occurrences and absences of one event only have occurrences and absences of another event
in common, one is the necessary cause of another. These considerations not only match the
multivariate association analysis of CD, but it also recognizes the ambiguity in the direction
of causality of those associations.

2.1.2 Early Applied Approaches

Unlike most subfields of Computer science and Statistics, many of the ideas and methods of
CD has grown out of different fields. Although these approaches are not designed to scale
with the HCD problems, their contrast shows gaps that needs to be fields in HCD.

Criteria of Causality

Some of the earliest forms of practical causality conditions were first used in Health sciences.
Built upon Koch’s Postulates [92], Hill attempted to list the sufficient criteria for causality
in epidemiology [76]. Hill’s criteria include (1) strength of association, (2) reproducibility,
(3) temporal precedence of cause, (4) effect scaling with cause, (5) specificity of confounders,
and (6) mechanism plausibility. There have been arguments against Hill’s criteria including
lack of confounders’ control, counterfactuals, and reliance on common sense rather than
specific criteria [155]. Yet, because of its interpretability and flexibility, Hill’s criteria has
remained widely used to this day in various public health applications [57].

Temporality in Causality

Panel data is where CD has arguably performed the best. This is because:

• The order in which events occur gives away direction of the causal relation.

• Instances where outcome precedes the potential cause can reveal random and spurious
association and hence provide higher degree of confidence in the inferred relations.

• Mapping timeseries to one another can lead to quantified causal relations with time
(i.e. beyond a simple cumulative effect) [184].

Granger pioneered the CD of panel data by defining a special type of causality for time-
series, Granger Causality, which defines causes of an outcome as those variables that provide
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statistically significant unique information about future the outcome [66]. The original CD
method consisted of F-Test on an Autoregression Model of the outcome and a potential
cause to determine whether any of the lagged version of the potential cause is significant in
forecasting the outcome.

Granger Causality can be extended to multivariate analysis (vector autoregression) [18],
hidden confounders [52], Non-parametric test [69], non-stationary [197], nonlinear relation
(transfer entropy) [17], feedback loop (convergent cross mapping) [191] but they may pro-
duce misleading results [119]. Although Granger Causality is a weak notion when it comes to
intervention, counterfactuals, and discovering underlying mechanisms, it matches HUME’s
notion of constant conjunction of events, which is reasonably sufficient for applications with
limited possibility of interference. This, in addition to its computational simplicity has led
to Granger Causality’s extensively use in Economics and Neuroscience, resulting in Nobel
Prize in Economic Sciences for Granger himself [26].

2.1.3 Hypothesis Testing

Today, statistical hypothesis testing is not only used in many CD approaches, but also the
dominant statistical tool in the experimental academic publications; where it is used as a
"soft" causal inference to validate hypotheses derived through systemic analysis, or even
when no scientific theory exists [100].

Premise

Pearson laid the foundations of hypothesis testing theory [147], where p-value is used as
the probability that a given result would occur under a hypothesis. Fisher systematized
the significance test, where p-value is used to evaluate whether the null-hypothesis can be
rejected [59]. The modern frequentist hypothesis testing has remained mostly unchanged
since the major developments in the early 20th century, with the notable exception of the
null hypothesis which is now used as a strawman position.

Shortcomings

The is a long list of concerns associated with hypothesis testing, and although mostly are
related to its misuse rather than inherent flaw [202], some are applicable to CD. These
include:

• There are critical considerations related to the research design such as design assump-
tions, quality of measurements, original sample size and representativeness, which are
usually unknown, misunderstood or ignored by the CD user [93].

• Significance tests can only assess how incompatible the null hypotheses and the data
are, hence successfully rejecting the null hypothesis may offer little support for the
particular research hypothesis [9].
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• Significance test’s decision depends on the significance threshold and definition of
multiple comparison, which is unavoidably ambiguous [68].

• Interpretation of the results is susceptible to context and various effects such as selec-
tion bias, Simpson’s paradox, Berkson’s paradox, Base Rate fallacy, and Will Rogers
phenomenon, which are especially problematic when hypothesis tests are done auto-
matically under the hood of the CD algorithm [85, 143].

2.1.4 Experimental Design

Well-designed experiments are arguably the most reliable source for establishing causal
relations. However, unlike CD which attempts to find causality by carefully evaluating
potential relations in observational data, Design of Experiments pays the price upfront
and facilitate simple hypothesis evaluations by planning how samples are to be assigned to
different conditions.

Randomized Controlled Trials

In 1880s Peirce formulated Blinded Randomized Experiments [148], Repeated Measures
Design [150] and Optimal Design [149]. In the early 20th century, Fisher popularized Ran-
domized experiments [58], and by the late 20th century Randomized Controlled Trials were
recognized as the gold standard for scientific causal inference [124].

Components that contribute to Validity, Reliability, and Replicability of Randomized
Experiments include [49, 172]:

• Randomization, which is randomly assigning samples to a treatment group that re-
ceives the potential cause, and a control group that receives alternative conditions
such as a placebo or no intervention; minimizes selection bias and confounding.

• Blinding, which is concealing influencing information from subjects, experimenters
and analysts; minimizes experimental biases that arise from these parties.

• Replication, which is Repeated Measures of the same samples under different condi-
tions; minimizes variations and measurement uncertainty.

• Control, which is carefully selecting participants based on the hypothesis and keep-
ing conditions highly controlled throughout the experiment, minimizes the effect of
confounders.

Obstacles and Objections

Randomized Controlled Trials are widely used in many clinical and social settings [124].
However, there are fundamental challenges that limit their applicability and scope, includ-
ing cost and time to conduct, ethical concerns, and infeasibility for certain hypotheses [83].
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Furthermore, in recent year many have raised objections against Randomized Controlled
Trials [169]. One of the objections, which is most relevant to CD, is that extensive Control
and atypical treatment groups risk External Validity relevance of results to real-world prac-
tice [172]. Some of these concerns are addressable via Quasi-Experimental Designs, which
will be discussed in Chapter 4.

2.1.5 Discussion

With the increase in availability of large datasets and abundance of computational power,
some of the methods for causal inference and CD were modified to HCD problems. Unlike
the methods which will be discussed in the following chapters, the previously mentioned
approaches lack the option to be extended for HCD; because of certain requirements of
HCD:

• Efficient and automated evaluation of potential relations. Hence, methods such as
Hill’s Criteria that rely on human judgment or extensive analysis for each possible
relation, cannot be used for HCD.

• Scalability with a large number of potential causes. The number of potential relations
and confounders to those relations grow exponentially with the number of potential
causes, which in HCD can cause problems in multiple comparison and computational
cost. An example is Mill’s Method which requires finding samples with specific matches
across all confounders.

• Availability of data and satisfiability of conditions. Hence, approaches based on Granger
Causality that require temporal data of variables and Experiment designs which re-
quire recording and Factorial Experiment of all potential causes, cannot be expanded
to HCD.

2.2 Structure Learning

2.2.1 Overview

Structure Learning (SL), also known as Graphical Causal Models, has been the center of
CD developments [184]. The goal of SL is to infer the "flow of causality" between variables of
interest, modeled by a causal graph. In the causal graphs, nodes can include the outcomes,
potential causes, confounders, unmeasured factors, selection biases, and noises; and each
edge represents the hypothesis that there exist interventions on the variable on its head
that directly change the distribution of the variable on its tail.

The argument for the relations of the causal graph to be considered causal, and not
just mere conditional independences, is that if all other variables are kept constant and the
variable on the tail of the edge changes, so will the variable on the head of the edge, but
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not vice versa [64]. Despite existing objections to the validity of SL discoveries, which will
be discussed later on, it remains one of the most reasonable and useful notions of causality
in data science.

It should be noted that in the graphical model predecessors of the SL [96, 142], where
variables are only defined unrelated iff they are conditionally independent given all the
remaining variables, the notion of causality above could not be assumed.

Search Strategies

SL methods usually narrow down the space of possible causal graphs by evaluating the
conditional independences between the variables using statistical tests. Traditionally, SL is
categorized based on the search strategy into two classes of:

• constraint-based methods, which locally evaluate each possible edge based on the
conditional independencies of nodes in its proximity.

• Score-based methods, which globally search for graphs that represent the conditional
independences of the data the best. These methods will be discussed in the following
sections; and mathematical definitions, pseudocode, and running example are pre-
sented at the end of the chapter.

Assumptions

Another aspect that helps to classify SL methods, is the key assumptions usually made for
inferring joint probability distribution of a set of variables. Each SL method pays a tradeoff
between (1) dropping some of these assumptions about the data, (2) complexity of the
algorithm, and (3) informativeness of the output.

Causal Faithfulness assumes that the conditional independences between the variables
inferred from the observational data are identical to those implied by the true causal
graph, Causal Markov assumption assumes that every variable is independent of its non-
descendants conditioned on its parents, and Causal Sufficiency assumes that a direct cause
of every two variable in the graph is also in the graph. These assumptions are critical in
guaranteeing the validity of the causal structure, locality, and absence of latent confounders
and selection variables, respectively [183].

2.2.2 Constraint-based Methods

In its general form, the constraint-based approach can be defined as systematic selecting
and orienting the potential edges of causal graphs, based on the tested conditional indepen-
dencies of that edge. A typical constraint-based method specifically entails:

• Pruning Phase: starting from a complete undirected graph, iteratively checking con-
ditional independency of every valid edge that has not yet proven independent, con-
ditioned on larger and larger subsets of neighboring nodes
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• Trimming Phase: deciding the orientation of edges from a set of rules, based on the
condition under which the dependency was established.

PC Algorithm

Although the development of Constraint-based Methods can be traced back further down in
the past [142], the major methodological breakthrough did not occur until the PC algorithm,
which has remained arguably the best-known SL method to this day, and many of the other
key methods are developed as an extension to it. PC was first introduced in [182], and its
latest version along with other SL algorithms and related concepts were analyzed in [183].

What distinguishes PC from the works before it is that it can efficiently guarantee causal
independencies without testing for larger condition sets. Specifically, in its pruning phase,
PC uses the fact that in the absence of latent confounders, two variables are causally related
if and only if there is no subset of the remaining variables conditioning on which they are
independent. The key rule in PC’s trimming phase is orienting a chain of triplets into a
v-structure when the separation condition is eliminated, which is rooted in the fact that
unlike other configurations of a condition in a path between two nodes, in a v-structure, con-
ditioning on the collider makes the other two variables dependent, also known as Berkson’s
paradox.

Consequently, in addition to search efficiency, under the Causal Faithfulness, Causal Suf-
ficiency, and Causal Markov assumptions, and IDD samples, PC’s output is asymptotically
correct and maximally informative. Furthermore, because of its simplicity, PC is adapt-
able to different types of data, distributions, and relations, given reliable independence test
methods.

Most of the constraint-based methods consist of adjacency search of the PC-algorithm,
and hence inherit some of its problems. For instance, PC is order-dependent in the sense that
the generated causal graph can vary based on the order in which conditional independences
are checked, especially for high-dimensional data. This problem can be solved by updating
deleted edges only when the size of conditioning sets is increased, which also allows the
parallelization of independency checks [46].

FCI Algorithm

Unlike the Faithfulness and Markov assumptions which are concerned with the linking the
data to the conditional independences and conditional independences to causal relations,
and are therefore inherent to the constraint-based SL, Causal Sufficiency is concerned with
latent variables, which is a common challenge to be dealt with in causal inference, and data
science in general.

Fast Causal Inference (FCI) algorithm is arguably the most important generalization
of the PC algorithm, and is designed to alleviate the Causal Sufficiency assumption [183].
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In doing so, FCI is able to not only take the effect of unknown confounding and selection
variables into account, but also discover the existence of some of them.

FCI achieves this by performing additional conditional independency tests. Specifically,
FCI uses the fact that if two variables are independent conditioned on a set of variables, they
are also independent conditioned on their separation set. Consequently, in order to evaluate
whether two variables are related or not, only their conditional independence given their
possible separation sets are needed to be tested.

Hence FCI first runs a pseudo-PC algorithm to estimate an initial skeleton of causal
graph and orient available v-structures, in order to narrow down the possible separation
sets, and then uses the separation sets and a conservative set of rules in order to find the
final skeleton of causal graph and orient as many relations as possible. The major drawback
of FCI lies in this second phase, where the space of possible separation sets can become
computationally infeasible for large graphs.

FCI can also be modified to output the causal relations in a maximally informative
partial ancestral graph, by adding few rules in the second trimming phase, which use the
dependency on the descendants of the colliders in v-structures [205].

Really Fast FCI

One of the major drawbacks of FCI and to some degrees PC is their complexity, which
can become concerning for high-dimensional problems, and even smaller problems that are
not sparse. Various methods have been proposed to speed up the conditional independency
tests by check for fewer and smaller conditioning sets.

PC* is the most immediate variation of PC [183], with the goal of avoiding unnecessary
computations of PC by ignoring conditioning variables that are likely to be irrelevant to
the relations and focusing on eliminating weak edges before they can preoccupy conditional
independency checks. Specifically, when evaluating conditional independency between two
variables, PC* first conditions on subsets that are adjacent to and on undirected paths
between the two variables. By prioritizing the removal of these edges, the search space
at later stages of the algorithm will be significantly smaller. However, for large numbers of
variables, searching for the paths between nodes becomes ineffective and PC* underperforms
even compared to PC.

Anytime-FCI is a modified version of FCI that tries to avoid the exponentially growing
possible separation sets by only considering independency tests with conditioning sets of
size less than a prespecified cut-off [181]. Despite its simple and restrictive nature, Anytime-
FCI can provide relatively similar results to that of FCI and some preliminary guarantee of
correctness.

However, the most significant improvement in speeding up FCI is RFCI [47]. By com-
promising dependency assumptions and informativeness of partial ancestral graph, RFCI
uses fewer independence tests and smaller conditioning sets than FCI. RFCI achieves this
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by substituting FCI’s conditional independence tests given possible separation sets, with
additional tests on subsets of adjacency sets before orienting v-structures, which are fewer
and have smaller conditioning sets than its FCI counterpart. As a result, RFCI can produce
causal graphs that are halfway between FCI and PC, but is significantly faster than FCI,
and by avoiding larger conditioning sets is even more reliable than FCI for small samples.
However, the improvement is not as significant for non-sparse graphs.

2.2.3 Score-based Methods

In its general form, the score-based approach is finding the causal graph by optimizing a
properly defined score function. A typical score-based method directly searches over the
causal graph equivalence classes for the graphs that fit the joint probability distribution in
the data, measured by a score of how faithfully the graph can generate the factors within
the distribution. However, since the space of unique graphs for n variables is O(2n2), the
usual score-based methods iteratively add and remove edges or cliques of edges that improve
the score the most, which can be searched in O(n2).

Greedy Search

Greedy Equivalence Search (GES) [40] is arguably the best-known score-based methods,
and is still used as its baseline [138]. Like many score-based methods, GES is comprised of
two phases of:

• Iteratively adding edges with the best score to an empty graph until the score cannot
be improved further.

• Then removing edges that do not increase the score of the constructed graph signifi-
cantly

However, because inferring whether an edge improves score for the optimal graph is chal-
lenging, GES as its name hints, greedily includes and excludes edges based on whether they
improve on the score of the existing graph or not.

Score-based methods are generally more robust than constraint-based methods with
respect to local errors and violation of assumptions, but scale worse to high-dimensional
data. Because of its compromise to heuristic search, GES can achieve speed comparable to
the PC algorithm, but the trajectory toward the optimal graph becomes dependent of the
relative strengths of the associations between the variables [113].

Another major drawback of Score-based methods is that there is yet no method that can
deal with hidden confounding and selection variables in general. Although, under similar
assumptions GES asymptotically converges to the same Markov Equivalence Class of PC
[64]. GFCI [139] is proposed to alleviate this problem, which combines a robust search of
GES to find the skeleton of the partial ancestral graph, and causal sufficiency alleviation of
FCI to prune the partial ancestral graph and identify the orientations.
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2.2.4 High-dimensional Search

The Fastest general constraint-based and Score-based SL methods are super-exponential and
NP-hard respectively, which makes their applicability to HCD very limited. However, the
problem of SL methods is not limited to complexity, and various challenges to accuracy also
arise when dealing with high dimensional data. There are SL methods that find efficient
approximations of large causal graphs by employing specialized heuristics [204], or solve
HCD under certain assumptions that specific algorithms can take advantage of.

Sparse Graphs

One of the scenarios where the search space of HCD can be managed is in the sparse causal
graphs, which is especially common for high dimensional problems. FCI+ [45], a modifi-
cation of FCI, is a prime example of SL methods designed to efficiently search for sparse
graphs. For graphs bounded by degree k, with respect to the number of independency tests
N, FCI+ is polynomial O(N2k). FCI+ is based on the idea that FCI’s time-consuming checks
can be broken down by node, where the conditional independencies already considered can
guide the search for new node’s separation sets. To achieve this, FCI+ substitutes FCI’s
skeleton construction step with testing for single node additions that change independency
between processed nodes.

The tradeoff that FCI+ pays is that it has to reconsider previously rejected edges. As
a result, although FCI+ is significantly faster than exponential, it is still infeasible for
problems that have variables with potentially large number of edges. However, the more
damaging limitation of FCI+ in practice comes from the fact that the conditioning sets for
independency tests may become larger than necessary, leading to a loss of statistical power
and inaccuracy in the evaluation of relations.

Markov Blanket

Another direction of research is to limit the search space of HCD to local regions in the
causal graphs. Markov Blanket which consists of parents, children, and parents of children
of the outcome variable, is the minimal set of variables that given them the outcome is
independent of all other variables, and therefore ideal for SL localization.

Max-Min Markov Blanket (MMMB) [198] was one of the first methods explicitly de-
signed to find the Markov blanket. What distinguishes MMMB from few earlier works such
as [116], is that the number of independency tests it requires depends on the structure of
the local causal graph and not the number of variables in the Markov blanket.

MMMB, like most Markov blanket SL methods that followed it [6, 157], uses a two-phase
process:
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• inclusion phase, where variables are sequentially considered for the Markov blanket,
based on a fast liberal heuristic criterion that would accept all variables from true
Markov blanket and possibly some non-Markov blanket variables.

• exclusion phase, where because the number of filtered down variables is much smaller
and the space of possible Markov blanket graphs is much more limited, it becomes
feasible to carefully remove all false positives that entered in the first phase, and then
assign the remaining variables to children, parent, and parent of children categories.

In MMPC specifically, the inclusion phase pre-orders sequence of variables to be checked
based on their raw association with the outcome, and its heuristic criteria accepts variables
with the highest association with outcome, conditioned on the subset of discovered Markov
blanket that results in the minimum association. The intuitive reason for this criterion is
to choose variables that despite the model’s best efforts to make them independent of the
outcome, provide an unexplained association with it. In the exclusion phase, MMPC removes
variables from the Markov blanket that are independent of the outcome, conditioned on any
of its possible subsets of the Markov blanket.

More recent iterations of Markov blanket SL provide additional features, e.g., symmetry
correction of exclusions [199], robustness to violation of faithfulness [153], and empirical
and theoretical analysis of interpretability of Markov blanket discovery [6].

Two considerations set the Markov blanket approach apart from the rest of the SL
methods for HCD:

• Unlike other SL approaches, its computational complexity and number of samples
required to maintain statistical significance does not grow exponentially with the
number of variables, and can achieve O(NM2M) for the number of variables N and
number of elements in Markov blanket M.

• It can be used as a state of the art feature selection approach [6], and has the potential
to merge accuracy of machine learning’s classification models with reliability and
interpretability of CD.

Trace Method

Trace method is one of the computationally efficient CD methods that is closely tied to SL.
What differentiates Trace methods from the typical SL approach is utilizing the asymmetry
in factorizing the joint probability distribution, based on the idea that effects conditioned
on causes result in simpler factors [185]. This leads to an independency condition involv-
ing traces of the transfer matrix mapping causes to outcomes and the covariance matrix
of causes. What distinguishes the Trace method is that unlike the other SL approaches,
it does not struggle in identifying the direction of causality because the complementary
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independency condition is strongly violated for anti-causal direction. There have been at-
tempts to extend the Trace method to tackle nonlinearity using Kernel Hilbert Space [38].
However, the most significant drawback of the Trace method is its heavy reliance on the
causal sufficiency assumption.

Parallel Computing

One of the more obvious directions for speeding up the SL methods is parallelization. In
particular, variations of the PC algorithm, whose independency tests at each level are inde-
pendent of each other, can very effectively distribute the tests evenly to multiple cores, and
update the causal graph only at the end of each level. A good example of SL parallelization is
done in [98], where an order-independent stable PC could be run multiple times faster with
no downside, by grouping independency tests of the same edges together. A more extreme
example can be found in [178] where a simple v-structures discovery algorithm, which runs
cubic with the number of variables, was parallelized with minimal overhead. It should be
noted that although the parallelization can reduce the run-time of CD algorithms directly,
it cannot compensate for the escalated multiple comparison problem of high dimensional
data.

FGES

One of the most noteworthy development in adopting SL methods to high-dimensional data
is Fast Greedy Equivalence Search (FGES) [157]. FGES is a modification of GES that can
also be adjusted for Markov blanket discovery. Although FGES uses some of the discussed
techniques, what differentiates FGES is that these techniques are carefully incorporated
with how the GES works and how they interact with each other to great effect.

To achieve this, the following techniques are used:

• Superposition: GES score is defined such that the score of each potential causal graph
is defined as the sum of scores of its potential edges, and the score of adding a potential
edge at an iteration can be updated using its score from previous iterations. As a result,
the score of potential edges at each iteration can be estimated efficiently, and the score
of part of the graph which is unaffected by the new edge can be updated in no time.

• Parallelization: because of the superposition property, FGES can be parallelized locally
in all iterations, with small overhead.

• Partial solution: by selecting a more conservative scoring criterion in the forward
search phase, the generated potential causal graphs become sparser, which reduces
problem size drastically, at the risk of relations false negatives. (4) weak sufficiency:
ignoring the edge between variables that are uncorrelated in the forward search to
gain significant speed up, at the expense of potentially violating Markov factorization,
which is a tradeoff for sufficiency assumption.
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Using these techniques, FGES can solve HCD problems with millions of nodes and edges
in a reasonable time, and orders of magnitude faster than similar SL methods. Furthermore,
this shows the potential in polishing the existing SL methods such as FCI and GES using
simple machine learning and statistical techniques. However, FGES’s strong assumptions
and suboptimal solutions leave plenty of room for improvement.

2.2.5 Discussion

The maximally informative SL problem has the super-exponential lower bound complexity
(59). Hence, to apply SL to high-dimensional data, various methods shifted their focus to
limited solutions, such as the local solution of Markov Blanket or partial solution of FGES.
However, other challenges that are risen as the result of high dimensionality or in general
remain understudied in the SL literature. Some of these challenges related to HCD include:

Independence Test

A typical SL model relies on performing a large number of conditional independency tests
for each possible edge, mostly in the form of standard statistical hypothesis tests or BIC
score [183]. As a result, some of the challenges of SL are rooted in the repetitive usage of
the tests:

• Sensitivity of the output to the threshold or significance level used for the indepen-
dence tests [72].

• Validity of the statistical test when the form of dependency is unknown or type and
distribution of variable varies.

• Error in identifying one edge propagating and affecting the validity of other edges.

Strength of Relations

The output of an SL problem is in the form of a causal graph, and quantifying the strength
of each relation and the causal graph as a whole has historically been seen as a secondary
problem [146]. Because the output of many of the SL methods includes the Markov equiv-
alent class, and not just a unique directed acyclic graph with directed edges between every
cause and effect, specifying the significance of particular edges is even more challenging.
As a result, evaluation of statistical significance or average causal effect of particular edges
has usually been done by a complementary post-processing analysis, such as intervention
calculus [110].

A classical point of disagreement in this regard is whether the measure of significance
represents the effect of Intervention or the probability distribution corresponding to the
causal hypotheses, in frequentist or Bayesian interpretation [143, 64]. However, the more
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critical point for high dimensional data is incorporating the effect of data dredging and
multiple hypothesis adjustment in the evaluation of the output.

Assumptions

The arguably the most important challenge in applying the SL methods to real-world high
dimensional data is due to the strong assumptions usually made in the SL framework,
including causal faithfulness and Markov assumptions, and sometimes causal sufficiency,
which are usually violated in most realistic scenarios [46].

On top of this, there exist an implicit universal assumption of SL methods, which shows
itself in the asymptotical correctness of the output. This assumption is a requirement of a
very large sample size which is because a large number of conditional independency tests
with multiple arguments demand very high statistical power to provide any meaningful
output.

2.2.6 Definitions

Causal Graph

In SL, causal relations between variables is represented by a Directed Acyclic Graph G =
(X,E), where X = {X1, · · · , Xn} is the set of observed variables, and E = {Xi → Xj | i, j ∈
{1, · · · , n}} is the set of edges with Xi → Xj representing that Xi is a direct cause of Xj . To
infer the true causal graph, SL methods rely on conditional independency tests represented
by I(Xi, Xj | {XS , S ⊂ {1, · · · , n}}) that evaluate whether Xi and Xj are independent of
each other, when the effect of some of the other variables S is controlled.

Unfortunately, sometimes more than one Directed Acyclic Graph can represent the same
set of conditional independencies between the variables. Furthermore, identified hidden
confounders cannot be represented on the Directed Acyclic Graph. The set of causal Directed
Acyclic Graphs that are equivalent to the same set of conditional independencies is called
Markov Equivalent Class. Partial Ancestral Graph is a generalization of the Directed Acyclic
Graphs that can represent all of the graphs in a Markov Equivalent Class. Unlike a Directed
Acyclic Graph whose edges must have an arrowhead on one side (representing the effect)
and tail on the other (representing the cause), each side of a Partial Ancestral Graph can
take an arrowhead (not cause), tail (cause), and circle (unknown).

d-separation

Conditional independencies manifest themselves in the causal graphs as d-separation. A
path between a source node and a sink node 〈Xi, · · · , Xj〉 consists of distinct nodes linked
via directed edges Xk−1 → Xk ∀ i < k < j. A node Xk is a collider on a path if it is the
common dependent of its neighbors Xk−1 → Xk ← Xk+1; and a collider is a v-structure
if its adjacent nodes on the path are not directly connected Xk−1 9 Xk+1. Node Xi is
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d-separated from node Xj conditional on set of nodes XS iff all paths between Xi and Xj

are blocked by XS . The path between Xi and Xj is blocked by XS if at least one of path’s
non-collider nodes is in XS or there exists a collider that neither itself nor its descendants
are in XS .

One special case of separation set is the Markov blanket which is the set of nodes XM(i)

that block all paths from all other nodes to node a node Xi, effectively specifying the set
of variables that conditioned on them the particular target variable is independent of all
other variables. Although Markov blanket is not unique, the set of parents, offspring and
parents of offspring of a node in the true causal graph comprise minimal Markov blanket
set of that node XM∗(i) = {Pa(i) ∪Of(i) ∪ Pa(Of(i))}.

2.2.7 Pseudocode and Example

In the following, the pseudocode and a running example of important SL algorithms are
described.

PC Algorithm
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FCI Algorithm
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GES Algorithm

2.3 Quasi-Experimental Design

2.3.1 Overview

Quasi-experimental designs (QED) are a family of methods that were developed in order to
imitate true experiments when they are not feasible. In the true experiments, the treatment
variables are systematically manipulated. Randomized Controlled Trials which had been
considered the gold standard experiment for causal inference, randomly select a treatment
group, and manipulate it by the treatment, as well as an otherwise similar control group to
which no treatment or placebo is applied, and compare their difference. While in general
in QEDs either control group or random assignment is missing, most QEDs study the pre-
existing groups that have received different treatments [49].

Historically, QEDs were used for causal inference in applications with few potential
causes and particular outcomes. However, in recent years machine learning-based search
algorithms have made QED applicable to CD for problems with many possible hypotheses

23



and confounding variables. What makes QEDs great baselines for CD methods is that they
have both the advantage of (a) CD approaches, such as SL, in working offline with obser-
vational data and evaluating many hypotheses on the same population with the only cost
being computational and multiple hypothesis adjustments; and (b) having a similar exper-
imental design to those of true experiments, and hence inferring causality in the common
scientific sense and not relying on an alternate definition of causality and measures of its
strength.

The price that QEDs pay is their high sensitivity to threats to internal validity, such as
confounding effects. Hence, the key in using QED in CD is recognizing threats to internal
validity in a particular design, and the ways to safeguard it. This is usually achieved by
applying as much control as possible and randomly filtering samples or variables, at the
cost of statistical power.

The overall process of a QED usually involves (1) deciding QED type based on the hy-
pothesis and threats to internal validity, (2) performing the Assignment, Measurement, and
Comparisons, on samples via the experiment design, (3) evaluating the significance of the
hypothesis. In the following, the considerations for Assignment, Measurement, and Com-
parisons are introduced. Next, the threats to internal validity will be discussed. Then the
different types of QEDs and the range of hypotheses that they can formulate are presented.
This is followed by notes regarding the evaluation of QEDs. Lastly, the state-of-the-art
machine learning approaches that use QED for HCD will be discussed.

2.3.2 Building Blocks

QEDs can be categorized based on the operations used in each of the Assignment, Mea-
surement, and Comparison components.

Assignment

Assignment is the critical component of QEDs, where samples are assigned to different
groups. Here, to mimic the random manipulation of the treatment variable in randomized
controlled trials, QEDs assign samples with different treatment to groups. The general tech-
niques for improving the validity of Assignment are using random selection or instrumental
variable for choosing a subset of valid samples in each group, and making sure samples in
different groups have similar distribution across all confounders [49].

Based on these techniques, the most common Assignments include:

• Random Assignment, where a fraction of samples from each treatment group are
randomly selected to represent their group. This balances the distribution of variables
that are not heavily associated with the treatment variables toward their marginal
distribution, and hence improves the internal validity, especially robustness to latent
confounders.
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• Non-random Assignment, where all the samples that match the treatment and control
groups are used in the experiment. This maintains the statistical power at the cost
of internal validity, and is usually only reserved for scenarios where the population is
very small, or the distribution of the treatment is very skewed [30].

• Matching/Stratifying Assignment, where each group selects samples that has similar
values of confounders to that of selected samples in other groups. This is achieved by
scoring each sample based on its similarity, measured via a function such as Manhattan
distance, to the most similar samples in the other groups, and then selecting the top-
scoring samples [189].

Because complexity of Matching scales with the number of samples, Matching is usually
accompanied by a heuristic search for similar pairs and stable marriage algorithms. Match-
ing is very effective in not only controlling the effect of confounders, but also improving
the statistical power by pairing samples, but makes the results more susceptible to latent
confounders and more computationally expensive [156].

The other situational but effective Assignments include (4) Cut-off based Assignment,
where samples in different groups are selected based on closeness to specific value of the
treatment variable, and (5) Masking, where the samples used in the experiment are selected
without considering the treatment variable to control the effect of confounders [190]. It
should be noted that sometimes a combination of these Assignments can be used to great
effect [115].

Measurement

Measurement is collecting the outcome for the samples of identified groups. The key dis-
tinction between the different types of Measurements is based on whether multiple time-
points for each sample is recorded, whether the outcome before the treatment is recorded,
and whether dependent variables or measures of threats to internal validity are recorded
throughout the experiment or not. The difference between these Measurement methods only
exists if temporal data of the treatment and outcome variables are available, such as time
series, timestamps of major changes in the variables, or values of the outcome before and
after changes in the treatments.

The common Measurements include [49, 30]:

• Post-Test Only, which only records the value of outcome after treatment. Post-Test
Only is the simplest and weakest Measurement and should be only be considered
when there is no interference between the variables or the system under the study
is not stationary. The only advantage of Post-Test Only when no temporal data is
available, is that it avoids mistaking cases where the change in the outcome precedes
the treatment.
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• Pre-Test Post-Test, where the outcome before and after the treatment is recorded.
Adding Pre-Tests improves the validity of the results especially if the time between
the Pre-test and Post-test is short enough that the outcome would remain unchanged
in absence of intervention and it is unlikely for the confounders to change consistently
in between, and long enough for treatment to have its complete effect on the outcome.

• Time Series, where the value of the outcome at multiple points before and/or after the
outcome is recorded, preferably with fixed intervals. This not only eases some of the
assumptions for Pre-Test Post-Test especially autocorrelation and indirect changes of
the outcome, but also allows capture of time response of outcome with respect to the
treatment. However, Time Series require more complex Comparisons, and have their
own concerns regarding the consistency of the data recording over time.

Comparison

Comparison is defining the treatment group and potentially control groups. The decision
for the type of Comparison used mostly depends on the hypothesis, not validity. For the
binary treatment, the decision for the groups boils down to whether the non-treatment state
is used as the control group or not. For treatments with more than two possible states, each
state of the treatments can also be controlled against all other states. Sometimes a placebo
or baseline treatment exists, which can be used as the control group for all other states.

The common Comparisons are [30, 156]:

• One-Group/Within-subjects Design, where only the samples that have received the
treatment are used in the experiment. The absence of a control group results in many
threats to internal validity, which are usually remedied by modeling the effect of
confounders within subjects. Hence, One-Group is only recommended when all the
samples are at some point exposed to some level of the treatment.

• Non-Equivalent Groups/Case-Control Study, which uses samples with the state of the
treatment variable specified in the null hypothesis as the treatment group, and samples
with the baseline state of the treatment variable as the control group, and compares
the difference of outcome between them. Non-Equivalent Groups is the best-known
Comparison and is usually performed on the categorical variables whenever possible.
The most common concern against the Non-Equivalent Groups is when the treatment
and control groups are not under similar confounding effects. There are also less-
common approaches, such as comparison to other data sources, which are used when
the external validity is a major concern.

2.3.3 Threats to Validity

The Validity of results of a CD can be broken down into two categories: (1) Internal valid-
ity, concerned with whether the results are justified given the experiment, and (2) External
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validity, concerned with whether the results are generalizable beyond the experiment. Ex-
ternal validity depends on how causal mechanisms vary across different subpopulations and
context.

As discussed in SL assumptions, many CD methods make heavy assumptions about the
distribution of the data reflecting those of reality. But even weaker assumptions used in
some QEDs, such as the potential cause having homogeneous effects across different real-
world contexts, sacrifice the External validity. Although low External validity is not unique
to QEDs, or CD for that matter, due to randomization and Multi-modality of Assignments,
depending on the design, QEDs preserve the External validity relatively well [190].

The same cannot be said about Internal Validity and as mentioned in the Overview,
threats to Internal Validity are the main concern for using QEDs. Because many of these
threats are rooted in alternate explanations, the usual remedy is the inclusion of control
groups. Furthermore, most threats are specific to some of the QED designs. Nevertheless, for
every specific QED, the possibility of each threat should be checked, or countered. Hence,
it is crucial to identify the categorization and solution of the major categories of threats to
Internal Validity [49, 30, 190]:

Samples Threats

Some of the most basic and yet most common threats are rooted in the samples. Selec-
tion bias is the threat of systematic differences between groups’ samples, and therefore can
influence the outcome. Selection bias can manifest itself in the change in the distribution
of confounders, and hence can be detected by checking for unexpected differences of ob-
served confounders in treatment and control groups. Random Assignment and Matching
Assignment can limit the Selection bias’s effect. It should be noted that Selection bias is
not limited to Case-Control Studies.

History and Maturation are the threat of natural changes of samples between the pre-
test and post-test. Maturation and History usually occur when the duration between the
observations is long enough that the outcome can drift even in absence of any intervention,
and other causes could have affected it in the meantime respectively. History and Maturation
can be adjusted for by using a control group Comparison that would be under similar
temporal effects, or time series Measurement which allows modeling the autocorrelation of
the outcome and effect of other observed causes.

Attrition is the threat caused by dropout or missing observations of samples that can
be systematically different from the rest of the population. This can be hidden by the
preprocessing procedures commonly used in CD that involve removal, interpolation, or
imputation, and should be considered before preprocessing. As for detection, a rule of thumb
is that <5% attrition leads to little effect, while >20% poses serious threats. The solution
for Attrition in serious cases is limited to Worst-case Sensitivity analysis.
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Instruments Threats

Some of the threats are rooted in the measurement and manipulation, which are usually
out of control of the observational CD, but are still important to consider as the poten-
tial explanation of the outcome. Testing threat occurs when the active measurement of the
outcome affects it. Testing threat can even lead to Practice Effect, where multiple obser-
vations lead to samples adapting to it, or Sensitization, where multiple manipulations of
treatment results in the amplification of its influence on the outcome. Testing threat is com-
mon in health and social systems, and are best investigated by studying the manipulation
mechanism, and can sometimes be solved via control group Comparison.

Other notable Instrument threats are Instrumentation, which is the measurement crite-
ria or setting change across observations, Low Construct, which is when measurements of
variables are inaccurate or noisy, and Artificiality/Demand Characteristics threats which
is the change in the measurement setting, criteria, or sample when treatment is applied.
Although these threats are very common, they usually cannot be controlled for at the
QED level, and are mostly assumed and accounted for in the modeling and evaluation of
significance.

Regression to Mean

Regression to Mean is the statistical tendency of outliers in one observation to be less
extreme on another observation. Because in many QEDs samples are selected based on
their observation results, Regression to Mean is one of the most common threats to their
internal validity. Regression to Mean can usually be identified from the QED design, and
its impact can be estimated via a control group, which is also very effective in adjusting for
it.

Other notable threats to the internal validity of QEDs include: Ambiguous Temporal
Precedence, where the order of change in the treatment and the outcome is not known,
Demand Characteristics, where characteristics of samples change for the observation, and
Experimenter Expectancy Effect, where observer’s bias subconsciously influence the ob-
servations. However, arguably the most important threats to internal validity occur when
two or more of the threats discussed previously to interact with each other, which makes
identification and control of them more challenging.

2.3.4 Common Designs

Common QED designs can be built from the Assignments, Measurements, and Comparisons,
discussed in the section Components. Although some of these designs are strictly superior
to others due to providing higher statistical power or lower threats, discussed in the section
Threats to Validity, they might make more significant assumptions about the problem or be
limited to specific dataset types. In the following, the common QED designs, their threat,
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assumptions, and limitations are discussed. QED designs can be represented minimally using
sequences of symbols X (Treatment), I (Selector), and O (Observation), with their order
specified on a line from left to right, and sometimes in multiple parallel lines for different
groups, and bolded letters indicating where the values based on which the significance is
estimated [49, 30, 190, 70].

Within-Subjects Designs

Post-Test X O
One-Group Post-Test Only design or One-Shot Case Study is the simplest QED, where
the outcome is only observed once after the treatment is applied. Consequently, One-Shot
Case Study can be applied to any data, but because of lack of any baseline from a control
group or pre-test observations, has the highest threats to validity. Hence, it is only saved
for problems with unexpected or terminating events where no other QED designs can be
applied, and the baseline of outcome is clear.

Pre-Test O X O
One-Group Pre-Test Post-Test design improves over the One-Shot Case Study by observing
the outcome before the treatment. Requiring multiple observations for the same samples
limits the applicability of One-Group Pre-Test Post-Test. Although by comparing samples
to themselves before and after treatment effect of many threats are controlled, because of
lack of a control group, two major assumptions threat the validity. Firstly, it is assumed that
outcome would remain unchanged in the absence of intervention, which introduces threats
such as History and Maturation. Secondly, it is assumed that any change in the outcome is
due to intrinsic change of the outcome, which opens the door for threats, most important
among which is the Regression to Mean.

Time Series O O X O O
Interrupted Time Series design is the strongest of the Within-Subjects Designs. Interrupted
Time Series compares the change in of the trend of the outcome before and after the treat-
ment, although it can be used for categorical outcomes by using the number of changes in
the group instead of the quantitative change of each sample, it is best suited for problems
with continuous outcomes. But most crucially, it requires the data to have multiple observa-
tions of the outcomes at multiple time points before and after the treatment. In return, the
datasets that can provide such observations, face fewer assumption and threats. The major
assumption here is that trend would have continued in the absence of the treatment. Hence
beyond the Proportionality Bias, Attrition, Testing, and Instrumentation threats, which
can be identified relatively easily, the critical design decision is the temporal model for the
trend of the outcome, such as ARIMA or nonlinear transformations, and compensating the
effect of autocorrelation bias on standard errors. Furthermore, Interrupted Time Series has
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the unique advantages of distinguishing lasting vs immediate effects, high statistical power,
and intuitiveness.

Non-Equivalent Group Designs

X O
Post-Test O
Post-Test Non-Equivalent Groups design or Static Group Comparison is the most used
QED design, where the outcome of samples with and without treatment is measured, and
compared against each other. This requirement of only one observation per sample, which
results in its applicability to non-temporal data, is the reason for the popularity of Static
Group Comparison. The key assumption here is that the groups are similar before the
treatment and would remain similar in absence of it. This direct control of confounders
can act as a double edge sword, in improving the external validity from one side, and
missing latent confounders and adding bias by controlling for colliders between treatment
and outcome from another.

Various subtypes of Static Group Comparison have been developed to achieve group
similarity using techniques such as guaranteeing that confounders are similar across groups
(matched design), removing outlier samples (propensity score design), and random subsam-
pling (randomized blocked design) for controlling hidden confounders. However, this shift
of the burden of controlling threats to the selection of groups, adds responsibility to the
process of designing the QED and ambiguity to the validity of the results [81]. Furthermore,
the threat of treatment occurring after the observation and ambiguity in the direction of
causality have to be resolved independently.

O X O
Pre-Test O O
Pre-Test Post-Test Non-Equivalent Groups design or Difference in Differences is the evo-
lution of Static Group Comparison with pre-test observations. This controls the Sample
threats even further, to the point that Difference in Differences is considered one of the best
and yet simplest designs. However, it still suffers from the task of identifying similar groups,
in addition to requiring more than one observation per sample. The main assumption of
Difference in Differences over Static Group Comparison is that groups would have followed
the same trajectories in the absence of treatment.

O X O O
Switching Treatment O O X O
Pre-Test Post-Test with Switching Replication design extends the Non-equivalent Group
Design even further by using samples multiple times, as both treatment and control. Because
of the built-in replication, Switching Replication design not only improves on the History
and Regression to Mean threats, and control latent confounders more easily, they can also
increase the sample size when the treatment is not sparse. The major assumption is that it
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is unlikely that an event coincides with both treatments. If the observations are not close
enough this assumption might be threatened. The most notable threat is Testing, especially
in modified versions of the design in which more than three observations exists.

Furthermore, creating similar groups sometimes requires more than a few observations
per sample, which is out of the reach of many datasets. There are other variations of
Switching Replication design. For instance, Treatment Removal Design which is a trade-
off between Switching Replication and simple Pre-Test Post-Test design in that it does
not reuse the control samples as treatment, used for the problems with sparse treatments,
Repeated Designs, in which a group is assigned to treatment multiple times, to evaluating
the consistency of the treatment effect on the outcome, and Solomon 4-Group design, where
the two extra observations are taken from new samples, to provide further control for testing
threat.

Natural Variables Designs

X I O
Instrumental Variables O
Instrumental Variables Analysis has been used for decades beyond the QED and even causal
inference has well-established theoretical support and can be used to infer strong causal re-
lations with very low threats to validity. This is achieved by identifying a variable that could
possibly only be associated with outcome through the treatment in prior and evaluating
causality through that Instrument variable. The Instrument is usually a real-world variable
irrelevant to the causal mechanism of the outcome or a dummy randomly assigned variable
that happens to be correlated to the treatment [19]. However, because of requiring prior
knowledge, its applicability to HCD is situational. Furthermore, the effectiveness of Instru-
mental Variable is heavily reliant on the relevance assumption, which is Instrument not
having a causal effect on the treatment, and exclusion restriction, which is the Instrument
not having a direct causal effect on the outcome [28].

I X O
Regression Discontinuity O
Although Regression Discontinuity is a Pre-Test Post-Test Between Subjects design, similar
to the Non-Equivalent Group Designs mentioned above, its power lies in a threshold-based
Assignment. In Regression Discontinuity design, samples with a variable just above an
arbitrary threshold are used as treatments, and samples just below the threshold as control.
This threshold acts as pseudo randomization and the differences between those just on
the sides of the threshold is small enough that it does not cause bias in the confounders.
Regression Discontinuity is especially robust to Samples threats and results in an unbiased
estimate of the causal effect [196].

However, what distinguishes Regression Discontinuity and Instrumental Variables as the
QEDs of highest the standard is that they account for differences of hidden confounders
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between the groups, which other QEDs at best controlled for. One of the main considera-
tions in investigating the validity is that there should be no clustering of samples on sides
of the threshold which would suggest manipulation of the treatment. Furthermore, Regres-
sion Discontinuity needs a large sample size and precise modeling of the causal function.
Because access to a continuous threshold variable used for assigning treatments is situa-
tional, especially in high-dimensional observational datasets, the application of Regression
Discontinuity is limited to specific problems [35].

2.3.5 Discussion

In recent years, a paradigm has emerged to solve the HCD problems by empowering QEDs
with machine learning, which are becoming very popular in social sciences [71, 168, 133].
The new methods consist of a heuristic search for filtering the potential causes from the
set of all variables, coupled with an efficient QED or sometimes a Rubin Causal framework
[164] for evaluating the validity of those potential causes more rigorously. Technically almost
any machine learning method, from clustering to classification, such as feature selection,
autoencoding, recommendation, anomaly detection, and transfer learning can be used to
guide the QED. But most of the existing methods use unsupervised algorithms in order to
avoid high multiple hypothesis adjustment.

One of the most successful of these attempts is the line of work by Athey in [13, 200].
They have introduced a family of nonparametric CD methods based on decision trees.
What distinguishes their approach is that it can discover subpopulations with outlier Av-
erage Causal Effects and the confidence intervals for each. This is achieved via an adaptive
nearest neighbor algorithm in identifying critical variables. Furthermore, this approach over-
comes selection bias and effect of hidden confounders by subsampling of the random forests.
However, these methods fail to not rely on subspaces with low coverage, and consequently
its accuracy plummets at datasets with small population and large number of variables,
which is critical in HCD.

Another notable line of work is done by Li [102, 103] in which efficiency is the main
focus. In these methods, candidate variables are selected through an association rule min-
ing algorithm, and then tested in a series of retrospective cohort studies which evaluate
causality of those candidates. However, these methods suffer from sensitivity to controlled
confounders, and an implicit causal sufficiency assumption.

In general, by drastically reducing the number of hypothesis tests, these methods scale
to HCD at a much better rate than SL. Furthermore, because of the QED designs and the
possibilities of feature extraction and mapping during the search phase, they can adapt
to CD problems with specific objectives, constraints, or hypotheses. However, what distin-
guishes QED-based HCD methods is higher external validity than most SL models and even
true randomized experiments. This is because observational QEDs involve real-world treat-
ment patterns instead of artificially controlled settings. In return, they usually suffer from
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reliability and theoretical guarantee of the results. This is partly because they inherit the
threats to internal validity and contamination of magnitude of causal effect by confounders
of QEDs they use, and partly due to the heuristic nature of the non-causal search process.

2.4 Conclusion

2.4.1 Progress Made

As discussed, the general causal inference and CD approaches in dealing with HCD problems
face problems in computational complexity, multiple hypothesis adjustment and various bi-
ases. In the last decade, well known SL methods has been extended to deal with HCD by
bypassing the exponentially growing conditioning sets. However, the theoretical guarantee
which they offer relies on a list of assumptions that is rarely fulfilled in real world applica-
tions. On a parallel line of research, machine learning techniques equipped QEDs against
large HCD problems by searching for promising hypotheses. Although QED-based methods
are flexible and efficient, they are plagued by validity threats and are reliant on the user to
adjust method to the particular HCD problem.

2.4.2 Existing Gaps

The first gap in HCD is with regards to the credibility of results. Overall, HCD methods
are becoming more and more efficient but less and less reliable. At its current state, to the
best of our knowledge, there are no significant laws, similar to Newton’s laws of motion or
Hardy-Weinberg principle, or major scientific discoveries, identified by any CD method, in
any field, despite the overflow of practitioners and datasets.

If CD, and HCD in particular, is going to have a future outside topics such as explain-
ability and fairness, and be used for scientific knowledge discovery, similar to randomized
controlled trials, they need to demand more from the data and less from the assumptions.
To achieve this, there is a desperate need for a falsifiable platform that evaluates how well
the HCD approaches can replicate existing discoveries in various real-world applications
from existing large observational datasets, in presence of nonlinearities, non-stationarity
and data corruptions.

The second gap in HCD lies in its applicability. The current space of HCD is mostly
focused on variations of similar successful methods outperforming each other in the general
HCD, or applying HCD methods to specific applications. This is in contrast to sister sub-
fields such as machine learning and causal inference, where there are various problem types,
inspired by real-world applications. In this vein, HCD can benefit from defining and solving
specific problems, inspired by reoccurring real-world applications, such as finding combina-
tions of causes whose joint occurrence is required to change the outcome, temporal patterns
which causes need to follow, causes of specific subpopulations or underlying mechanisms,
causes in active and reinforcement learning setting, exact function between the cause and

33



the outcome, and distinguishing causes that are sufficient from those that are necessary.
Most of these tracks can be tackled by adjusting the existing methods or combining them
with other well-known algorithms.
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Chapter 3

Relational Causal Discovery

As discussed previously, a large enough number of samples is crucial to overcome key chal-
lenges of CD such as large conditional independency sets and multiple hypothesis correction.
This demand grows nonlinearly with the number of variables, and by the size of HCD prob-
lems becomes the key decider of the performance.

On the other side, in many applications the prior knowledge of the relations between
some of the variables is available. This opportunity even more pronounced in HCD, where
the wide range of variables provides ample opportunity to import various relational data
into the analysis. For instance, in bioinformatics problems, the association between different
levels of genomic, transcriptomic, metabolic, and clinical phenotypes is created by extensive
databases [14].

These prior relations can range from knowledge of causal relations to simple correlations
extracted from other datasets. The prior relations not only can help narrow down the set of
potential causal relations and increase their posterior confidence, but also help to identify
the potential confounders, thus lowering the pressure from multiple hypothesis correction
and conditional independency sets respectively.

The incorporation of prior relations is applicable not only as a performance enhancing
technique, but also when the known relations are ought to be enforced. The incremental
search for the new discoveries based on existing ones is the common mode of real-world
knowledge discovery. This is indeed how the modern scientific studies are done; the findings
of previous researches motivates the search for potential relations between the variables and
mechanisms involved. Information transfer has even been used in other sample-starved sub-
fields of machine learning such as transfer learning and active learning to a great success
[208, 175, 174].

Yet, despite the practical and epistemological motivations mentioned above, CD of a
partially discovered system of relations has remained understudied. CD methods either
cannot use the relational data as prior, such as most QED based methods, or are limited
to assuming relations as known causal relations, such as SL methods.
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We name this problem of CD using prior relational information Relational Causal Dis-
covery (RCD). To solve RCD, we propose HUME [115]. HUME is also capable of performing
on a very large number of variables, and variables of different types. Because of the quadrat-
ically large space of possible relations, the main challenge of HUME is to very efficiently
guide the search and conditioning for causal relations based on associative relation.

HUME is based on guiding a matching-based QED via network analysis. At its core,
HUME uses three ideas. Firstly, it finds the promising candidate relations for the QED,
while avoiding the data dredging of checking a large number of potential hypotheses. This
is done by utilizing a novel link prediction algorithm on a network of co-occurrences of
variables that is also populated by known associations. Secondly, it narrows down a large
number of potential confounding variables for each candidate relation, which because of the
high-dimensional nature of the problem cannot be ignored. This is done by using proximities
in the co-occurrence network to distinguish hard and soft confounders and matching using
a novel optimal pairing technique. And thirdly, across different steps of the algorithm, it
eliminates the variables that lead to prevalence-wise untestable hypotheses. This is achieved
by reverse engineering the number of samples required for the best-case scenario to use the
variable.

3.1 Problem Description

RCD takes two inputs:

• A necessary binary sample-variable Data matrix M ∈ {0, 1}n×m, where Mi,j = 1 if
the jth potential cause variable is positive in sample i, and Mi,j = 0 otherwise.

• An optional bounded variable-variable Prior matrix P ∈ [0, 1]m×m, where Pi,j = p

indicates the evidence for relation between variables i and j, with p = 0 for no evidence
and p = 1 for highest evidence.

And outputs:

• The sets of cause-effect relations between the variables {xoi → xj}, i, j ∈ {1, ...,m}.

• The vector of causal statistical significance p∗, where p∗i corresponds to adjusted p-
value of ith causal relation.

Here, the Prior matrix can aggregate multiple sources and types of relations, and values
can be assigned depending on the nature of interactions between the variables and the
reliability of relations. For instance, larger values can be assigned to relations that are
considered causal, or simply have higher correlation, or there is a higher confidence in source
reporting their association. In experiments done with HUME, we will show the real-world
example of how the various data types and be aggregated and enrich the Prior.
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Figure 3.1: Phases of HUME. In phase 1, the Association Network is constructed based
on Prior matrix and co-prevalence between variables in the Data matrix. In phase 2, the net-
working scoring equation is used to sort and filter candidate edges in the network. In Phase
3, the QED is used to test the causal significance of candidate relations after controlling
the effect of Relational Confounders and multiple hypothesis testing.

3.2 HUME Method

To solve RCD, HUME deploys three phases of analysis using various novel techniques (Fig-
ure 3.1).

• First, HUME needs to construct a model that can represent the prior associations
between variables, for which we introduce the Association Network.

• Next, since all possible relations cannot be evaluated, HUME needs to recruit a set
of top candidate relations, for which we develop a novel link scoring method that
efficiently ranks all possible relations based on their associations in the Association
Network.

• Ultimately, HUME needs to test each of the candidate relations for causality.

– Network: Since the number of potential confounders for each candidate relation
can be very large, candidate confounders are identified and categorized by priority
using the proposed Relational Confounder Identification.

– Since a large number of confounders can reduce the statistical power significantly,
confounders are efficiently controlled via the suggested matched-pairs QED that
uses Hungarian algorithm to optimally pair samples based on their similarity in
confounders.

– Then McNemar’s test can be used for evaluating significance of each candidate
relation from the matched samples.

– Finally, HUME must control the effect of the multiple hypothesis testing, for
which we use the False Discovery Rate (FDR)-based Benjamini-Hochberg cor-
rection.

Performing phase 1 and phase 3, in one form or another, seem to be obvious steps for
solving RCD. The reasoning behind performing phase 2 is to have an unsupervised control
over the trade-off between false positives and false negatives. If we were simply testing every
possible relation, even ignoring the computational cost, the number of hypotheses would
scales quadratically with the number of variables. To avoid the potential of passing some of
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Figure 3.2: Association Network. Two variables are connected if they co-occur in n0 sam-
ples in or more in the data matrix or have a non-zero value in the Prior matrix. Candidate
relations are selected from the edges with the highest score F . Hard Confounders H and
Soft confounders S are selected based on their minimum distance from the variables of the
candidate relation.

the non-causal potential relations just by random chance, the multiple hypothesis correction
would have to be very strict which could potentially reject many of the causal relations.

This is even a bigger problem in the context of HCD, due to the large number of mostly
unrelated variables and the relatively small number of samples relevant to each hypothesis.
Like many HCD methods, HUME solves this problem by reducing the set of all possible
relations to a smaller set of candidate relations, using phase 2 as well as the proposed
Prevalence Threshold once before phase 1, and once before phase 2, to further filter variables
and relations based on a lower bound for their co-occurrence. In the following, we explain
each phase of HUME in more detail.

3.2.1 Network Analysis

Goal of the first and second phase are to model the inputs on a network and then use the
network to find promising candidates for causal relations.

Association Network

Association Network G = (X,E) is an weighted undirected graph, were each node represents
a variable in the Data matrix X = {x1, ..., xm}, and each edge represents the association
between the nodes on its ends Eij > 0 | xi ∼ xj (Figure 3.2). There exists an edge Eij
between two nodes xi and xj if they either:

• Are considered associated apriori, indicated by non-zero elements in the Prior matrix
Pij > 0.

• There is evidence of their association, indicated by co-prevalence higher than a spec-
ified threshold in the Data matrix ∑n

k=1Mik ·Mjk > n0.

Hence, the edge weight matrix can be neatly calculated as E = max(P, [MTM > n0]). It
should be noted that since E is large, sparse, and each of its elements and rows can be
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computed independently and efficiently, HUME does not need to store it, and instead can
derive them on the fly.

Network Scoring

Now that the Association network is constructed, the next step is to rank the edges. To
achieve this, HUME uses a modified version of an unsupervised link prediction scoring
scheme. The reasons for using an unsupervised link prediction approach are its well-studied
power in measuring the chance of existence of an edge between nodes, minimizing the
dependence on learning parameters, keeping the prediction whitebox for the expert’s inter-
pretation and intervention, and most importantly, avoiding additional data dredging.

In most unsupervised link prediction methods, a score is assigned to the potential link
between each pair of unconnected nodes, and the edges the with highest scores are selected
as the predicted links. HUME’s score is based on the Adamic-Adar (AA) score [3] which
itself is a version of common neighbors score that weights the uniqueness of the shared nodes.
The reason for using the AA score is that it not only outperforms other local scores in most
scenarios, but also outperforms global heuristics, such as Katz score, in the networks, such
as ours, that have short paths between potential nodes [105].

However, unlike the standard link prediction methods that outputs nonexistent edges,
HUME expects the network scoring to output a subset of existing edges, since only those
edges can represent the relations that have enough supporting samples in the Data matrix
to potentially qualify the causality test. To solve this problem, unlike the original Adamic-
Adar algorithm, HUME includes the joint neighboring set, and computes the score only
between connected variables. Hence, HUME’s score function becomes:

Fij =
∑

k ∈ ( Γi ∪ Γj )
log−1 |Γk| (3.1)

Where Sij is the score of the possible edge between two variable nodes i and j, and Γ(k)
is the set of neighbors of node k. After computing the score for all existing edges, the edges
with the top c highest scores, that have at least n0 samples with both variables positive,
are selected for the next phase as the candidate relations.

3.2.2 QED

Having obtained the candidate relations from the network scoring phase, the objective of
the third phase is to only accept the relations that have sufficient evidence for their causality
in the data matrix. To the best of our knowledge, QEDs had not yet been used for CD of
relational datasets and networks, and hence multiple techniques needed to be developed to
apply QEDs to RCD.
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3.2.3 Matching

The core of QED is the experiment design model. The experiment design that HUME uses
is the matched pairs design. This is because matched pairs design is flexible and efficient
in dealing with a large number of confounders and confounders of different types. Matched
pairs design, tries to couple every sample that has received the treatment to a sample that
has not received the treatment, but is similar otherwise, and then uses the difference between
the outcome in these set of pairs to evaluate causality of the hypothesis.

For HUME, Since the candidate relations reported from phase 2 are undirected (xi —
xj) and matched pairs design is asymmetric, we need to assume one of the variables in the
relation as the treatment and the other as the outcome and perform the hypothesis test
(xi ?−→ xj), and then swap their place and repeat the test (xj ?−→ xi).

Relational Confounder Identification

Matched pairs design requires the confounder of every hypothesis to be specified. However,
due to the large number of the potential confounders for each candidate relation, it is
impossible to specify the confounders of all possible hypothesis without the risk of data
dredging, and control for them without the risk of heavy statistical power loss. Therefore,
HUME needs to efficiently estimate confounders of every candidate relation. The proposed
approach divides confounders of a candidate relation into two sets of hard confounders and
soft confounder and uses the proximity between nodes in Association network to distinguish
them.

We define the Hard confounders as the potentially confounder variables that have sig-
nificant association and therefore must be controlled, and Soft confounders as the other
relevant variables which we prefer to be paired, if possible, to maximize the similarity be-
tween paired samples. Specifically, hard confounders of a candidate relation are defined as
the set of nodes in the network that are at geodesic distance of l or less from either of the
nodes involved in relation, and its necessary to match them in pairing. Soft confounders on
the other hand, are the set of non-hard confounder nodes in the same connected component
of network as candidate nodes, and are only preferred to be matched in the pairing. Hence,
the set of hard confounders and soft confounders of variables i and j of distance l are defined
as:

Di,j(k) = min{d(i, k), d(j, k)}

Hl (i, j) = {xk ∈ X | Di,j(k) ≤ l}

Sl (i, j) = X \Hl (i, j)

(3.2)
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Where d(·, ·) is the geodesic distance between the nodes in its argument, D·,·(·) is the
geodesic distance between the node of its argument and the edge between nodes of its
subscript, and is used to identify the set of nodes that are only ≤ l node apart from
variables in candidate relations. It should be noted that although equation 3.2.3 would be
computationally very expensive in general, in practice since number of candidate relations
is much smaller than the number of variables and usually the candidate relations share
variables, HUME can first identify the unique variables across all candidate relations, and
then for each for query the neighbors of side d, before aggregating them for hard confounders,
meaning that the number of neighborhood search queries (α) is bounded by: α < 2 · c� m.

There are multiple reasons for using geodesic distances of the network as the measure of
finding confounders. Firstly, this guarantees competing candidate relations to be counted as
confounders of each other due to their adjacency in the network. Secondly, any statistically
significant confounder would have high enough co-prevalence with at least one of the nodes,
inevitably be a neighbor to it in the network, and therefore be selected as a hard confounder.
And lastly, the larger set of soft confounders helps to control for the cumulative effect of
many nodes that are not direct confounders, but their weak correlation can cascade through
chains of nodes, a phenomenon known in network analysis as contagion [43].

Optimal Matching

To match pairs of samples from the treatment and control group, HUME needs to con-
sider many hard and soft constraints implied by the hard and soft confounders respectively.
This may lead to heavy statistical power loss for the matching, if the pairings are not done
efficiently. We formulate this problem as an optimization problem of assigning treatment
samples to control samples with hard confounders as constraints and soft confounders as
penalties. A technique used in integer programming is to move constraints to the cost func-
tion, and weight them so high that it is guaranteed that violating them cannot be compen-
sated, and using a threshold equal to weight of the hard constraint for the accepted optimal
value, so that if satisfying hard constraints are impossible, the assignment be rejected [10].
The optimization problem can be solved efficiently using the Hungarian Algorithm [94].

The overall process of the Relational Confounder Identification and optimization formu-
lation can be combined elegantly. This can be done by computing the minimum geodesic
distance of every node from the nodes of the candidate relations, and then computing the
sharp inverse sigmoid of the minimum distances, to find weight of every node. Next, for
every pair of treatment and control, weights of those nodes that do not match between the
two samples are summed as the difference between them. This matrix of difference can be
fed to the Hungarian algorithm to find the treatment - control pairs. Therefore:
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xi
xj xj

xi
xj a b
xj c d

Table 3.1: Discordant b is the number of pairs of positive treatment and negative control
samples, and discordant c is the number of pairs of negative treatment and positive control
samples. For instance for the candidate relation (xi → xj), discordant b for instance, is
the number of paired samples where one has the positive candidate cause xi = 1 and the
positive candidate outcome xj = 1, and the other one that also has received the positive
candidate cause xi = 1 but does not have the positive candidate outcome xj = 0.

min
U

∑
i,j

qij Uij

qij =
∑
k

(1− sig (Di,j(k)) · Ik(i, j) ∀ i ∈ Xtreat & j ∈ Xcont

(3.3)

Where Uij is one if sample i from the treatment group is paired with the sample j
from the control group, and is zero otherwise, and qij is the aggregate difference of the
confounders in i and j, sig(·) is the sigmoid function, and indicator Ik(i, j) is 1 if treatment
sample i and control sample j are different at variable k.

A potential issue is the controversy over controlling potential confounders. Matching
based on non-causes, such as colliders, can lead to false inferences [91, 144]. Although
some authors argue that score-based/propensity score matching and randomized comparison
safeguards against it [161, 163, 165]. both of which are used here.

Statistical Test

The ideal statistical hypothesis test for HUME’s paired categorical data is McNemar’s test.
The standard McNemar’s test approximates the p-value by applying Chi-Square test on
the Test statistic consisting of difference between the discordants of the contingency table.
In HUME’s hypotheses however, most of the times the numbers of discordants are low,
and thus, the normal distribution approximation of the Chi-Square test is overly liberal.
Therefore, HUME uses the McNemar’s test with the yates continuity correction [55].

χ2 = (|b− c| − 1)2

b+ c
(3.4)

Multiple Hypothesis Correction

Since one hypothesis test is done for each candidate relation, a multiple hypothesis testing
approach is required to counteract the chance of some of the large number of hypotheses
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being accepted by random chance [82]. To compensate for the large type I error caused by
the number of test hypotheses, we need to control the data snooping effect while still aiming
to discover as many causally significant G-DR relations as possible [56]. To do so, HUME
uses the Benjamini-Hochberg procedure [20], a well known FDR approach that controls
the expected ratio of false discoveries by sequentially adjusting the significance levels of
statistical tests, to contain the overall type I error rate across all predictions. For HUME,
the procedure is:

Reject { Hyp1,Hyp2, . . . Hypt } : t = argmax
i

(
p(i) ≤ i · α0/c

)
(3.5)

Where α0 is the maximum acceptable FDR which controls how liberal the causality test
can be, Hyp1 to Hypc are the candidate null hypotheses, p(1) to p(c) are their corresponding
p-values, sorted from smallest to largest, and t the adjusted significance threshold.

In the context of the problem, an FDR based approach is superior to alternative ap-
proaches such as Family-wise Error Rate Correction or Closed Testing Principle that set an
overly conservative and less relevant goal of containing type I error rates of all hypotheses
simultaneously, or Resampling based procedures which rely on tuning test statistics of the
system of interdependent variables of the problem.

Prevalence Threshold

Throughout HUME, we used the parameter n0 to filter variables. In the following, we show
the justification and estimation for it. One of the major inefficiencies of CD methods, which
becomes more significant in HCD, is evaluation of hypotheses and conditional independen-
cies for which there is not sufficient volume of evidence to make judgement. Although in
general it is not possible to find a tight bound for the requirement for the sufficient statis-
tical power, we show that in a modular CD process like HUME, it becomes possible to find
a lower-bound for minimum number of relevant samples.

We define the Prevalence Threshold n0 as the minimum number of samples required
to identify the significance of a potential causal relation. Hence, every variable that is not
positive in at least n0 samples and is not negative in at least n0 samples should be removed.
Furthermore, every potential relation whose cause and outcome are not both positive in at
least n0 sample is unfalsifyable and hence should be ignored.

The main strengths of a Prevalence Threshold concept are:

• It can be used at different points of the analysis, from checking the falsifiability of a
conditional dependency, to evaluation of a potential causal relation.

• It can reject a variable at the preprocessing, and before any analysis, thus in a HCD
setting potentially reducing the dimensionality significantly.

In HUME, we used n0 three times:
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Figure 3.3: Prevalence Threshold Estimation Best-case reverse engineering approach
is used to decide Prevalence Threshold n0, a minimum for the number of samples required
to pass the QED phase. For a selected significance level α0, n0 is the smallest number that
its corresponding p-value, derived from ideal scenario of McNemar’s test, is less than α0.
For α0 = 0.05 for instance, this correspond to n0 = 6.

• As a prevalence criteria for the variables to filter the Association network nodes X.

• As a co-prevalence criteria for the Data matrix-based potential relations to filter the
Association network edges.

• As a co-prevalence criteria for candidate relations to filter the hypotheses being se-
lected via Network Scoring.

It should be noted that n0 was not used for the QED phase because of the potential of
skewing the number of candidates and underestimating the number of tested hypotheses.

Now we can discuss the process of deriving the value of Prevalence Threshold. Prevalence
Threshold is designed as a necessary condition for variables and relations that would other-
wise fail the QED due to insufficient prevalence of samples supporting them. We, therefore
need to compute the upper-bound for prevalence of a variable or relation, where even in
best-case scenario, it cannot pass the adjusted statistical test. To do so we need to traverse
HUME from the end and reverse engineer its conditions for the best-case scenario:

• In the Multiple Hypothesis Correction, a candidate relation (xi → xj) would have the
lowest p-value among all candidates so that the multiple hypothesis testing procedure
would not affect its significance level. It should be noted that the Family-Wise Error
Rate corrections, would result in a much more strict criteria and hence much larger
n0.
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• In the Statistical Test, since the diagonal entries of the Contingency Table have no
impact on the McNemar’s test, for maximum test statistic, one of the discordant
entries (b and c) would be zero and the other would be equal to the total number of
pairs [n/2]. Hence, by computing the p-values of the the McNemar’s test corresponding
to different values of the discordant, we can derive that for any given significance level,
what minimum number of pairs should be (Figure 3.3).

• In the Optimal Matching, the number of pairs would be equal to the minimum of
size of treatment and control sets. This is exactly the condition which defines the
Prevalence threshold n0. Therefore, we have:

n0 = argmax
b

pMN (b)

s.t. b ∈ N , pMN (b) ≤ α0

(3.6)

Where pMN(b) is the p-value calculated using McNemar’s test for contingency table
with non-zero value b only at a discordant, N is the set of natural numbers, and α0 is
the desired significance level.

3.3 Experimental Evaluation

For assess the relevance of RCD and HUME’s ability in solving it, we applied HUME to
the pharmacogenomics application and dataset discussed in Chapter 1.2, and performed
experiments in three folds:

• Performance of each of the phases of HUME are compared against baseline methods
to judge the justification of each of the comprising component:

– Filtering efficiency of Network Scoring based on how high it ranks the true causes
among all possible relations.

– Accuracy of QED independent of filtering based on the p-values it assigns to all
millions of possible relations.

• Dependency of HUME accuracy on its parameters is studied to investigate the risk of
overfitting and the applicability to other settings.

• The performance of HUME with all phases and the default parameters in finding
known causes and new discoveries is measured to test the overall charactristics of
HUME, and provide new discoveries for the application.

3.3.1 Filtering Efficiency

To evaluate the effectiveness of the first two phases of HUME in modeling interconnection
between relations and filtering them, we have studied how well the Guideline relations
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Figure 3.4: Network Ranking of Guideline Relations. Guideline relations are ranked
very highly among potential relations for both AA score and Jaccard index. AA score
significantly outperforming Jaccard index in ranking Guideline relations.

are ranked among all possible potential relations, and how well it can be compared to
the intuitive and well known correlation used in the Jaccard index (Figure 3.4), which is
commonly used to capture association in network analysis [159].

Modified AA score ranked the Guideline’s strong, significant and notable relations are
on average in the top 0.01%, 0.06% and 0.27% of top scored links, showing reliability
of the HUME’s Network Scoring in passing true relations, even after applying a harsh
filtering. Moreover, median and minimum ranking of all Guideline relations are 3.02% and
11.57%, which indicates that by proper tuning of the Candidate threshold c, the majority
of promising relations can pass, resulting in a potentially low false negative rate.

The respective average and minimum ranking of the Guideline relations for the Jaccard
index are 7.38% and 26.52%. These metrics are much higher than the AA score, demonstrat-
ing superiority of the measure used by HUME, but also flexibility and potential for using
alternative measures. This is an expected outcome since by weighting unique neighbors
highly, AA score effectively emphasizes variables that cannot be explained by other con-
founders, and controls the contribution of potential causes that are common in many cases
and would have passed by the large co-prevalence they would have with many other vari-
ables. These properties, in addition to the minimum number of tuning parameters involved,
make AA score a preferred method for Network Scoring.

The candidate threshold c should be decided based on the size of the Association net-
work. Increasing c indefinitely, in hope of discovering all promising relations, results in the
opposite effect of overburdening the QED phase and pruning of many candidate relation by
the multiple hypothesis test’s compensation for the number of hypothesis. For the pharma-
cogenomic dataset, Candidate threshold of c = 2000 is used, which passes the majority of
Guideline relations.
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3.3.2 Causality Accuracy

Even by using a conservative Relational Confounder Identification Confounding Distance
of l = 2, across all candidate relations passing from Network Scoring phase, the median
number of confounders and the median number of paired cases is 13 and 24 respectively,
indicating the statistical power of the match paired design experiments.

To evaluate performance of the QED phase, independent of how well the candidates are
filtered in the network analysis phase, we measured the p-value of all 1.1 million valid rela-
tions under HUME’s QED. Results show presence of most Guideline’s strong and significant
relations in top ranked relation p-values, on median being ranked in the top 0.082% of all
relations.

To further demonstrate the overall validity of the QED process used by Hume, we
studied distribution of p-values of candidate relations (Figure 3.5) evaluated by HUME
under default parameters. The overall results show the ability of QED phase in detecting
significance of Guideline’s strong and significant relation and passing majority of them while
preserving a high standard for new relations.

Next, to validate confounding correction phase and the overall matched pair design
approach, we compared the distribution of p-values with the default settings to the sce-
nario where key external confounding information about the patients is known (Figure 3.5).
Specifically, we provided Hume with age, gender and dosage of patients to be used as hard
confounders, with continuous values of age and dosage categorized into 5-quantiles with
equal number of patients.

The results show a relative consistency of p-values, especially close to the deciding BH
line, which indicate reliability of the selected confounders in simulating a quasi controlled
and randomized trial. The only exception are the top ranked candidates, which on average
received an order of magnitude higher p-values. This phenomenon is due to the fact that by
adding more constraints on the matched design, smaller number of pairs will be available to
be matched, and therefore statistical power of the test will be reduced, and less significant p-
values will be observed, even despite having the same ratio of cases supporting the relation.
It should be noted that in practice such key information about the samples and their level
of treatment are not necessarily known, and Hume is able to provide similar evaluation in
absence of hidden confounders.

3.3.3 Parameter Tuning

In total, there are three tunable parameters in HUME, namely Prevalence Threshold n0,
Confounding Distance l, and Candidate Threshold c. However, since It is not always easy to
set these parameters based on a ground truth set of relations, we would like the performance
of HUME to be relatively robust with respect to changes in n0, l, and c. To test this, we
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Figure 3.5: QED Ranking of Guideline Relations. Distribution of QED p-values of
candidate relations on a logarithmic scale. For every relation, the p-value is calculated once
only based on confounders discovered automatically in the Confounder Identification step,
and once by also including clinical variables of the pharmacogenomic dataset as confounders.
Guideline’s strong, significant and notable relations are indicated by circles around them
proportional to their level of significance. The Curve of p-values is compared to BH line,
resulting in approval of the top 153 relations.

varied l between 0 to 3, c in range of 500 to 4000 with 500 unit steps, and n0 between 5
and 10, corresponding to baseline p-values of 0.0736 and 0.0044 respectively (Figure 3.6).

By increasing Confounding Distance l, HUME considers more confounders for each
hypothesis, and therefore controlling for variables associated with Guideline variables. This
is evident as by increasing l from 0 to 1, the number of Guideline’s strong and significant
relations passing the process, increases from 3 to 6. On the other hand, by significant increase
of l, pairing becomes harder and therefore the number of paired cases and consequently
statistical power reduces significantly. This phenomenon happens when going from l = 2 to
l = 3, as not only the number of passed Guideline’s strong and significant relations drops
from 7 to 4, but also 39% of the newly discovered relations with l = 2, fail to have enough
pairs to pass the QED in the l = 3 scenario.

By increasing c, more statistically significant relations that do not have sufficiently strong
connections in the network will have the chance to be evaluated by the QED phase. We
can show this by measuring the number of Guideline relations that fail to pass the network
filtering phase, which increases from 3 to, 5, 11 and 26 as Candidate Threshold becomes
more strict by decreasing c from 2000 to 1500, 1000 and 500. On the other side, increasing
c liberally results in a large list of candidate relations to be tested by the QED phase.
This results in a much harsher multiple hypothesis testing step, which in turn threatens
rejection of some of the significant relations. This can be noticed when increasing c from
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Figure 3.6: Dependence of Performance on Parameters. Percentage of Guideline’s
strong and significant (known) relations and non-Guideline (new) relations discovered for
different values of the three tunable parameters of HUME, namely Confounding Distance
l, Candidate Threshold m and Prevalence Threshold n0. Discovery rate of new relations
is based on the ratio between the number of non-Guideline relations and union of all non-
Guideline relations discovered under all configurations.

2000 to 4000, the number of Guideline’s strong and significant relations passing the process
decreases from 6 to 2.

The effect of the Prevalence Threshold is more subtle. For the majority of realistic
values for n0, it only eliminates nodes and edges prior to their elimination by the network
filtering and QED phases, making the process computationally more efficient. However, for
large enough values of n0, Prevalence Threshold works as an additional correlation test
which negatively affects promising relations, similar to the effect of large values for c. This
happens for n0 = 9 and 10, resulting in the number of Guideline’s passed strong and
significant relations the process decreasing from 6 to 4.

Overall, unless extreme values are assigned to parameters, the HUME’s performance
shows good robustness. This is desirable, as we ideally expect HUME to be responsive to
the False Discovery Rate α0, which control how conservative the passed predictions should
be.

As a Guideline, based on the most reliable results of the experiments, we recommend
the default values of l = 1, c = 1000 and n0 = 6 for the problems with similar scale to that
of the pharmacogenomic dataset.

3.3.4 Overall Performance

We have tested the overall performance of HUME with all of its phases with default param-
eters. Among Guideline relations, 2 of 3 strong relations, 10 of 14 significant relations and
2 of the remaining notable relations pass the system. In addition, 153 new relations with
significant p-values are discovered.
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As discussed in the Chapter 1.2, pharmacogenomic applications have the unique advan-
tage of validating results in different ways. We already discussed HUME’s competence in
discovering biomarkers that are known to be involved with anthracycline cardiotoxicity in
the scientific community. However, there are additional pathway analysis evidence to sup-
port significance of the new discoveries. Among the 153 SNPs discovered by HUME, there
are several cases of SNPs from the same gene being detected independently.

For instance, HUME’s newly discovered SNPs rs2587895, rs10748505, rs12078289, rs11185112,
rs10494069, rs17014199 and rs521721 all belong to gene NTNG1 which is involved in
post-translational protein modification and cell adhesion molecules. Similarly, rs3765483,
rs16827109 and rs12757549 are from gene ZMPSTE24 which is part of the Adipogenesis
and Terpenoid Backbone Biosynthesis pathways, and rs1444307, rs11073622, rs7161752
and rs2173090 are from gene AGBL1 which are also involved in post-translational protein
modification.

There are also HUME SNPs that match with the Guideline’s strong and significant
SNPs’ genes, such as rs17868327 which similar to rs17863783, is from gene UGT1A6, and
pathways, such as rs11869821 which is from ABC pathway similar to many of the Guideline
SNPs. These overlaps support functional significance of SNPs discovered by HUME in gene
and pathway levels.

3.4 Discussion

Beyond the common pros and cons of the hybrid (machine learning search and QED evalua-
tion) HCD approach discussed in 2.3.5, specifically lack of theoretical guarantee and causal
sufficiency assumption, HUME has few unique properties:

• By using the patterns in the prior datasets, as is premised by RCD, HUME is able to
evaluate relatively very few hypotheses and which in turn leads to low false positive,
low multiple hypothesis correction, and high statistical power relative to the high-
dimensional and small sample size nature of the problem.

• HUME is the fastest of all the proposed methods in this thesis as well as the vast
majority of the CD methods, including all mentioned in this thesis. HUME owes this
to the very simple operations that it performs in each phase, as well as the efficiency
at which the Network Scoring can filter causal variables.

• HUME is the only of the proposed methods in this thesis to not require a specific
outcome, i.e. it searches for causes of every variable in the dataset, and in this sense is
more similar to the established SL CD approach rather than emerging HCD methods.
With the increasing interest in the latter, HUME can be modified to only construct the
local network around a particular outcome to avoid the search in the whole hypothesis
space.
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• Although HUME achieved the efficiency goal we had in mind via its effective gen-
eral design, its technical details have a lot of space for improvements. For instance,
Network Scoring completely ignores the combined interactions between the variables,
and hence would perform poorly if causal variables have non-factorable effects such
as conditional or multiplicative effects. We will explore these challenges in the next
chapters. Another example is matched pairs design which is one of the simplest QED,
and prune to errors discussed in the Related Works chapter, and due to relative small-
ness of candidate causes, can be replaced with a more sophisticated QED, with little
rise in the computational cost.

• To the best of our knowledge, HUME was also the first CD method applied to ADR
SNP discovery. Despite its simplicity, HUME used the rich bioinformatics datasets,
to find promising results and inspire further studies [34].
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Chapter 4

Stratified Causal Discovery

The existing CD methods compare the potential causes and outcomes across all samples,
and hence have the tendency to discover the causes that would try to explain all positive
cases in the outcome. However, this approach will not perform well for the causes specific to
a particular subset of samples, for instance in scenarios when an outcome can have different
causes in different groups of the population or when the outcome has different underlying
mechanisms.

For example, the pharmacogenomic application, anthracycline cardiotoxicity, is a multi-
factorial adverse drug reaction whose main mechanisms are believed to be the inhibition of
Topoisomerase 2β and the reaction of reactive oxygen species [120]. This means that the
rs2229774 mutation in the RARG gene, which influences Topoisomerase 2β, would cause
toxicity in some, but not all of the anthracycline patients. Current causal analysis meth-
ods may lack the statistical power for detecting the rs2229774 as a cause for anthracycline
cardiotoxicity, and rs2229774 would be dismissed by a current CD method on the whole
population, due to its absence in those cases where the ADR is caused by the Reactive
Oxygen Species mechanism, as there would be patients without rs2229774 in which anthra-
cycline cardiotoxicity would nevertheless occur. See Figure 4.1 for a visual demonstration.

However, to the best of our knowledge, there has been no method capable of discovering
causally distinct groups and their corresponding causes in high-dimensional settings. To fill
this gap, we name this problem of discovery of causes specific to subsets of samples Stratified
Causal Discovery (SCD). Here, strata are the disjoint subsets of the samples with a similar
outcome. We show that if the outcome is modified to represent the positive sample of strata
instead of all samples, the less prevalent causal mechanisms are more likely to be captured.

We present ARISTOTLE, the first method for solving SCD. ARISTOTLE is a multi-
phase algorithm that tackles the above challenges by using a divide-and-conquer scheme
that utilizes biclustering for finding the promising strata and candidate causes and QED to
identify the stratum-specific causes. ARISTOTLE is also capable of using the prior domain
knowledge of confounders and variables’ grouping.
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Figure 4.1: Stratified Causal Discovery Example. Diagram representing four variables
(columns) across different sample (rows). A standard cause (blue) is highly associated with
the original outcome (yellow), and can be identified by most measures of association. How-
ever, a stratum cause (green) that only affects the outcome in a particular type of samples
(1A), could be missed from simple association with the outcome, and requires comparison
against its corresponding outcome stratum (red) to be identified confidently.

4.1 Problem Description

SCD is defined as the problem of identifying the strata with positive outcome such that
for each stratum, there exists a set of variables, at statistically significant association with
membership in the stratum, after controlling the effect of confounders. This means that
for the samples in the stratum, the values of these variables, called stratum causes, is re-
sponsible for the positive outcome. Here, SCD follows the strict notion of causality, which
expects that the outcome is positive almost always when and only when the variable group
is positive.

SCD receives inputs:

• A necessary Outcome vector Y ∈ {−1, 1}n, where Yi = 1 if sample i has the positive
outcome, and Yi = −1 otherwise.

• A necessary binary sample-variable Data matrix M ∈ {0, 1}n×m, where Mi,j = 1 if
the jth potential cause variable is positive in sample i, and Mi,j = 0 otherwise.

• An optional sample-variable Natural Confounders matrix Z ∈ {0, 1}n×l, where Zi,j =
1 if Natural confounder j is positive in sample i. Natural Confounders represent vari-
ables with apriori expected relation with the outcome that must be controlled as
confounders and ignored as potential causes.

• An optional variables clustering Grouping set G = {G1, . . . Gg | Gi ⊂ {1, . . . ,m}},
where i ∈ Gj if variable i belongs to Grouping j. Grouping represent the prior knowl-
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edge about the sets of variables that are causes to similar outcomes. We refer to
columns of Data matrix that correspond to Grouping set variables as M (1), . . .M (g).

And outputs:

• Causal Strata P = {P (1), . . . P (k) | P (j) ∈ {0, 1}n & ∀ Yi = 1 ∃ ! P (j)
i = 1}, which is

the disjoint partition of outcome-positive samples with distinct causes. In other words,
every sample whose outcome is positive, is assigned to a causal group ∑k

j=1 P
(j)
i = Yi.

• For each causal stratum, Strata Causes {xoi
Pj−→ Y }, which is the sets of variables

causing the outcome in the stratum.

• The vector of causal statistical significance p∗, where p∗i corresponds to adjusted p-
value of ith causal relation.

For instance for the pharmacogenomic application, a target ADR can be used as the
Outcome vector, patient genetic panel as the Data matrix [62], clinical and demographic
information as Natural confounders, genetic pathways as the Grouping set.

There are two main challenges for SCD:

• Stratification of population thins out the number of samples, while multiplying the
number of possible causes by the number of strata, and thus exacerbates the chance
of data dredging. This is an even bigger problem for HCD which already suffers from
small in comparison to the large number of variables.

• Clustering cannot identify the hidden strata that reflect the underlying causal mech-
anisms (because of using both causal and non-causal variables), and if are chosen
poorly, may very negatively impact validity of the results. In a causal stratification
one would expect the samples from the same Stratum (with the same causal mecha-
nism) to have similar Causes positive. This in fact results in a Catch-22, where a good
approximation of the Causal Strata is needed to discover the Strata causes, while a
good approximation of Strata causes is needed to arrange samples into Causal Strata.

It is worth noting that in addition to the causal variables, the causal strata may also
include confounding and conditioning variables, and even non-causal associated variables.
What distinguishes a stratum as causal is that there exist variables that cause the outcome
for the set of samples in the stratum.

4.2 ARISTOTLE Method

To solve SCD, we propose ARISTOTLE [114]. The overall design of ARISTOTLE is based
on a divide-and-conquer scheme that breaks the set of variables into groups and aggregates
the significant sample and variable patterns. To do this, ARISTOTLE utilizes supervised
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biclustering to identifying the promising strata and variables, and matching QED to evaluate
the causality of variables with respect to a particular stratum. Initial partitioning of the
variables can be performed randomly or based on the prior clustering of Grouping set, or
skipped if the problem is not very high-dimensional.

Like most HCD methods, ARISTOTLE’s solution to SCD’s first challenge is to select
a shortlist of candidate causes from the set of variables, based on their association with
the effect, which is the Causal Strata in SCD. However, Causal Strata are unknown, which
brings us to SCD’s second challenge which is to simultaneously stratify the samples and
identify the candidate causes. This can be solved using a biclustering that jointly groups
variables and samples based on their association, which could also be used to score the
variables.

However, due to the high dimensionality, it is infeasible to perform the computationally
complex biclustering on all variables simultaneously. Hence, ARISTOTLE has to divide
the variables into groups, perform the biclustering to find the candidate causes and strata
locally, and then merge the results to form a data matrix with fewer but of higher relevance
variables. After the variables are reduced to candidate causes, biclustering can be reused,
this time satisfying the second challenge.

For causal inference in presence of the low sample size created by the first challenge, as
discussed in the 2, Matching QED, is one of the best approaches when the statistical power
is the greatest threat to the validity. It should be noted that unlike the classical CD where
the causes are considered based on their adjusted association with the positive outcome, in
SCD the causes are considered based only on the outcomes corresponding to the particular
stratum. Figure 4.2 illustrates these two types of causes.

It should be noted that although the Stratified Causes are identified using causal in-
ference, the Causal Strata are established only based on association. Hence, a theoretical
guarantee for causality of the outputs in general, does not exist.

This completes the reasoning for the design choices of ARISTOTLE: divide-and-conquer
for high dimensionality, Matching QED for CD under the first challenge, and biclustering for
candidate and stratum discovery under the second challenge. Hence, ARISTOTLE consists
of the following five phases (Figure 4.3):

• Grouping: break down the variables into Groups, via Grouping set or randomly.

• Scoring: Bicluster each Group, and score variables based on their association to its
strata.

• Filtering: Select the highest scoring variables from each Group, and aggregate them
as candidate variables.

• Stratification: Bicluster candidate variables to find the Causal strata.

• Inference: evaluate causality of each candidate variables for each Causal stratum.
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Figure 4.2: Stratified Toy Example. A sample dataset illustrating stratum-specific and
general causes.

Figure 4.3:Overview of ARISTOTLE. The data are shown by rectangular blocks and the
methods are shown by ovals.M1 toMg are submatrices of the Data matrixM , corresponding
to variables in Grouping set G produced in the Grouping phase. W1 to Wg are the variable
scores produced by the biclustering algorithm during the Scoring phase. C1 to Cg are the
sets of the top scoring variables in each of the Groups, selected in the Filtering phase, and
aggregated into candidate causes C. Causal Strata P1 to PK produced by biclustering of
the Stratification phase. QED evaluates the candidate variables in the set C for causality
with respect to their corresponding Causal Strata P and confounders Z in the Inference
phase and outputs the pairs of Strata Causes and Causal Strata P .
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Further details of each step are provided in the following sections.

4.2.1 Grouping

This phase simply groups variables into g possibly overlapping subsets {G1, . . . Gg}, with
m1, . . . and mg variables respectively, either based on the Grouping set, if available, or by
partitioning variables randomly. Each group should be small enough to be handled efficiently
by biclustering, and at the same time, there should be enough variables for biclustering to
be able to estimate the causal strata.

4.2.2 Scoring

This phase, for every Group, biclusters Data matrix of Group’s variables, and assign scores
to them based on their association Wi ∈ {0, 1}mi , i ∈ {1, . . . g}.

For biclustering and acquiring strata-based variable scores, ARISTOTLE uses SUB-
STRA [90]. SUBSTRA is a state-of-the-art Probabilistic supervised biclustering method
which takes a Data matrix and Outcome vector as input, and produces three related out-
puts: Strata of samples, clusters of variables, and variable scores.

SUBSTRA learns these outputs through an iterative approach that simultaneously op-
timizes two objectives: biclustering quality, and predictive performance. The probabilistic
graphical model of SUBSTRA incorporates an information flow between the strata, variable
clusters, and the outcome. The unique characteristic of SUBSTRA is that it uses a score of
a variable to estimate its ability in identifying the strata that can discriminate between the
two classes of the outcome.

In the first step of each iteration, in an approach analogous to leave-one-out cross-
validation, the variable scores are modified such that the new assignment probability dis-
tribution of each sample over all strata results in a better predictive performance for that
sample. In other words, the new scores increase the probability of assignment to strata with
outcomes consistent with that of the sample itself. Then, new scores are used for clustering
sample again before moving to the next sample. This improves the biclustering towards a
better prediction. In the second step of each iteration, the variable clusters are updated
given the updated sample strata such that the coherence of the variable values within each
bicluster increases. This increases the biclustering quality.

Therefore, by optimizing the biclustering quality and prediction quality simultaneously,
SUBSTRA identifies:

• Sample strata, such that samples from the same stratum have similar values in the
high-scored variables and the outcome.

• Variable groups, such that the patterns of variables grouped together are different
between the strata as well as between the positive and negative outcomes.
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ARISTOTLE uses SUBSTRA for three reasons:

• SUBSTRA assumes similar outcomes for samples in each stratum. This is important
for consistency with the notion of Stratum causes defined by the SCD problem.

• SUBSTRA learns the variable scores according to their relevance to the outcome, and
uses these scores when computing the strata. Hence, the produced strata are related
to the significant variables which are associated to specific strata of the outcome.

• The variable scores produced by SUBSTRA indicate the amount of dependency be-
tween the variables and the outcome, and can be used for filtering out irrelevant vari-
ables and narrowing down the set of candidate causal variables. This variable filtering
helps reduce the number of effective hypotheses and avoid the multiple-hypothesis
testing penalties, which is the first challenge in SCD. It should be noted that this is
only possible because the patterns that cannot reach statistical significance, or are
not tested against the outcome, do not need to be taken into account while correcting
for multiple hypothesis testing [195, 151]. This assumption is tested in practice in the
result section.

To the best of our knowledge, SUBSTRA is the only existing method with the above
characteristics.

4.2.3 Filtering

With the variables’ scores measured, in this phase, ARISTOTLE locally select the highest
scoring variables from each Group, and aggregated them as the set of candidate variables
C = ∪gi=1Ci, Ci ⊂ Gi. For this task, ARISTOTLE uses an outlier detection algorithm,
which selects variables with scores outlier to the distribution of scores in the group. Since
biclustering produces score of a variable only relative to the other variables in each group,
the scores from two different variable groups are not comparable to each other. Hence,
ARISTOTLE applies a feature selection to each group independently.

Specifically, ARISTOTLE uses the scaled Median Absolute Deviation (MAD) [101] to
identify a boundary above which the scores are considered outliers. The MAD score for
variables can be computed using the formula:

MADi = µ(|W (i) − µ(W (i))|)√
2 · erf−1(1/2)

(4.1)

where W (i) is the vector of scores of variables from Group i, µ(·) is the median of its
input argument, and µerf is the Gaussian error function. ARISTOTLE decides whether
score W (i)

j of variable j in group i is an outlier, if W (i)
j − µ(W (i)) > L × MADi. The

parameter L essentially counts the number of standard deviations, and determines how
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extreme a score should be to be considered an outlier. In standard practice, the value of L
is usually selected as an integer between 2 and 5.

There are two reasons for choosing MAD:

• MAD is based on a parsimonious and well-studied equation which requires only one
parameter, and adds a minimum level of complexity to the process.

• MAD is extremely robust to heavy-tail distributions, which is common to SUBSTRA’s
scores.

Stratification

Causal Strata capture the subtypes of the positive outcome from the patterns between the
Strata Causes and samples and the best estimation of Strata Causes are candidate variables
C, and natural confounders Z, if available. Hence, this phase biclusters samples based on
the Data matrix of Candidate variables, the outcome, and natural confounders, resulting
in the Causal strata P = {P (1), . . . P (k)}. Once again, due to the aforementioned reasons,
ARISTOTLE uses SUBSTRA for biclustering.

4.2.4 Inference

In this phase, ARISTOTLE evaluates causal relation between each candidate variables
and each Causal stratum, while controlling for natural confounders and other candidates
[125, 115]:

Xi
?−−−−−→

Z ∪X−i

Y (j) ∀Xi ∈ C & Pj ∈ P : Y (j)
k =

1, if k ∈ Pj
0, else

(4.2)

Where Xi is a candidate variable, Y (j)
k is sample k membership of Causal Stratum Pj ,

Z is the set of natural confounders, X−i = C−{Xi} is the set of candidates variables other
than Xi.

The causal inference algorithm takes Data matrix M , candidate variables C, Causal
Strata P , and natural confounders Z as input, and outputs pairs of Strata Cause and its
corresponding Causal Stratum. It should be noted that each variable can be associated to
more than one strata, and each stratum can have more than one causal variable.

For this task ARISTOTLE uses a Matched pairs QED. The matching used in ARISTO-
TLE is similar to that of HUME with two key differences:

• Controlling Confounders: Natural Confounders Z must have identical values in
each treatment-control pair. Sum of the differences of other candidate variables of
treatment-control pairs should be minimum. For the optimal pairing, ARISTOTLE
employs the Hungarian matching algorithm [94] based on the Manhattan distance,
differences in the Natural confounders are multiplied by a large value to act as a hard
constraint.
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• Multiple Comparison Correction: Like most methods for controlling the FDR,
ARISTOTLE requires the number of true null hypotheses [80]. In ARISTOTLE how-
ever, due to the supervised elimination of some of the potential hypothesis during the
Filtering phase, and the significant dependency between hypothesis that share candi-
date causes or stratum, the equivalent number of hypotheses is hard to identify and
lies in the wide range from the number of candidates to the total number of variables
times the number of strata. Hence, a method for estimating the number of true null
hypotheses is used in ARISTOTLE. A well-known procedure for estimating of the
number of true null hypotheses is the adaptive Benjamini-Hochberg [21]. Adaptive
Benjamini-Hochberg works based on the graphical interpretation of the q − q plot of
p-values, which results in a simple stepwise procedure for estimating the number of
true null hypotheses.

In summary, in the Inference phase: (1) for each candidate, samples are match paired
based on their differences with respect to the candidate variable, confounders, and other
candidate variables using the Hungarian algorithm, (2) p-value of each matched pairs hy-
pothesis is calculated using McNemar’s test with Yates’ correction, and (3) the p-values
of candidate variables are analyzed using the adaptive Benjamini-Hochberg method and a
subset of them are reported as the causal variables.

4.3 Experimental Evaluation

4.3.1 Experiments on Synthetic Data

Synthetic Stratified Dataset

To properly evaluate the performance of ARISTOTLE under different conditions and with
known ground truth, we created the synthetic stratified datasets. In order to faithfully
recreate the type of biclusters that exist in real-world applications [104, 48, 160, 39], the
following assumptions are made for the generation of the synthetic stratified data:

• variables form clusters and whose members have similar values across samples. The
sizes of clusters follow a Binomial distribution. Each cluster is present in a subset of
samples, i.e. the variables of the cluster have a value of 1 for those samples but 0 for
the others.

• Some of the clusters are causal, meaning that all of the variables in those clusters
are strata causes. The remaining clusters are non-causal, meaning that none of their
members is causal. The members of causal clusters have value 1 only for a subset of
samples with the positive outcome. There is a one-to-one relationship between the
causal variable clusters and the strata of samples with positive outcome.
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Table 4.1: Parameters of synthetic data generation and their values. The default values are
underlined.

Parameter Value
Number of variables (m) 100000
Number of clusters (f) 2500
Number of groups (g) 100
Variable noise (qx) 0.05
Fraction of positive samples (p) 0.2
Number of causal variable clusters (g) 2, 3, 4, 5
Outcome noise (q) 0, 0.05, 0.1, 0.2
Number of positive samples (n+) 75, 100, 125, 150

• On top of the variable clusters, there is another layer of grouping of variables which
represents the Groups. These groups are mixtures of different clusters; however, they
tend to contain variables from similar clusters, represented by low entropy in clusters
values of groups. To achieve this, a process based on the concept of ’rich gets richer’
is used, which is introduced in the Barabasi-Albert algorithm [5], originally designed
for network simulation. In this process, variables are randomly selected to be assigned
to groups, and a variable is assigned to a group with a probability proportional to the
fraction of the current variables in the group that belong to the cluster containing the
variable.

• Both variables and outcomes contain noise. Noise is added to the variables and out-
comes by flipping a randomly selected portion of the entries.

The parameters of synthetic stratified data generation are shown in table 4.1. All pa-
rameters are set to be in the same order of magnitude as the pharmacogenomic data and
the typical values of omics datasets [134, 104, 24], which also matches with the marginal
distributions in [180]. The effect of the last three parameters in this table are evaluated,
which are the most significant in HCD, and are expected to have the most significant impact
on the performance, namely Number of clusters, Outcome noise, and Number of positive
samples. The effect of varying each parameter is investigated by fixing the other two at their
default values, shown in the table, and apply the three methods ARISTOTLE, Fuzzy, and
RFCI on 100 generated datasets. It should be noted that similar clustered data-generation
processes in the literature could not be used [180], because they could not produce the
biclustering joint distribution.

Baseline Methods

Two other baseline methods are included for the evaluation purposes:
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• RFCI: The state of the art general CD method that balance of accuracy and com-
putational complexity, to compare the quality of discovered causes. However, RFCI is
still computationally intensive. Therefore, the same divide and conquer approach as
in ARISTOTLE was employed for RFCI. Specifically, RFCI is applied to each group
separately and then applied again to the union of causal variables selected for different
pathways by RFCI. This produces the final set of variables predicted to be causal for
the variable.

• Fuzzy: A well known supervised clustering method introduced in [2], to compare the
quality of strata. Similar to SUBSTRA, this method incorporates supervision into
the clustering by producing classification scores for variables, and uses the class label
of each point to identify the optimal set of clusters that describe the data, and the
obtained clusters are then used to build a fuzzy classifier based on relevant variables
identified using Fisher-interclass separability method [44]. All variables are given to
this method as input (i.e. no divide and conquer).

Results of Experiments

The results of tests on synthetic datasets are shown in figure 4.4.
Causal Strata: First, accuracy of ARISTOTLE in finding the true causal strata is

evaluated, and compared to that of the Fuzzy method. This is measured using the Rand
index [78], a well-known method for measuring the performance of a clustering algorithm
based on an external gold standard. These results show that the Rand index of ARISTO-
TLE’s strata with respect to the true strata across the different experimental settings is
consistently above 0.5 and reaches to 0.8 in most cases.

Somewhat unexpectedly, ARISTOTLE tends to be more successful in scenarios with a
larger number of clusters. This is because ARISTOTLE tends to decompose the true strata
into subsets, due to the effect of non-causal variables, resulting in smaller Rand index for
cases with fewer clusters. As expected, the Rand index decreases with increasing noise, but
does so slowly. Most importantly, the Rand index varies little with respect to the number
of positive samples, which supports the claim that ARISTOTLE can deal with the first
challenge.

Compared to the Fuzzy method, ARISTOTLE achieves a consistently and substantially
larger Rand index in all experimental settings. Even though both methods use supervision,
this indicates a better incorporation of the supervision information in ARISTOTLE through
an effective variable scoring.

Strata Causes: Second, ARISTOTLE performance in finding the causal variables is
evaluated, and compare it to RFCI. Since the number of true Strata causes is fixed across
the experiments, Precision and Recall of the causes are good indicatives of methods’ per-
formance. Overall, Recalls are the sensitive to experiment setting, which is indicative of the
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Figure 4.4: Results of Synthetic Experiments. Rand Index, Recall and Precision of
ARISTOTLE, RFCI, and Fuzzy are measured across 100 experiments with different value
of number of clusters, outcome noise, and number of positive samples. There is no value for
Rand Index of RFCI since it does not discover strata, and there is no value for Precision
and Recall of Fuzzy since it is designed for clustering not CD.
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reliance of CD methods on various assumption, and Precisions are much higher and more
consistent, which is a common phenomenon for CD methods, due to their conservative
nature in compare to predictive models.

ARISTOTLE’s baseline Recalls are moderate at above 60%, but decreases significantly
with the increase in noise and number of causal clusters. This may be due to the reduction
in size of the positive strata, which results in a weaker signal for each causal variable
and consequently lower statistical power. For the same reason, increasing the number of
positive samples improves the Recall, although to a more moderate degree. ARISTOTLE’s
Recall consistently outperforms RFCI’s, which demonstrates the advantage of SCD over
the classical CD that discover causes in the whole population. The gap between the two
methods decreases with increasing outcome noise, and both methods perform equally poorly
(Recall ≈ 0.2) for 20% outcome noise. However, the difference between ARISTOTLE and
RFCI becomes more pronounced for higher number of positive samples. This is because
RFCI substituting the FCI’s possible separation sets with adjacency sets (to speed up the
independency checks) compromises the completeness of the causal graph, and hinders it
from achieving higher accuracy.

ARISTOTLE’s Precision remains at a high level, around 95%, consistent with the
premise of an FDR of 5%, and is always slightly better than RFCI in all the experimental
settings tested. Although RFCI achieves a similar Precision for smaller numbers of strata
and levels of noise, the advantage of ARISTOTLE increases for the harder problems with
more strata and higher noise levels. To conclude, the experimental results on synthetic
data show that ARISTOTLE SCD consistently outperforms the well-known methods with
classical CD approach.

SCD: Lastly, the role SCD in ARISTOTLE’s accuracy is evaluated. To test this, the
performance of ARISTOTLE under the default parameters is compared with two alternative
settings applied to the candidate variables:

• No Strata: Inference without considering the strata, i.e. QED for all positive samples
in one stratum.

• Perfect Strata: Inference using the ground-truth positive strata as the outcomes.

ARISTOTLE Inference achieves a Precision of 0.93 and a Recall of 0.62. No Strata
Inference has a Precision of 0.95 and a Recall of 0.29. The greatly reduced Recall is due
to failure of No Strata Inference to detect the causal variables with small stratum. This is
because the concentration of the occurrence of causal variable in a small subset of positive
samples constituting a stratum. When matching in the QED, this small difference fails
to separate the positive strata and matching positive samples reduces the support for the
hypothesis. This further supports the claim that stratification of the samples can find the
causes which would have been otherwise missed. The reason for the higher Precision of the
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ARISTOTLE’s QED is that it results in larger p-values in general and, therefore, is more
conservative.

The Perfect Strata Inference has a Precision of 1.00 and a Recall of 0.69. This indicates
that ARISTOTLE has a very similar performance to the method with the true knowledge of
causal strata. This experiment provides evidence that ARISTOTLE can deal with the second
challenge effectively. It should be noted that Recall is more important than Precision in the
CD setting, because the computational predictions are often later examined experimentally
in order to rule out any false discoveries. However, missing an important true causal variable
may be more detrimental from a scientific point of view.

4.3.2 Experiments on Real-world Data

As discussed earlier in the introduction, Anthracycline Cardiotoxicity is now believed to
be a multi-factorial ADR with multiple underlying mechanisms including the inhibition of
Topoisomerase 2β and the action of Reactive oxidation species [120, 63]. Hence, discovering
the genetic risk biomarkers of pediatric Anthracycline Cardiotoxicity is a SCD problem.

From the pharmacogenomic application’s dataset introduced in the chapter 1.2, we use
anthracycline cardiotoxicity as the Outcome vector Y , patient SNPs as the Data matrix M ,
clinical factors as Natural confounders Z. Because biological pathways are the functional
units inside the cell, using them to cluster omics data is commonplace [8, 203]. Therefore,
in the experiments, Groups are defined according to SNPs memberships in pathways [88].
Specifically, in the Grouping phase, we mapped the SNPs to genes using the tool introduced
in [123]. Then, based on the genes in the Encyclopedia of Genes and Genomes pathways,
1.2 million SNPs were associated with pathways to form the 323 final Groups. The SNPs
that did not correspond to any gene belonging to one of the pathways were discarded.

The results of applying ARISTOTLE to the pharmacogenomic application can be eval-
uated from three standpoints:

• Results Profile: By statistical analysis of distribution of the p-values of the discov-
eries.

• Literature Review: By comparing the overlap between ARISTOTLE’s discoveries
and the known causes, which were deduced from independent medical records and the
literature.

• Systemic Interpretation: By providing biological interpretation for corresponding
genes and pathways of the discovered SNPs.

Results Profile: Figure 4.5 shows the logarithmic q − q plot of the distribution of
p-values of the candidate variables computed by ARISTOTLE for the pharmacogenomic
dataset, where candidate are sorted in ascending order of p-values. The straight lines indicate
what would happen under the null hypothesis for different numbers of hypothesis [80], i.e.
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if candidate causes and outcomes were independent and randomly selected. Interestingly,
adaptive estimation of the number of true null hypotheses (the purple line) results in almost
the same number of hypothesis as the number of candidate variables after filtering phase
(the yellow line), and the corresponding lines align. This indicates that the number of
the variables passing the filtering of ARISTOTLE is a reasonable estimate of the number
of true null hypothesis. The order of magnitude of ARISTOTLE’s p-values is similar to
those reported in the Guideline [7] and HUME [115] and the distribution of the p-values
significantly deviates away from the straight line, i.e. null distribution, especially in its
heavy tail which correspond to the significant relations. This indicates that significance of
ARISTOTLE’s discoveries are comparable to those reported by HUME and Guideline.

Literature Review: We investigate the overlap of ARISTOTLE SCD discoveries with
the SNPs discussed in the Guideline, introduced in the chapter 1.2.1, and HUME [115]
as estimations of the ground truth knownledge of causal SNPs. 28 candidate variables
passed the statistical test at the FDR significance level of α = 5% and were selected by
ARISTOTLE as the SCD causes.

Two of the Guideline’s three strong SNPs, namely rs2229774 and rs17863783, passed
the test with p-values of 5.4E− 05 and 8.9E− 05 respectively. rs2229774 was also detected
by HUME and its validity is carefully studied in [7]. But more importantly, rs17863783
was not detected by HUME. This shows the advantage of ARISTOTLE in finding those
factors that are causal for one archetype of cases, but would be missed if all cases are
counted the same. Looking more closely, rs17863783 has only a very strong association with
Anthracycline Cardiotoxicity for one of the strata, but does not have enough prevalence in
the other strata to be detected by existing causal analysis methods. The Guideline’s third
strong SNP, rs7853758, was missed due to not being included in any of the pathways.
However, if it had been tested under the current QED, it would have resulted in a p-value
of 0.03, which seems significant in isolation, but would probably not have survived multiple
hypothesis testing. It should be noted that because the variable groups and consequently the
final results are susceptible to change by inclusion of new pathways and significant SNPs,
such posterior evaluations are not valid.

Furthermore, three of the Guideline’s fourteen significant SNPs passed the test, namely
rs17583889, rs10426377 and rs4673, with p-values of 1.0E − 05, 5.4E − 05 and 1.0E −
04 respectively. Of the remaining eleven significant SNPs, three had fewer cases than the
minimum prevalence threshold, four did not correspond to any of the pathways, two did not
pass the filtering process, and the two remaining ones did not have sufficiently low p-value
to pass the multiple hypothesis testing.

It should be noted that not reporting all of the significant Guideline SNPs is not nec-
essarily an undesired outcome. First, as mentioned earlier, significant relations are not the
ground truth, and some were even considered insignificant by the Guideline and HUME.
Second, and more interestingly, there can be associations that are considered significant
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Figure 4.5: Results of Real-world Experiments. q-q plot of p-values of candidate vari-
ables. The blue curve is the p-values of candidate variables, calculated by McNemar’s test.
The three linear curves show the significance level adjusted by FDR of α = 0.05, each based
on different assumptions about the number of true null hypotheses. The yellow line assumes
that the number of hypotheses is equal to the total number of variables, which gives the
most conservative possible adjustment. The orange curve assumes that the number of hy-
potheses is equal to the number of candidates produced by variable Filtering and used for
the statistical test, which gives the least conservative adjustment. The purple line estimates
the number of hypothesis according to [21], a method for the estimation of the effective
number of hypotheses, which is almost perfectly aligned to the less conservative approach.
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for the overall population, but lack a sufficient statistical power or association when the
hypothesis is focused on specific stratum [85].

Systemic Interpretation: From a biological standpoint, a significant number of ARIS-
TOTLE’s discoveries share the same corresponding genes and pathways. This not only pro-
vides evidence for the functional involvement of those genes and pathways in Anthracycline
Cardiotoxicity, but also provides further evidence for the validity of ARISTOTLE’s results.

12 of the 28 discovered SNPs share a gene with at least one other SNP. Five of these
SNPs, namely rs795887, rs6436364, rs6756107, rs6722420, and rs10755042, are all from the
gene ACSL3, which is involved in two of the pathways, 1212-Fatty Acid Metabolism and
4146-Peroxisome. Similarly, rs496179 and rs885622 are both from theDPYD gene, involved
in pathway 410-Beta-Alanine Metabolism. SNPs rs17863783 and rs10426377, which are a
strong and a significant SNP from the Guideline, respectively, are both from the SLC28A3
gene in pathway 140-Steroid Hormone Biosynthesis.

The association among SNPs is also present at the pathway level. SNPs rs26848 and
rs26849, both in the PGP gene, share three pathways with rs545253 in the MTND4P31
gene. Similarly, SNPs rs16972837 and rs659517, both from gene RY R3, and SNP rs607483,
are involved in the same pathways 4371-Apelin Signaling Pathway, 4713-Circadian Entrain-
ment and 5010-Alzheimer’s Disease. Moreover, the two RY R3 SNPs share pathway 4020-
Calcium Signaling Pathway with rs11869821. Another example is the SNPS in the UGT2B7
gene, rs7662632 and rs4356975, which have the same pathways 40-Pentose & Glucuronate
Interconversions, 53-Ascorbate & Aldarate Metabolism and 830-Retinol Metabolism, as the
Guideline’s strong SNP, rs17863783. Interestingly, rs11869821, rs2271235, rs11936348 and
rs611954 are each from a different gene, but are from the same pathway.

4.4 Discussion

Evaluation based on synthetic data shows ARISTOTLE SCD is capable of outperforming
both CD and biclustering competitors under different settings. Experiments on a real dataset
on the pharmacogenomic application indicates that SCD platform can identify new types of
causes that were not previously possible by the previous methods. Moreover, ARISTOTLE
makes additional predictions that suggest further investigations.

To be scalable to the HCD, ARISTOTLE uses background knowledge for decomposing
the high dimensional data into smaller subsets that are easier to handle.

However, ARISTOTLE not only suffers from the causal sufficiency assumption, but it
also performs worse than similar methods in terms of validity and power when the causal
mechanism is universal.

Another possible limitation of ARISTOTLE is that it consists of five main phases, more
than most multi-phase CD methods. This can result in the propagation of error from one
phase to another, and suboptimal and ad-hoc solutions. Therefore, a direction for future
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work would be to reduce the number of phases by providing a method that finds the causal
variables and the corresponding strata in an integrated phase.

Finally, and arguably most importantly, although the causal inference evaluates the
Stratified Causes, Causal Strata never receive an analysis beyond association. Hence despite
ARISTOTLE’s accuracy in discovering the true Causal Strata in synthetic and real-world
settings, a theoretical guarantee for validity of ARISTOTLE’s Strata in general, does not
exists.
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Chapter 5

Causal Profile Discovery

In many CD problems, such as in biological and medical domains, the patterns of changes
of variables over time are significant [107]. For instance, in a pharmacogenomic application,
distinguishing the samples exposed to a high level of treatment in a short time from those
with continuous moderate treatment, specifying the minimum duration of treatment to be
effective, narrowing down the treatment-effect persistence time, finding the most effective
frequency of episodic interventions, and identifying and compensating for the impact delay
between treatments and outcomes can be invaluable. There are also numerous applications
for such CD with temporal dimension, including bioinformatics [107], neuroscience [32],
climate studies [122], and economics [117], to name a few.

Temporal CD emerged to identify causal relations between time series, despite challenges
such as autocorrelation, impact delay, latent confounding effect, under-sampling, episodic
interventions, and computational complexity [112].

Granger causality is one of the pioneering techniques for evaluating and quantifying
causal relations between time series based on competence prediction via a Vector Autore-
gression [66]. Various extensions of the Granger causality have been proposed in the litera-
ture. For instance, the LASSO Granger method utilizes the L1-regularization [12] to learn
causal relations in the presence of sparse data. To deal with hidden confounders, sparse plus
low-rank networks add an extra layer to explicitly model hidden variables [209]. Gaussian
mixture expectation-maximization has been applied to identify Granger causality in the
presence of subsampled data[65]. Several other methods are proposed to address nonlin-
ear and higher-order causality, among which are copula-based methods [77] that dissociate
the marginal distributions from their joint density distribution to only focus on statistical
dependence between variables, but they face causal interpretability challenges. The major
limitation of the Granger causality is its reliance on a weaker notion of causality, since the
variables that contribute most to predicting the outcome are not necessarily causal.

Another line of research is the adaptation of SL methods for time series. The temporal
precedence constraint, i.e., the constraint that the cause should precede the effect, has helped
with reducing the search space of structural learning [77, 184]. The major drawback of SL is
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the computational complexity that grows exponentially with the number of variables, which
limits its applicability to HCD.

On the basis of cause-effect asymmetry, Kernel Conditional Deviance for causal inference
is applied in [127]. In [173], some of structural equation models such as cross-lagged panel
models [118], linear panel models [89], and autoregressive cross-lagged models are used for
CD in longitudinal data. Moreover, PCMCI and tsFCI, as the extensions of the PC and
FCI algorithms respectively, are designed for a temporal domain[167, 53].

Hidden Markov random field regression [106] exploits the variables’ covariance to learn
their causal relations, but it is usually limited in its assumptions about latent variables.
Some variations of this approach are proposed to do multi-task learning and also to deal
with dynamic temporal graphs where the graph structure is variant over time [107, 106].

By the same token, some other techniques have targeted specific problems in this context,
like convergent cross-mapping to infer causality from noisy time series data [128], Bayesian
to handle highly correlated and noisy time series space [136], and decomposed slab-and-
spike to learn the causal relations as well as the arbitrary lag among different time series
simultaneously from data [179].

Nowadays, in the matter of outstanding progress of deep learning methods in discover-
ing hidden patterns in various contexts, some studies have applied deep learning to tempo-
ral CD. For instance, to solve individual-level causal effects and estimate unknown latent
space summarizing the confounders, Variational Autoencoders is applied in [108]. Also, an
attention-based convolutional neural network is applied in [133] to perform temporal CD,
as well as predicting one-time series based on the others.

Despite the progress of discussed CD methods, several challenges still remain unresolved.
The existing methods, share the common limitation of being only concerned with causality
in a restricted sense, as they show solely whether a variable can change the outcome or
not, without indicating the causal temporal pattern, which limits the interpretability and
applicability of the results.

Furthermore, to the best of our knowledge, none of the mentioned methods are able to
take full advantage of the historical information [64] and generally take one of the following
approaches; (1) treating the observation fully independent of each other over the span of
time, (2) analyzing extracted fragments out of data, i.e. time windows, or (3) estimating
the range of lagged effects and handling all measurements separated by no more than the
ones in the lag window as a disjoint unit.

For instance, in the pharmacogenomic application, one might want to know the minimum
duration of treatment to be effective, treatment-effect persistence, or the time delay between
a treatment and its outcome. While some of the methods are flexible in terms of defining
the hypothesis [32, 179, 23], they still place the burden of finding the true hypothesis on
the user, which might result in a wrong conclusion or data dredging.
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Table 5.1: Running example dataset. For the candidate variable x1, offset [ 2 0 ], and pattern
[ 0 1 ], based on values of green cells, instance (1, 3) belongs to treatment and (2, 4) to
controls. These two instances can be matched based on their corresponding values in blue
cells, and the causal effect is assessed by the difference of their yellow cells.

x1 x2 z y

id j1 j2 j3 j4 j1 j2 j3 j4 j1 j2 j3 j4 j1 j2 j3 j4
i1 0 0 1 .9 .4 .6 .5 .2 .1 .1 .2 .8
i2 0 1 0 .9 .4 .6 .5 .2 .1 .1 .2 .1

This problem can be solved if the time series for the cause to have the most significant
impact on the outcome, is also discovered. We refer to this problem as Causal Profile
Discovery (CPD).

For solving CPD, We propose HEIDEGGER. HEIDEGGER is a multi-phase discrete-
time framework that exploits the efficiency of graph-based search of the hypothesis space
and the flexibility of QED. HEIDEGGER goes beyond a temporal CD technique, and:

• provides highly interpretable causal relations.

• detects complex temporal treatment-outcome relations.

• is robust with respect to outcome noise.

5.1 Problem Description

CPD’s input consists of observations for samples at discrete time points of the outcome y,
candidate cause variables X = {x1, . . . xm}, Natural Confounders z = z1, . . . zC :

• A necessary sample-time Outcome matrix Y ∈ Rn×t, where Y j
i is the value of the

outcome for sample i at time j.

• A necessary sample-variable-time 3-dimensional Data matrix M ∈ Rn×m×t, where
M j
i,k is the value of the kth candidate variable Xk for sample i at time j.

• An optional sample-variable-time 3-dimensional Natural Confounders matrix Z ∈
Rn×C×t, with a similar structure to Data matrix.

The reason for extending the data to non-binary values is that multiple levels are usually
necessary to represent the dynamic of temporal data, which is also reflected in the majority
of datasets using the discrete-time or digital format.

Table 5.1 presents a running example with two candidate variables, one natural con-
founder, and an outcome, recorded for a period of 4 time points for two samples.

Output to the CPD is:
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• The set of pairs of Causal Variables Xp and Causal Profiles CP.

• The vector of causal statistical significance p∗, where p∗i corresponds to adjusted p-
value of ith causal variable and profile pair.

The goal is to identify the true causal variables associated with the outcome X∗, and
their corresponding causal profiles CP∗, such that elements in X∗ and patterns in CP∗

provide the most significant causal association with the outcome when controlling for the
effect of confounders and the other candidate variables.

Each element of CP, corresponding to a candidate variable, represents a hypothesis,
where the treatment group receives the treatment in the form of the identified causal profile.
We define a causal profile, cp ∈ CP, based on the two following components:

• Treatment Pattern: A binary vector cpp ∈ {0, 1}L, where "1" means receiving the
treatment while "0" means not receiving the treatment.

• Pattern Offset: A vector integer of time offsets cpo ∈ ZL, where each offset indicates
the time offsets before the current time the corresponding element of treatment pattern
is applied.

The experiment is considered a binary treatment, with one treatment group, and one
control group defined as the no-treatment version of the causal profile. That is, the equivalent
profile for the control group has the same Pattern Offset as the causal profile, but its
Treatment Pattern is a zero vector. For example, the hypothesis that "if xi exist at time j
and does not exist at time j − 2 then y at time j changes", corresponds to causal profile
(cpp : [0 1], cpo : [2 0]), and control profile (cpp : [0 0], cpo : [2 0]).

Furthermore, the treatment group and control group consist of instances that at Pattern
Offset timepoints in the past, match the Treatment Pattern values and no-treatment values
respectively. In the example above, the instance (i, j) (sample xi at time j) belongs to
treatment group if the value of xi at time j − 2 is 0 and at time j is 1, and belongs to the
control group if the at time j − 2 and j is both 0.

The reason for this coding is that the indifference of the treatment value at a certain
time-point is distinct from its value. Finally, notation efficiency, an instance, referred to as
(i, j), is defined as a pair of sample i and time point j.

5.2 HEIDEGGER Method

To solve CPD, HEIDEGGER uses analysis at two levels. At the macro-level HEIDEGGER
generates the local search neighborhood in the graph of profiles on the fly and iteratively
prunes hopeless profiles to efficiently identify all the promising causal profiles for each can-
didate cause. At the micro level HEIDEGGER evaluates the significance of each requested
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Figure 5.1: HEIDEGGER Framework. in each step of the graph search, the most statis-
tically significant of neighbors (green) of the current node (blue) is selected as the current
node of the next step. If the current node is more significant than its neighbors (yellow),
the run stops. The string shown on each node symbolizes a causal profile, where ? indicates
that value the of candidate variable at that time is arbitrary ∈ [ 0 1 ]. For each node, to
compute the significance level, treatment and control groups are selected from the set of
instances, matched via clustering, before computing their test statistic.
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causal profile by applying a novel randomized block QED with a flexible matching function
(Figure 5.1).

Specifically, for each candidate variable, the hypothesis search space is modeled as a
graph, referred to as the Profile Graph, where each node indicates a potential causal pro-
file. Thus, for each candidate variable at a time, HEIDEGGER runs a heuristic search on
the profile graph to spot the most significant profile, while it dynamically generates the
local neighborhoods in the search space and upon visiting each node, the corresponding
causal profile is evaluated using a randomized block QED. Randomized block QED used in
HEIDEGGER consists of three stages:

• Identifying the treatment and control groups by comparing the values of the candidate
variable of each instance with the causal profile and the no-treatment (control) profile,
respectively.

• Clustering the union of treatment and control group instances into blocks, where all
instances in a block are similar enough, and randomly matching treatment and control
instances within each block.

• Performing a paired statistical test to evaluate whether there exists a statistically
significant difference between the outcome of the two paired groups.

It should be noted that the significance level of the candidate variables and their causal
profiles are adjusted for multiple hypothesis testing based on the FDR criteria. The detailed
description of each phase is presented in the following sections.

5.2.1 Graph Traversal

As aforementioned, the backbone of HEIDEGGER is the traversal of the profile graphs to
get to the most significant candidate profile. The algorithm 5.3 describes the main phases
of traversing the profile graph. Each node represents a causal profile, and there is an edge
between nodes A and B if the causal profile of node A can be converted to the causal profile
of node B with the change of a single element. Given this, the shortest path distance between
two nodes in the profile graph is equal to their minimum edit distance. The discovery process
in Graph is guided by the assumption that the p-values across the network are cohesive,
i.e., hypotheses with similar profiles are expected to have similar p-values. HEIDEGGER
uses a simple but efficient strategy to build the search space; at every step, it expands the
neighborhood of the current hypothesis, and finds the most promising neighboring candidate
to be processed by the QED (explained in Section 5.2.2).

To speed up the search, an early pruning mechanism is used on the basis of discarding
the causal profiles with permutation entropy above a given threshold. This is because in
practice, the causal profiles are expected to have low permutation entropy. For instance, a
high entropy causal profile (cp) such as (cpp : [ 1 0 1 1 ], cpo : [ 8 5 3 1 ]) is unreasonable,
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Figure 5.2: HEIDEGGER’s Complexity. The number of profiles left after pruning with
permutation entropy with threshold (θ) for different profile lengths

but a causal profile with a lower permutation entropy such as (cpp : [ 0 1 ] , cpo : [ 2 0 ]) is
acceptable.

Graph Traversal

Starting from a random starting node, at each step, the neighboring node that has the most
significant p-value is chosen. The search terminates if none of the neighbors of the current
node has a better p-value. Having one initialization point is very risky and might lead
the search to a non-significant local minimum if the starting point belongs to an isolated
island in the search space. Therefore, HEIDEGGER repeats its search process τ times, using
different starting nodes, in order to increase the chance of finding the best profile. However,
to eliminate redundancy, it records the search history and stops the search process as soon
as the current node has been visited in the previous iterations. This early termination is
based on the fact that the search path followed from a given hypothesis is deterministic and
always leads to the previously discovered local solution. The experimental results confirm
that the multi-iteration searching process does not significantly add to the number of visited
nodes.

Early Pruning

To avoid applying the expensive QED on all neighboring nodes, HEIDEGGER exploits
Permutation Entropy (PE) to prune unpromising hypotheses. PE is a robust and non-
parametric measure of the complexity of time series that works based on capturing the
change of patterns within sub-sequences via entropy of the prevalence of those patterns [74].
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Because the value of the time points of causal profile for which we calculate the complexity
is limited to only three possible states (0, 1, and ignored), we use a modified version of the
PE:

PEδ(cp) = −di log (di) (5.1)

Where di is the relative frequency of the ith unique subsequence of length δ in the causal
profile. HEIDEGGER removes the hypotheses with PE larger than θ, for an adjustable
parameter θ > 0. Larger values of θ should be considered when the user is looking for
complex patterns. While smaller values of θ significantly reduce the multiple hypotheses
penalty, the resulting causal profile is unlikely to be influenced. The reason is that most of
the desirable profiles in the real-world follow parsimonious patterns [132]. We note that the
size of the complete profile graph is exponential with respect to the maximum length of the
causal profiles, which would limit the applicability of the method in terms of the multiple
hypothesis penalty and processing time. The explained pruning mechanism reduces the
search space to a sub-exponential space, as shown in Figure 5.2. To give insight on the
level of pruning, pruning with θ = 2 shrinks the number of hypotheses with the length of
8 or less from 108 to almost 103. It worth noting that the explained pruning mechanism is
independent of the data, and can be performed consistently.

5.2.2 Randomized-Block Design

HEIDEGGER needs to evaluate the significance of the adjacent hypotheses to find the most
promising profile in the local neighborhood of a current node, which is likely to lead to the
global solution. To this aim, HEIDEGGER applies QED to find treatment and control
groups for each hypothesis and compute the significance of the difference in the outcome
between the two groups.

The specific QED, Algorithm 5.4, used in HEIDEGGER is an extended version of the
randomized block design that pairs instances based on their history of confounders, treat-
ments, and the outcome, to guarantee that the effect of these variables is controlled across
time. The reason for adopting the randomized block design is its flexibility, lack of con-
straining assumptions, and its proven effectiveness in similar studies [11], while its major
disadvantage is requiring to directly control the confounders which results in loss of statis-
tical power. In HEIDEGGER’s case, however, this is compensated by considering combina-
tions of time points and samples as instances. This increases the number of effective samples
by a factor approximately equal to the number of time points. The process of finding and
evaluating the treatment and control pairs is done in the following four main steps:
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Figure 5.3: HEIDEGGER Algorithm 1.
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Figure 5.4: HEIDEGGER Algorithm 2.

Identification of Treatments and Controls

To identify the treatment group, HEIDEGGER measures the similarity of each instance
to the hypothesis causal profile using a distance function (D1). Ideally, a zero-distance
treatment group is desirable, but enough ideal instances do not always exist. Thus, to
introduce a level of tolerance, while preserving the quality of instances, the top κ instances
are selected whose distance to the hypothesis profile is smaller than a fixed threshold (λ).
For a candidate variable v, the distance D1 of an instance (i, j) from a causal profile cp is
computed as:

D1((i, j), cp, v) = 1
L

L∑
l=1

((1− β)(|M j−cpo(l)
i,v − cpp(l)|) + β

2 ) (5.2)

The formula (5.2) can be understood from its boundary values: when the user is fully
certain about the prediction of missing values (β = 0), the formula is simplified to the
absolute difference between the causal profile and the instance. When the user is fully
uncertain of the prediction (β = 1), the formula is reduced to 1/2, indifferent toward the
value of the instance, as there is a 50% chance to make a mistake. These two boundary
scenarios are used to create the linear function (5.2) of the predicted difference term and
the prediction certainty.
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In the same way, the control group is formed by finding the top k similar instances to the
no-treatment profile, using D1. Also, the missing values of M j

i,v are predicted using linear
interpolation. Parameter β ∈ [0, 1] shows the uncertainty level for the predicted M j

i,v, and
is set to zero for the known entries of M j

i,v. In the running example, (i1, j3) is a treatment
instance because [ 0 0 1 ] has values 0 and 1 at times j − 2 and j respectively. Similarly,
(i2, j4) is a control instance.

Matching and Clustering

In order to find similar matches for the QED, we define the distance D2 between a pair
of instances (i, j) and (i′, j′) as the weighted sum of the difference of all variables across
all corresponding time points. The sum of differences consists of three components: (1) the
difference between the outcomes, (2) the difference between the confounders, and (3) the
difference between the other candidate variables.

D2((i, j),(i′, j′)) = Dcnf(i, j), (i′, j′))+
Dtrt((i, j), (i′, j′)) + γ ∗Dout((i, j), (i′, j′))

(5.3)

The reason for computing three separate components is to make sure that a high number
of variables in one component does not dominate the variables in the other components. A
high weight γ ≥ 1 is used for Dout to guarantee that the two matched instances have similar
baseline progression of the outcome. The components of the distance are defined as follows:

Dout((i, j), (i′, j′), v) = ΣL−1
l=0 ((1− β)(Y j−l

i − Y j′−l
i′ )w(l) + β

2 ) (5.4)

Dcnf((i, j), (i′, j′), v) = 1
C

ΣC−1
c=0 ΣL−1

l=0 ((1− β)(Zj−li,c − Z
j′−l
i′,c ) + β

2 ) (5.5)

Dtrt((i, j), (i′, j′), v) = 1
F

ΣF−1
f=0 ΣL−1

f=0 ((1− β)(M j−l
i,f −M

′j′−l
i′,f ) + β

2 ) (5.6)

Where L is the maximum value of pattern offset of the treatment pattern under evalu-
ation by the QED. Let us define baseline as the time point from which onward the effect
of variables is controlled, which for an outcome at time j is j − L. ~w = [1 ... 2

L−1
1

L−1 0]
is a weight vector specifying the importance of each time point in matching the outcome;
the points closer to the baseline time point are assigned higher values so that the matched
instances have similar values for the outcome at the baseline. For example, in the running
example (cpp : [ 0 1 ], cpo : [ 2 0 ]), j − 2 is the baseline point and ~w = [ 1 0 ]. The matching
process in HEIDEGGER’s QED consists of the following two steps:
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• Assign instances into blocks using a centroid-based clustering method to make sure
that the distance between none of the pairs from the same block exceeds a threshold.
This provides the opportunity of pairing any two instances from each block without
worrying that they significantly differ in any of the observed confounders and selection
biases.

• Sample random pairs of one treatment and one control instance from each block
without replacement until no more pairing can be made. The randomization controls
the effect of hidden confounders and outcome noise.

In the running example, since treatment instance (i1, j3) and control instance (i2, j4) have
identical values for their corresponding confounders, they can be matched in the same
block of the QED, where their corresponding outcome of y(i1,j3) and y(i2,j4) are compared
to measure the effect of the potential cause.

Statistical Test

Considering that the values for the outcome are continuous and not necessarily normally
distributed, and the instances are paired, the Wilcoxon signed-rank test, a non-parametric
test for the significance of the difference between the outcome of two instance groups, [61]
is used to evaluate the effect of a potential cause. The Wilcoxon test for the QED evaluates
the null hypothesis that there is no significant difference in the values of the outcome in the
treatment and control group because of the candidate variable. This provides HEIDEGGER
with one p-value for each hypothesis, i.e. each pair of candidate variable and causal profile.

5.2.3 Multiple Comparison Adjustment

Evaluating a wide range of causal profiles for several candidate variables results in a large
number of hypothesis tests. FDR-based Benjamini-Hochberg is the most reasonable multiple
hypothesis correction criteria in the context of CPD, since it is not overly conservative for
the large number of dependent hypotheses and does not rely on the tuning of the test
statistics [115].

5.3 Experimental Evaluation

In the experimental evaluation of HEIDEGGER, we aim to answer the following questions
corresponding to the claims made:

• What is HEIDEGGER’s performance in discovering the causal profiles? To this end,
HEIDEGGER’s average accuracy in identifying the causal variables with various
causal profile configurations is measured. In addition, the distance between the dis-
covered and the known causal profiles is computed.
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• Is HEIDEGGER able to detect complex causal profiles? To answer this question, we
measure how the accuracy changes as the length of the causal profile is increased.

• Is HEIDEGGER robust with respect to noisy data? To evaluate this property, HEI-
DEGGER’s performance in the presence of different levels of outcome additive noise
is measured.

• How strong is HEIDEGGER’s search? The internal validity of HEIDEGGER can be
influenced by both multiple hypotheses adjustment and the search performance in
finding the best causal profile. A study of the Benjamini-Hochberg procedure and
comparing it to the scenario with significance levels created by random chance ad-
dresses the first property. An analysis of the percentage of nodes in the profile graph
search, which lead the search process to the best discovered solution, targets the latter.

For the first three questions which require manipulation and ground truth knowledge
of the causal profile, a simulated AC power transmission system is used as the dataset;
because (1) transmission systems can be replicated with a very high fidelity [193, 121], (2)
fault detection in transmission lines is a real challenging problem [36], and (3) to the best
of our knowledge, there is no analytical method for inferring the causal profile of the faults.
For the latter questions, where applicability to the typical real-world problems is the key,
a longitudinal cognitive health study is used as the dataset. It should be noted that we did
not use the pharmacogenomic data as an application because of the insufficient number of
time point to perform any serious temporal analysis.

5.3.1 Reproducibility

For all the following experiments, HEIDEGGER’s parameters are set to a series of reason-
able default values. Hence, there is room for improvement regarding the final results by fine
tuning. Default values are used in order to ensure that the results are not tuned for a specific
problem, and the performance is generalizable to other applications. These parameter are
as follows: Entropy pruning parameters θ = 1 and δ = 2, number of search iterations τ=5,
QED matching parameters λ = 0.1, κ = 2000, β = 0.3, and γ = 200, and statistical test
significance level α = 0.05.

5.3.2 Power Transmission Datasets

We have generated a series of AC power transmission datasets based on the model created
by G. Sybille (Hydro-Quebec) [192]. The model simulates faults at the load terminal of
phases of a power transmission system and includes nonlinear elements such as surge ar-
rester, shunt compensation, and complex line impedance. Furthermore, to capture the noise,
interference and confounding effects at the level of the distribution system, an additional
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Figure 5.5: HEIDEGGER Results. a) percentage of cases with d or less edit distance
between the exact causal profile and discovered causal profile. b) Accuracy in discovering the
causal profile with respect to the length of treatment profile (L). C) Accuracy in discovering
the causal profile with respect to load variation (q).

parallel terminals load is added, with a time-variant impedance sampled for every point of
time from a uniform distribution between q% and 100% of the original load.

All variables are recorded node voltages from the power system. Specifically, the can-
didate variables and the outcomes are the varistor voltages of shunt inductors and series
capacitors respectively, all sampled every half-cycle, for a window of 20 cycles. The causal
profile in every simulation is generated using a fault switch occurring during the time win-
dow, activated for random intervals. For each causal profile, 50 samples are created by
running the simulation with the fault switch, and 50 samples without it. We set the default
values of the length of treatment profile (L), load variation (q), and edit distance (d) are
set to 2, 100, and 0 respectively, and vary them in Sections 5.3.2 and 5.3.2.

Edit Distance Analysis

Figure 5.5.a presents the percentage of cases with d or less edit distance between the exact
causal profile of the transmission system simulation and the discovered causal profile. HEI-
DEGGER is able to detect the exact treatment pattern and its offset in 84.1% of the cases.
The experimental results indicate that HEIDEGGER is able to identify the causal profile
with high accuracy.
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Table 5.2: 5 most statistically significant hypotheses with the length L = 10 in the power
transmission dataset

Pattern Offset p-value
[ 0 0 1 1 0 1 1 0 1 1 ] [ 23 22 21 20 13 12 11 8 7 6 ] 8.72E-15
[ 0 0 1 0 0 1 0 0 1 1 ] [ 25 24 23 17 16 15 11 10 9 8 ] 1.57E-14
[ 1 0 1 0 1 0 1 0 1 0 ] [ 21 20 19 18 6 5 4 3 1 0 ] 3.25E-14
[ 0 0 0 1 1 1 1 1 0 0 ] [ 22 18 17 14 13 12 11 10 8 7 ] 3.33E-14
[ 0 0 0 0 1 1 1 1 1 1 ] [ 7 9 10 13 15 16 26 17 29 31 ] 5.02E-14

Robustness to Profile Length

HEIDEGGER’s performance in discovering the simulations with various length (1 ≤ L ≤
10) is shown in Figure5.5.b. The accuracy level in discovering the causal profile is relatively
stable around 80% with respect to profile length, but slightly falls off to above 75% for longer
profiles, where the differentiation of the pattern offset is more challenging. The results show
that HEIDEGGER’s accuracy remains acceptable even for long and complex causal profiles.
The five most significant discovered hypotheses with the length of 10 and their corresponding
p-values, presented in Table 5.2, demonstrate HEIDEGGER’s ability to discover non-trivial
patterns.

Robustness to Outcome Noise

Similarly, the level of uncertainty in the data is modeled by parameter q, which inserts an
additive noise to the outcome. According to the results presented in Figure 5.5.c, accuracy
with respect to the small variations in parallel load (q & 75) is almost unchanged in the
proximity of 85%, but rapidly declines as q becomes small enough for the random parallel
load to dominate the overall load.

5.3.3 Cognitive Health Dataset

It is still unclear whether changes in lifestyle are effective at reducing cognitive decline
and the risk of developing dementia during aging. With this goal in mind, the English
Longitudinal Study of Ageing dataset has been collected based on a study on 4091 British
adults between the ages of 60 and 85 with no diagnosis of dementia at study onset, across
10 years [187].

In this dataset, ten lifestyle factors of the participants are recorded: vigorous, moderate,
and mild physical activity, friendship quality, contact frequency with friends, number of
close friends, attendance at church, education class, social clubs, and sport clubs. The main
target of this study is assessing the potential impact of lifestyle changes on cognitive function
in older adults. Cognitive function is defined as the memory index, scored between 0− 24.
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Candidate Variable Pattern Offset P-value SR T LPR Itr1 Itr2 Itr3 Itr4 Itr5

Vigorous Physical Activity [1 1] [1 0] 1.28E-08 1 100 0.49 18 22 34 43 48
Moderate Physical Activity [1] [0] 9.24E-13 1 31 0.84 12 22 24 26 28
Mild Physical Activity [1] [0] 5.25E-08 1 15 0.40 9 14 15 15 15
Friendship Quality [1] [0] 0.004702 1 7 0.43 3 7 7 7 7
Contact Frequency [1] [0] 0.006408 1 7 0.57 5 7 7 7 7
Number of Friends [1 1 1] [3 2 0] 0.123020 1 15 0.73 10 12 13 14 14
Church Membership [1 1] [1 0] 0.087008 0.40 127 0.13 19 30 39 47 61
Education Class [1] [0] 0.001289 0.62 37 0.22 16 21 28 29 31
Social Club Membership [1] [0] 0.018168 0.94 95 0.44 11 27 35 44 48
Sport Club Membership [1 1] [1 0] 6.19E-05 0.86 102 0.44 18 35 43 52 56

Table 5.3: Causal profiles discovered for the cognitive health dataset.

Multiple hypothesis testing correction

As mentioned in Section 5.2.3, the individual p-values are facing the multiple comparisons
problem should be corrected using a false discovery rate adjustment. Figure 5.6 shows the
curve corresponding to the p-values of all candidate variables and causal profiles, with
the blue line depicting the Benjamini-Hochberg adjusted threshold. The distribution of p-
values is healthy, with a long linear trail of evenly distributed p-values, as expected from
random hypotheses, and ending with few exponentially smaller p-values corresponding to
the significant causal variables [1].

A large number of hypotheses tested result in a strict significance threshold. HEIDEG-
GER was able to find the most promising profiles by evaluating only 24.8% of the total
1270 hypotheses, evaluating only a small portion of possible hypotheses; thus, a reasonable
number of promising ones are passed. Among the candidate variables, all levels of phys-
ical activity, being a member of sport club, and participating in educational class are the
variables that pass multiple hypothesis testing, highlighting their protective role against
dementia. These results are consistent with the established findings in the literature, such
as [137, 141].

Graph Search Convergence

Convergence of HEIDEGGER to the best causal profile is crucial. To this end, the rate at
which the search is able to converge to the most significant profile across different runs is
measured as the success rate (Table 5.3). In this table, T presents the number of nodes in
the profile graph after pruning, and Leading Point Ratio (LPR) is the ratio of nodes that
would direct the search process to the best discovered solution.

The general pattern of the results indicates that HEIDEGGER consistently converges
to the most significant hypothesis if LPR is large or the profile graph is small compared to
the number of iterations. This is because one of the nodes leading to the most significant
profile will most probably be selected as an initialization point. That is why for candidate
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Figure 5.6: FDR Adjustment.: q-q plot of significance level of evaluated hypotheses across
all candidate variables against Benjamini-Hochberg criteria.

variables 7 and 8, HEIDEGGER fails to find the most significant profiles in 60% and 38%
of the runs.

Graph Search Efficiency

In Section 5.2.1 we claimed that multiple initializations strategy does not significantly add
to the number of hypotheses evaluated. To verify this, we have recorded the number of
hypotheses evaluated in each of the five iterations in Table 5.3. These results show that
after a few iterations the growth rate of the number of evaluated hypotheses slows down.
It should be noted that for candidate variables with no statistically significant profile, the
growth rate in the number of evaluated nodes might be higher. This is because if a candidate
variable does not have a significant effect on the outcome, p-values of its causal profiles will
be random, creating a profile graph which requires many trial and errors to traverse.

Another phenomenon that may affect the graph search efficiency is that a candidate
variable may have multiple distinguishable profiles with a statistically significant effect on
the outcome. For example, education class might have comparable immediate and long-term
effects on the cognitive health, which result in the two equally significant profiles of (cpp:
[ 1 ], cpo: [ 5 ]) and (cpp:[ 1 ], cpo: [ 0 ]).
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5.4 Discussion

Experimental results demonstrate that despite enormous search space of CPD, HEIDEG-
GER can deal with the complex causal patterns and noisy data. This is mainly because
generating the local search neighborhood in the graph of profiles on-the-fly and early prun-
ing of hopeless profiles enables HEIDEGGER to efficiently hypothesize all the promising
causal profiles for each candidate cause.

Despite its efficiency and robustness in solving the Causal Profile Discovery, HEIDEG-
GER has several key limitations;

• Even though the pruning process shrinks the number of hypotheses, it still grows expo-
nentially, which might lead to ’inflated’ multiple hypotheses correction for long causal
profiles (> 20). This exponential growth imposed by the graph search mechanism, can
result in a high computation cost as well.

• HEIDEGGER is not able to handle non-stationary changes of the relationship between
the causal variables and the outcome over time.

• CPD’s output can be modified to report an aggregate of all the significant causal pat-
terns. This addresses the limitations discussed in Section 5.3.3 of multiple significant
profiles of a causal variable.

However, these limitations are not limited to HEIDEGGER or even CPD, and are
common to most temporal CD methods in the literature. Furthermore, due to the modular
nature of HEIDEGGER, with invention of new techniques, these problems could potentially
be targeted and solved.
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Chapter 6

Compound Causal Discovery

In their search, most CD methods assume single cause hypotheses, i.e., that the causal
relations exist only between pairs of variables, and ignore the possibility that an outcome
could have been caused by only jointly sufficient causes, also known as compound or complex
causes. However, this assumption has long been challenged in the philosophical and scientific
community as the fallacy of the single cause [154].

Also in practice, many real-world processes involve factors that only act in conjunction
with each other. For example, in behavioral genetics, it has been established that a typical
human behavioral trait is influenced by many genetic variants, rather than single causes,
where each variant is responsible for a small percentage of behavioral variability, known as
the 4th law of behavior genetic [33]. Another notable example is in pharmacology, where
the interactions between drugs are crucial in adverse drug reactions, and investigating each
drug in isolation would be insufficient [129]. The existing CD methods could theoretically
be extended to evaluate every combination of the variables as well. However, this is in-
feasible in most problems of realistic size, because combinations of variables increases the
number of potential hypotheses exponentially, which in turn increases the data dredging
and computational complexity out of control.

Hence, we name this problem of HCD of sets of variables whose combination is causal
Compound Causal Discovery (CCD). Two major classes of the existing methods, structure-
learning-based and pattern-mining-based methods, have the potential to solve CCD. How-
ever, as we discuss in the following, they can not find compound causes in HCD settings.

SL methods can be adjusted to apply the conditional independency tests on triplets and
larger cliques of variables to find compound causes. However, most of the even efficient SL
methods, such as Markov blanket discovery [6], barely scale with the magnitude of variables
in the modern HCD datasets. For instance, [109] presents MH-PC to discover compound
causes, where none of the single variables in the compound should be causal in isolation. This
constraint allows the method to discard a number of variable combinations. Similar to some
other SL methods, MH-PC tries to control the false positive rate by limiting the maximum
size of the conditioning set to a great extent. However, despite the added constraint, the
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search strategy is still fairly close to an exhaustive search. As a result, the dimensionality
of the datasets that MH-PC can search in a reasonable amount of time is in the order of
hundreds of variables. The maximum dimensionality of datasets used for the experimental
evaluation of MH-PC was 150.

Pattern mining methods [4] use data mining techniques to heuristically find the combi-
nations of variables that provide information about the target variable. These methods are
scalable to high-dimensional datasets with hundreds of thousands of variables, such as the
pharmacogenomic application [207]. However, they do not perform causality tests and lack
controlling for confounders; therefore, they can identify only associations rather than causal
relations. In an effort to overcome this limitation, [102, 103], presented the Causal Associ-
ation Rule mining algorithm (CAR), which finds the candidate compound causes based on
their odds ratio, and uses a series of retrospective cohort studies to evaluate the causality
of the candidates. While it is computationally efficient, CAR ignores data dredging and
makes the causal sufficiency assumption, hence the significance level of its discoveries is not
reliable.

To sum up, to the best of our knowledge, there were no method in the literature for the
discovery of compound causes in high-dimensional datasets in the presence of unobserved
confounders. Such a method should:

• Unlike the SL approach, be able to efficiently search through a large number of po-
tential compound causes.

• Unlike the pattern mining methods, account for hidden confounders and evaluate
causality of candidate compound causes.

Hence, we propose HEGEL, a CCD algorithm that scales well to high-dimensional
datasets and is robust with respect to noise and hidden confounders. HEGEL is comprised
of three phases:

• Search phase: a novel subgroup discovery algorithm to find compounds associated
with the outcome.

• Assembly phase: a SL method to find the causal combinations from the selected
compounds.

• Evaluation phase: a randomized block QED to test and adjust the significance of
the causal compounds.

6.1 Problem Description

CCD receives inputs:
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• A necessary categorical Outcome vector Y , where Yi is the value of the outcome for
sample i ∈ {1, . . . n}.

• A necessary categorical sample-variable Data matrix M , where Mi,j = 1 is the value
of the potential cause variable j ∈ {1, . . .m} in sample i ∈ {1, . . . n}.

• An optional sample-variable Natural Confounders matrix Z ∈ {0, 1}n×l, where Zi,j =
1 if Natural confounder j is positive in sample i. Natural Confounders represent vari-
ables with apriori expected relation with the outcome that must be controlled as
confounders and ignored as potential causes.

And outputs:

• The set of causal compounds C∗.

• The vector of causal statistical significance p∗, where p∗i corresponds to adjusted p-
value of ith causal compound.

A compound C is defined as a logical AND of a set of variable and value pairs that we
denote as selectors. A Selector I(Xj = i) for variable Xj and value i, is a boolean function
that takes value 1 if j has value i, and 0 otherwise. Formally a compound C over a set of
selectors S is defined as follows:

CS =
∏

(i,j)∈S
I(Xj = i), S ⊂ {1, ... m} × Rm, I(Xj = i) =

1, if Xj = i

0, otherwise
(6.1)

Fig. 6.1 shows a running example with three binary variables X1,X2, and X3, which
we use throughout this chapter to illustrate the method. Since there are three variables in
this example and each has two unique values, 0 and 1, we have 6 selectors, as shown in the
figure.

The reason for extending the data to non-binary values is that different values of vari-
ables can interact with each other differently. For instance, to model all possible compounds
that can be formed from two potential causes each with three possible states with binary
variables, not only compounds of size 4 instead of 2 is needed, but also depending on the
encoding strategy, some of the mutual exclusivity information may be lost.

The first main challenge in solving CCD stems from two levels of exponential complexity;
not only the number of potential compound causes grows exponentially with the number of
variables, but also the CD methods themselves are typically super-exponential with respect
to the number of potential causes [64]. As a result, the computation cost is prohibitively
expensive. In addition, due to the exponential number of hypotheses, many legitimate causes
that do not have a very high statistical power would be lost in the multiple hypothesis testing
adjustment.
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Figure 6.1: HEGEL Framework. consisting of search, assembly, and evaluation phases,
illustrated by an example.

The second challenge is the threat of hidden confounders, which in addition to screwing
the relation between potential causes and outcomes, common in CD, could sabotage the
results of CCD even further, by interacting with potential causes in the outcome. Hence,
since in practice datasets that satisfy the causal sufficiency assumption are quite rare,
especially if they are high-dimensional, CCD methods need to be able to effectively deal
with unobserved confounders.

6.2 HEGEL Method

To solve the CCD, we propose HEGEL. HEGEL, in addition to scaling well in high-
dimensional settings, does not assume causal sufficiency.

To address the first challenge, in the search phase, HEGEL uses a novel subgroup dis-
covery algorithm with a scoring function tailored to estimate the expectation of a causality
criterion for efficiently finding the candidate variables that could be promising in combina-
tion with other variables. The choice of subgroup discovery is because filtering is common
starting phase in HCD, and subgroup discovery is a data mining approach designed to
discover subpopulations within the dataset that are most significant in isolation with re-
spect to a measure of interest [75]. However, (1) causal relation is not usually the target
of subgroup discovery methods [152], (2) subgroup discovery methods usually ignore data
dredging resulted from extensively checking different variable combinations. Hence, HEGEL
needs a subgroup discovery that identifies the set of most significant candidate compound
causes while investigating as few compounds as possible.

To address the second challenge, in the Assembly phase, HEGEL breaks down and re-
combines the candidate compounds obtained from the first phase and then deploys a Markov
blanket SL model to find the causal compounds in presence of hidden confounders. The re-
combination is in order to ensure that the most significant combinations of compounds from
the pool of associated candidate compounds are inferred. Markov blanket SL is used be-
cause HEGEL is only concerned with relations of the outcomes under no causal sufficiency,
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and despite the relatively small pool of candidate compounds, the set of all of their pos-
sible combinations can become very large. Hence, HEGEL’s Markov blanket SL needs to
model the recombinations of candidate compounds and deal with hidden confounders and
computationally cost effectively.

To produce the outputs expected in CCD, in the Evaluation phase, HEGEL utilizes a
randomized block QED that provides the strength of the causal compounds found in the
Assembly phase. The reason for choosing randomized block QED is that unlike most SL
algorithms, it can provide multiple hypothesis-adjusted and confounder-controlled signifi-
cance level for causal relations [110, 28].

Figure 6.1 shows the running example progressing through HEGEL phases. In the fol-
lowing, the three phases of HEGEL are described in detail.

6.2.1 Search Phase

Because testing the causality of every possible compound is infeasible and undesirable,
HEGEL filters the promising candidate compound causes based on their association with
the outcome. However, identifying the most associated among the exponential number of
compounds, while comparing as few compounds with the outcome as possible remains a
challenge. To solve this problem, HEGEL utilizes a heuristic subgroup discovery method.
We introduce a new search strategy, objective function, and constraining criteria for this
heuristic search. Algorithm 1 describes the main components of the search phase.

The association between the compounds and the outcome variable is computed by a
score function denoted by Q, which guides the subgroup discovery in its search for candidate
compounds. The score function can be as simple as accuracy and risk ratio or more complex
such as uncertainty coefficient or the coefficient of colligation. Since the selectors and the
compounds comprised of them are binary variables, a 2x2 contingency table can encode all
the information need to compute the score between a compound and the outcome. There
are various association measures applicable to the contingency table. Here, we use the well-
known Mathews coefficient which is equivalent to Pearson correlation for binary variables
[41]. The Mathews coefficient can be computed as:

QMathews = n11n00 − n10n01√
n1�n0�n�1n�0

(6.2)

Where n11, n00, n01, n10 are the entries for true positive, true negative, false positive, and
false negative of the 2x2 confusion matrix respectively, and the black square (�) indicates
their marginal frequencies.

The goal of subgroup discovery is to find the compounds that have the highest score.
This is achieved by searching the compound tree that has an empty compound at its root
and at each level i has all the compounds of size i, where each compound is connected to
those compounds in the next level that are the union of that compound and a selector.
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Hence, the first level is comprised of all possible selectors, the second level is comprised of
all possible pairs of selectors, and so on. In the running example, level 1 includes compounds
of size one such as X1 = 0, and level 2 includes compounds of size two such as X1 = 0 &
X2 = 1 which is generated by adding selector X2 = 1 to the compound X1 = 0.

At the heart of every subgroup discovery is the search strategy, which starts with the
empty compound root, and one at a time decides which compound node to expand on the
compound tree and which selectors to be added. The resulting compounds are constrained
based on the depth criteria, i.e., the number of selectors in the compound, denoted by d.
This makes sure that tests are not wasted on compounds with insufficient statistical power
and external validity.

HEGEL’s subgroup discovery uses a heuristic beam search algorithm as the search strat-
egy. Here, at each level of the tree, top-scoring compounds from the previous level, called
beam B, are combined with promising selectors to form new compounds whose scores are
then computed to see if they can replace the existing beam compounds. The key factor in
beam search is the number of compounds maintained in the beam, called beam width β,
which for smaller values makes it similar to greedy search and for larger values similar to
breadth-first search. In the running example, the beam width is two, and in the first layer,
it includes X2 = 1 and X3 = 0. After expanding the compounds from the first layer, the two
new generated compounds, X2 = 1 & X1 = 0 and X3 = 0 & X1 = 0, replace the previous
compounds in the beam as they have better scores than them.

In the first level, scores of all selectors are computed using the scoring function. Top β
selectors with the highest scores are returned as the level 1 beam. This exhaustive search
in the first level guarantees high-quality starting compounds, which are crucial in the per-
formance of beam search, and is not expensive in comparison to the next levels, due to the
linear number of tests with respect to the number of variables. In the running example, the
starting compounds are X2 = 1 and X3 = 0 which form the beam for the first phase.

In the levels after the first level, offspring of the previous level’s beam are generated
by combining its compounds with the most promising new selectors. For each compound
in the beam, u times a promising selector is identified and the score of its combination
with the compound is computed and potentially added to the beam. If the score of a newly
evaluated compound is better than its parent compound and better than the lowest-scoring
compound in the beam, the compound replaces the compound with the worst score. The
reason for requiring that a compound has a better score than its parent is that otherwise
the variables with a high score could dominate the beam and diversity of the compounds in
the beam will be lost. In the running example, to expand X3 = 0, HEGEL evaluates u = 3
selectors with the following order: X2 = 0→ X1 = 0→ X1 = 1. Because adding X1 = 0 to
X3 = 0 results in the highest score, and the score of X3 = 0 & X1 = 0 is higher than its
parent, X3 = 0, we pair X3 = 0 with X1 = 0.
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To illustrate the reason why we need to compare the score with the parent, consider
an example where compound C has a high score. If we append a selector I to form the
compound C ′ = C ∪ I, even if C ′ is not a true cause, the combination could have a high
score due to the existing association of C to the outcome. Hence, as a pruning mechanism,
if adding I does not improve the score of C, it is discarded.

To select the most promising selectors to add to a compound, a probabilistic approach
is utilized. First, for the compound C to be expanded, the fitness value for each selector I
is computed using a fitness function, LC(I). Then, one selector is randomly selected, with
the chance of each selector being selected proportional to the corresponding fitness value
of that selector. The fitness function consists of two components, the selector’s individual
score and a term that captures how promising the selector is based on the success of its
similar evaluated selectors. The fitness function LC(I) is computed as:

LC(I) = Q(I) + αmax
I′∈H

QCI′ ·WI′I (6.3)

Where H is the set of selectors I ′ for which the score of C ∪ I ′ is already computed, and
WI′I is the similarity between the selectors I and I ′. In the running example, the size of
the circle representing each compound is proportional to its fitness value. Although X1=0
has the highest score, due to the random selection, it is evaluated on the second try.

Early on in the search, because not many Compounds are tested, the selector’s individual
score dominates the fitness function and assures that in the absence of relative information,
high-quality selectors are checked first. However, as the number of tested selectors gets closer
to u, the second part of the fitness function becomes significant. This part uses the fact that
if a selector I ′ combined with the compound C can achieve a top score, and selectors I and
I ′ are very similar, score from I and score from I ′ would be similar, and therefore I has a
good chance of also being top scoring. Hence, the first part of fitness works as a global cold
start search, and the second part works are a local refined search.

The main strength of the proposed fitness-based selector search to extend beam com-
pounds is avoiding data dredging. Because of the multiple hypothesis testing problem, the
significance levels of results of a CD algorithm need to be adjusted based on the number of
hypotheses evaluated. The number of hypotheses evaluated includes even the compounds
that were excluded after computing their association with the outcome. In HEGEL, to
choose the most promising selectors, the score is computed only for u selectors for a given
compound, as opposed to all selectors. Therefore, the number of hypotheses tests for each
compound of the beam is bounded by u.

6.2.2 Assembly Phase

Once the candidate compounds are obtained from the search phase, in the assembly phase,
causal relations between all candidate compounds with the outcome need to be evaluated.
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Algorithm 1: Search Algorithm
Input: Variables X, Depth depth, Threshold α, Scoring Function Q, Beam Width

β, Number of Iterations u
Output: output_beam, a set of candidate compounds causes

1 selectors = create_selectors (X) ;
2 m = length (selectors) ;
3 W = create_similarity_matrix (selectors) ;
4 beam = heap_max (size = β) ;
5 for selector in selectors do
6 score = Q(selector);
7 beam.add ((selector, score));
8 expanded = map();
9 for d : 1 to depth − 1 do

10 output_beam = beam.copy();
11 for C in beam do
12 if(expanded[C] == True) continue;
13 visited[1 . . .m] = False ;
14 for t : 1 to u do
15 for j : 1 to n do
16 I = selectors[j];
17 if visited[j] == False then
18 LC(I) = Q(I) + αmaxI′∈H QCI′ ·WI′I

19 LC(I) = 0;
20 j = randomChoice(LC);
21 I = selectors[j];
22 score = Q(beami ∪ I);
23 visited[j] = True;
24 new_beam.add (beami ∪ j), score));
25 expanded[C] = True;
26 beam = new_beam.copy();
27 return beam;
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However, in addition to these compounds, we also need to evaluate the causality of com-
pounds derived from their selectors as well. To derive such compounds, first, all unique
selectors of candidate compound causes are obtained, then, derived compounds are gener-
ated by making all combinations of maximum length d of these selectors. For instance, in
the running example, the candidate compounds are X2 = 1&X1 = 0 and X3 = 0 & X1 = 0
returned by search phase. Because their unique selectors are X2 = 1, X3 = 0, and X1 = 0,
and the maximum depth d = 2, the derived compounds are as follows:

• Length 1: X2 = 1, X3 = 0, X1 = 0

• Length 2: X2 = 1 & X3 = 0, X2 = 1 & X1 = 0, X3 = 0 & X1 = 0

To jointly evaluate the original and derived compounds, HEGEL uses a SL method that
is highly efficient due to exploitation of the inherent relations between compound causes,
as opposed to QED methods which evaluate each candidate compound separately.

SL in HEGEL is based on the FGES-MB [157] which is a modification of the GES
algorithm [40] for Markov blankets, and is one of the fastest SL models that is maximally
informative and can handle hidden confounders. While learning the causal structure, FGES-
MB limits its horizon to only relations within the Markov blanket of the outcome Y to reach
efficiency.

FGES-MB starts with an empty graph and iteratively adds the edges that increases
the graph score the most. The graph score measures how well the causal graph fits the
conditional probability distribution of the variables in the dataset. After adding an edge, the
resulting model is replaced with the corresponding Markov equivalence class. This process
continues until the graph score can no longer be improved. Then, the edges whose removal
improves the graph score the most are iteratively removed until no further edges can thus
be removed. In the running example, the true Markov blanket for the outcome Y includes
only the node X2 = 1 & X3 = 0.

FGES-MB can solve CD problems with millions of nodes and edges in a reasonable
time by using a graph scoring technique with superposition property: graph score of each
potential causal graph is defined as the sum of scores of its potential edges. Furthermore,
FGES-MB drastically reduces the cost of the computationally expensive edge scoring by
leveraging the scores available from the previous iteration using two mechanisms. First, it
identifies which edges must have the same score as the previous iteration, skipping their
update. Second, for the affected edges, the scores are computed efficiently based on the
scores from the previous iteration. As a result, the score of potential edges at each iteration
can be estimated efficiently and parallelization can be done with a small overhead.

HEGEL uses a modified version of FGES-MB to test candidate compound causes for
causality. In this modified version, as shown in Algorithm 2, each node represents a com-
pound, and edges indicate the potential causal relations. The set of nodes is the power set of
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maximum length d of unique selectors that candidate compounds from the search phase are
made of. This is because the particular grouping of selectors in a compound might change
in the light of confounding compounds. In addition, as opposed to the original FGES-MB,
HEGEL starts with a pre-configuration of the causal graph, where each compound with l

selectors is connected to parent compounds with l − 1 selectors. This is true by definition
because each subset of a compound can be considered a cause for that compound. Hence,
the initialized edges are marked not to be removed by the algorithm. In the running exam-
ple, HEGEL adds an edge from X3 = 0 to X3 = 0 & X1 = 0 because X3 = 0 is parent and
cause of X3 = 0 & X1 = 0. In the Fig. 6.1, the dotted edges indicate the pre-configured
edges, and solid edges show the causal relations inferred by the FGES method. Because a
causal relation is established between X3 = 0 & X1 = 0 and outcome variable Y , X3 = 0 &
X1 = 0 is returned as the output of the assembly phase.

Algorithm 2: Assembly Algorithm
Input: Beam b, Outcome Y , Depth d
Output: causal_compounds

1 selectors = extract_unique_selectors(b) ;
2 combinations = create_combinations(selectors, d) ;
3 E = set();
4 for node1 in combinations do
5 for node2 in combinations do
6 if node1 ⊂ node2 then
7 E.add((node1, node2));

8 initial_graph = construct_graph(nodes=[combinations,y], edges=E);
9 causal_graph = FGES(initial_graph);

10 for edge in E do
11 if edge[1] == y then
12 causal_compounds.add(edge[0]);

13 return causal_compounds;

6.2.3 Evaluation Phase

The compounds that FGES-MB connects to the outcome can be considered causal. How-
ever, their quantitative statistical significance needs to be evaluated by a statistical test
that controls the effect of other causes and adjusts for the multiple hypothesis testing. For
this goal, a randomized block QED, Algorithm 3, is used which can provide adjusted statis-
tical significance of discoveries and overrides assumptions of FGES in the previous phase.
The reason for adopting the randomized block design is its flexibility, lack of constraining
assumptions, and its proven effectiveness in similar methods [11]. In particular, randomized
block design effectively addresses threats to internal validity, especially selection bias and
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history. randomized block design groups samples based on their similarity in other potential
causes to guarantee that the effect of these variables is controlled. Next, in order to emu-
late the random assignment, treatment and control samples within each block are paired
randomly.

To evaluate each compound using randomized block design, the following steps are
performed:

• Treatment Groups Partition the samples into treatment group and control group,
where the value of candidate compound is one for the treatment group, and zero for
the control group.

• Clustering Cluster the samples in block based on the possible confounders, i.e.,
compounds received from phase 2 other than the compound in the evaluation.

• Matching Within each block, randomly pair the samples from the treatment group
and control group without replacement until no more pairing can be made.

• Statistical Test Depending on values for the outcome variable being discrete or con-
tinuous, and whether it is normally distributed or not, an appropriate paired difference
test (such as Wilcoxon signed-rank test) is performed on the matched treatment con-
trol pairs [22]. The test estimates the probability of the null hypothesis that there is
no significant difference in the values of the outcome variable in the samples because
of the candidate compound.

• Multiple hypothesis testing Despite its selective search, HEGEL still evaluates
many compounds based on their association to the outcome. Hence, similar to the
previously proposed methods, HEGEL uses the well-known Benjamini-Hochberg false
discovery rate adjustment [20] to evaluate which of the p-values corresponding to
candidate causal compounds are statistically significant.

Randomized block design uses two mechanisms for the evaluation of the compounds: a)
guaranteeing that samples are similar across treatment and control groups via matching,
and b) controlling hidden confounders via random sub-sampling. This direct control of
confounders can act as a double edge sword in improving the external validity from one
side, and adding bias by controlling for colliders between treatment and outcome from
another. However, because all the compounds sent to QED are considered direct causes
by FGES which takes all conditional dependencies into account, HEGEL does not have to
worry about it.

In the setting with n binary variables and maximum depth of d, the total number of
hypotheses is ∑d

k=1
(2n
k

)
. Therefore, using a naive evaluation test that is linear with respect

to the number of samples m, the time complexity will be O(mnd).
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Algorithm 3: Evaluation Algorithm
Input: compounds : list of candidate causal compounds;
Output: adjusted_pVals : p-values of the compounds

1 pVals= [];
2 for c in compounds do
3 trt_group = findTreatmentCases(c);
4 ctr_group = findControlCases(c);
5 for i in trt_group, j in ctrl_group do
6 costMtx(i,j) = computeDistance(i, j);
7 blocks = clusterSamples(costMtx);
8 matchedPairs = [];
9 for block in blocks do

10 pairs = randomMatching(block, trt_group, ctr_group);
11 matchedPairs.append(pairs);
12 p = statisticalTest(matchedPairs);
13 pVals.append(c, p);
14 adjusted_pVals = adjustPVals(pVals);
15 return adjusted_pVals

6.3 Experimental Evaluation

In the experimental evaluation, we aim to answer the following questions corresponding to
the claims made in Section 1:

• How effective is HEGEL in solving the CCD problem? And are all the phases necessary
for achieving this goal? To this aim, HEGEL’s accuracy in identifying the causal
variables is measured after each phase of the method. Because we are considering the
cumulative results of the three phases, we use SD, SD + SL, and SD + SL+ QED

to denote the result of search phase, search and assembly phases, and the complete
HEGEL, respectively.

• How does HEGEL perform in comparison with state- of-the-art CD methods? To
answer this question, we compare HEGEL with FCI, the maximally informative SL
method which gives asymptotically correct single causes even in the presence of hidden
confounders. Since FCI can only detect single causes, to make a fair comparison, we
treated its results as successful if all elements (single causes) of compound causes
were detected by FCI. We note that detecting components of a compound cause is
a much simpler task, which means that the comparison is very favorable to FCI. We
also compare HEGEL against CAR, a hybrid CD method based on association rule
mining, which has the capability to search for compound causes. For that purpose,
we extended the left-hand side of CAR rules to search for compounds, which required
no modification to the support odds ratio criteria used by CAR. Although MH-PC
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seems to be a reasonable baseline as well, because its definition of compound causes
is different from CCD,it was not included in the experiments. The default minimum
local support was set to 0.01 for CAR, and a a significance level of α = 0.01 was used
for the statistical tests for all the methods.

• How does HEGEL perform in high-dimensional settings? And can HEGEL perform
well for relatively low sample sizes, which are common for some high-dimensional
datasets? To evaluate this property, we measure how the accuracy changes as the
number of variables and the number of samples are varied.

• How robust is HEGEL against threats to validity? To answer this question, we evaluate
the accuracy of the method with respect to the major sources of validity threats: noise
and hidden confounders.

6.3.1 Datasets

Answering these questions requires extensive knowledge of ground truth causes and their
interaction. Unfortunately, we are not aware of any real-life datasets with known ground
truth compound causes. Therefore, we conduct the experiments on synthetic datasets. The
following are the steps to create the datasets: 1) a sample-variable matrix of size m · n
is generated from independently and identically distributed random numbers, 2) causal
selectors are generated by randomly selecting variables and values without replacement 3)
single and compound causal compounds are created as AND combination of the causal
selectors, 4) The outcome is set to one if disjunction of the causal compounds evaluates to
true.

We need to simulate the effect of hidden confounding conditions that are necessary for
the cause to affect the outcome. To simulate this effect, we assume that the confounders are
satisfied in z percent of the cases; so, the outcome is set to 1 in only z percent of the cases
when the value of at least one of the causal compounds is 1. We denote the z parameter as
confounder satisfaction. Furthermore, to simulate noise in the data, we flip q percent of the
outcome elements to represent the noise in the data.

We set the default values of the number of variables (m), sample size (n), confounder
satisfaction (z), and noise ratio (q), to 1000, 500, 0.75, and 0.05, respectively, and vary them
for the experiments as follows.

6.3.2 Reproducibility

For all of the following experiments, HEGEL’s parameters were set to reasonable default
values. Hence, there is room for improvement in HEGEL’s performance by fine-tuning.
Default values were used in order to ensure that the results are not tuned for a specific
problem, and the performance is generalizable to other applications. These parameters are
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Figure 6.2: Result of Experiments. The accuracy of HEGEL, CAR and FCI in different
settings. The x-axis in figures a,b, and c is in logarithmic scale.

as follows: heuristic equation weight w = 2, beam width β = 10, depth d = 2, and the
number of iterations u = 100.

6.3.3 Results

In the following, we have devoted separate sections for answering questions 3 and 4. Ques-
tions 1 and 2 have been addressed by investigating the performance of FCI, CAR, and
the three phases of HEGEL across the experiments for questions 3 and 4. We created 100
different datasets per setting of parameter values, and report the average of the fraction of
true causal compounds discovered across the datasets with the same setting.
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Sensitivity to the number of Variables and Samples

We generated synthetic datasets with the number of variables from 500 to 10, 000. As
shown in Fig. 6.2a, HEGEL maintains a high accuracy for different numbers of variables
and consistently outperforms all baseline methods. HEGEL starts with an accuracy of 100%
and maintains a high accuracy higher than 94%, even in the case with a very large number
of variables. FCI also shows a robust performance, however, the accuracy is inferior in
comparison to the HEGEL by a very large margin of around 30%. Interestingly, when
the number of variables is small enough, the chance of FCI detecting all components of
the causal compounds is higher, possibly because the chance of different selectors having
comparable scores by chance becomes smaller. On the other hand, the accuracy of CAR
starts at a high value but it decreases significantly for high-dimensional settings. The major
contributing factor for this loss of accuracy is the number of false positives from the millions
of possible compounds, which are rejected by multiple controlled tests performed by HEGEL
and FCI. Although the accuracy of QED and to some degree FGES are sensitive to the larger
number of hypothesis, SD+SL+QED (HEGEL) and SD+SL remain accurate thanks to
constraints imposed by the search phase: 1) the number of hypotheses evaluated is bounded
by beam β · u which helps with the QED multiple hypothesis testing problem, and 2) the
number of compounds fed to the FGES method is bounded by beam width β, which reduces
the risk of data dredging.

To investigate robustness to small sample sizes in a high-dimensional setting, we created
datasets with 125 to 1000 samples. Based on Fig. 6.2b, HEGEL has a superior performance
compared to the baseline methods when the sample size is not too small. We can observe that
the error rate for all methods increases with decreasing the sample size. In the very small
sample size experiments, HEGEL (SD + SL+QED) underperforms in comparison to SD
and SD+ SL because QED requires a large enough population to gain statistical power to
pass candidate compound causes through the multiple hypothesis testing. Similarly, SD+SL
performs slightly worse than SD because more samples are needed to get an accurate
estimate for the conditional independency tests used by FGES. Interestingly, even in the
subgroup discovery phase where associations are measured we see a degraded accuracy. The
reason is that the size of the population, which is an important factor in computing the
association, shrinks further as more selectors are added to a compound. This is aggravated
further due to the presence of noise and confounders. Consequently, due to the lost true
causes in the search phase, SL and QED in the following phases are not able to recover the
true causes. Although still worse than HEGEL and its variants, SD and SD + SL, FCI
shows a moderate accuracy. This can be partly because FCI only needs to discover single
causes, which requires fewer samples. On the other hand, CAR manages to outperform
HEGEL and FCI in case of a very low sample size, which is reasonable given the odds
ratio’s robustness to a small sample size.
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Robustness to Threats of Validity

To evaluate the robustness to validity threats, we varied the degrees of noise and confounder
satisfaction. Fig. 6.2c shows the accuracy of all compared methods for noise levels from 0.025
to 0.2. HEGEL shows the highest level of robustness against noise. Since the correlation
measure used in the search phase is sensitive to noise, the performance of SD drops to
45% as the noise level is increased. The second phase, FGES, increases the accuracy of
SD + SL by incorporating conditional dependency between variables. As expected, the
third phase, QED, provides more robustness against noise, resulting in an accuracy of 87%
for SD + SL+QED even in the worst case. It should be noted that FCI is also relatively
robust against noise, but it starts from accuracy of 70% compared to 100%. In contrast,
CAR starts from a solid accuracy of 89%, but descends to only 42%, possibly because of
the high sensitivity of odds ratio to noise.

The accuracy for varying degrees of confounder satisfaction is shown in Fig. 6.2d. We
created datasets with confounder satisfaction ranging from 1 to 0.25. It should be noted that
a confounding satisfaction of 0.25 severely corrupts the data, sabotaging 75% of positive
outcomes. Even at 50% confounding satisfaction all three versions of HEGEL obtain an
accuracy of above 91%, outperforming the baseline methods. The search phase is more
prone to error at low values of confounder satisfaction due to the asymmetric heavy loss of
association because the reduction of confounder satisfaction leads to higher false-negative
rates. However, because the components of the true compound causes survive the search
phase, they can be recovered through the combination of single causes in the assembly
phase. Furthermore, since FGES does not make the causal sufficiency assumption, it can
reassemble the causal compounds faithfully, resulting in higher accuracy of SD + SL and
SD+SL+QED. It should be noted that FCI is fairly robust against low values of confounder
satisfaction, but because of a lower starting accuracy, its performance is much worse than the
performance of the HEGEL versions, e.g., 64% compared to 91% for confounder satisfaction
of 50%. For CAR, after a critical reduction of confounder satisfaction around z = 0.6, the
false negative samples do not affect the results much further, which is consistent with the
local support criteria of CAR.

To summarize, the experimental results on a broad range of synthetic datasets show that
HEGEL is superior to the state-of-the-art methods FCI and CAR, in almost all scenarios
except for a very small sample size. In this case, although the compounds are originally
discovered by HEGEL, they did not reach statistical significance after the multiple hypoth-
esis adjustment. It was also observed that each of the three phases of HEGEL played an
important role in achieving high accuracy. In particular, the search phase was shown to
be crucial in high-dimensional settings by successfully narrowing down the set of candidate
compounds, which benefited the following phases as well. Moreover, the assembly phase was
shown to be effective at recovering true compound causes by re-assembling selectors falsely

103



paired in the search phase. Finally, in scenarios with a high rate of noise, the robustness of
QED helped to refine the true compound causes.

6.4 Discussion

We tried to demonstrate that the single-cause fallacy of CD is unjustified in many scenarios,
and CCD should be sought after in many potential applications, such as pharmacogenomics
where the interaction between biomarkers may be required to cause an outcome. We also
showed that HEGEL is effective in dealing with CCD’s two main challenges of exponential
complexity of the space of variable combinations, and the exacerbated impact of hidden
confounders. This was achieved by respectively, leveraging the inherent relations between
variables in the proposed subgroup discovery method, and utilizing SL and QED that take
the combinations of compounds and hidden confounders in to account. However, HEGEL
has several limitations:

• HEGEL’s subgroup discovery method depends on a suitable scoring function to mea-
sure the association of candidate compounds with the outcome. Instead of relying on
a particular score function, the subgroup discovery can possibly be improved by using
an ensemble learning method that automatically selects the best-performing measures
of association.

• HEGEL assumes that the compound causes represent the logical AND of variables.
HEGEL could potentially be expanded to also consider other logical combinations of
variables, such as XOR, without additional multiple hypothesis adjustment cost by
adapting the subgroup discovery process to efficiently manage the relevant combina-
tions of variables.

• Although HEGEL demonstrated its value in various synthetic CCD settings against
standard CD methods, the theoretical guarantees and expected margins of when a
standard CD method fails to find compound causes are yet to be shown.
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Chapter 7

Conclusion

The general causal inference and CD approaches face problems in computational complexity,
multiple hypothesis adjustment, and various biases. In the last decade, two major approaches
have emerged that can deal with HCD.

The well-known SL methods have been optimized by bypassing their exponentially grow-
ing conditioning tests. However, the theoretical guarantee which they offer relies on a list of
assumptions that are rarely fulfilled in real-world applications. On a parallel line of research,
QEDs have been equipped with machine learning algorithms to efficiently search for promis-
ing hypotheses. Although QED-based methods are flexible and efficient, they are plagued
by validity threats and are reliant on the user to adjust the method to the particular HCD
problem.

However, one of the most important gaps in HCD lies in its applicability. The current
CD and HCD studies are mostly focused on variations of similar successful methods that
improve the computational complexity, reduce the assumptions made about the data, or
outperform other methods in accuracy. This is in contrast to sister fields such as machine
learning and causal inference, where there are various problem types, inspired by existing
applications.

Hence, instead of iterating methods that outperform established HCD approaches by
marginal improvements, we established the goal of introducing new promising avenues for
research that are practical and aligned with the existing demand outside the computer
science circle.

We introduced four problems of CD from high-dimensional observational data and pro-
posed novel methods for solving them. These problems are as much inspired by the theo-
retical gaps in CD as they are by the real-world applications. The proposed methods use
ideas and motifs from a wide range of applied sciences, such as link prediction from social
network analysis, subgroup discovery from data mining, and signal flow diagram from signal
processing, as well as the known CD methods such as MB-FGES from SL and randomized
block design from QED. However, the proposed methods share the common structure of
search for promising hypotheses and then validation of those promising hypotheses.
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Although the proposed problems and methods are still useful for small causal discovery
problems, their necessity becomes apparent in the high-dimensional setting. For instance, if
the number of variables is small enough, instead of Compound Causal Discovery, all combi-
nations of variables can be evaluated, instead of Stratified Causal Discovery, variables can
be evaluated for all possible subgroups of all subsets of variables, instead of Causal Profile
Discovery, all possible profiles of all variables can be evaluated, and instead of Relational
Causal Discovery, the small set of existing prior relations of each variable can manually be
incorporated as its confounders. However, the results of experiments show that the proposed
methods can compete with the state-of-the-art causal discovery methods, even in presence
of noise, low statistical power, and hidden confounders.

The analysis of the assumptions and theoretical guarantee of causal inference methods
are often made under an asymptotic framework. In such high dimensional settings however,
asymptotical analysis is far from realistic, and the theoretical analysis can give be mislead-
ing, and is hence less emphasized in this work. Furthermore, all the proposed problems are
designed to be solvable by adjusting the existing concepts, which led us to design methods
more as a general process with building blocks of methods that are interchangeable with
similar ones. Hence, if a user wishes the outputs to have certain properties for the output,
the appropriate hypothesis-test layer can be substituted or added. For instance, for a sound
and complete compound causal discovery with hidden confounders under causal faithful-
ness, the FCI algorithm can be used for the evaluation phase of HEGEL; or to find causal
profiles with nonlinear relations with the outcome, HEIDEGGER’s QED can be substituted
with the convergent cross-mapping.

Future Directions

Despite the overflow of practitioners and datasets and tools [60, 158], there been very few
major scientific discoveries done by any causal discovery method, in any field [119, 67,
166, 95, 131, 54, 145, 140]. This can be contrasted to the randomized controlled trials for
instance, which have been widely adopted by various scientific disciplines for discovering
causal relations [188]. This puts decades of research and various technical innovations in
the field of causal discovery in a predicament. If causal discovery is rarely adopted for
empirical knowledge discovery and is presumably inferior to the predictive models [37, 99]
in estimating the outcome, then what is the benefit of causal discovery?

During the experiments on the pharmacogenomic datasets, we faced two of the potential
reasons for causal discovery’s lack of valuable throughput:

• Statistical significance: Causal discovery methods, especially those proposed by
the computer science community [MCMB, Li that], rarely bother with systemic data
dredging and the loss of statistical power. In our experiments, when the number of
variables would reach hundreds of thousands, software such as Tetrad would simply
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produce hundreds of false negative discoveries for the target variables, with no warning
of low confidence. Even when the causal discovery methods provide tool for control,
adjust or warn data dredging, such as some of the methods proposed in this thesis,
the adjusting thresholds and criteria are usually non-intuitive and distorted by the
complex design of the method. For instance, a scientist who would usually evaluate
hypotheses with a simple Pearson’s chi-squared test, ignore the ones with less than
the conventional minimum sample size of 50, and easily adjust their significance by
Bonferroni correction, would have a hard time trusting and using toolboxes that spit
out a list of significant relations whose length is adjustable by a set of unknown
parameters.

• Complex systems: With the expansion of our knowledge of the outside world and
the increase in sophistication of our fingerprint, the relations that we are interested in
discovering are more and more becoming part of larger systems with properties such
as non-linear time variant interactions, emergence, or feedback loops [15]. However,
the causal discovery methods usually do not stray away to much from assuming that
the causal relations are linear, stationary, unidirectional, one to one, and under various
strong statistical assumptions. As a result, causal discovery methods would have no
chance in discovering more general laws, such as maxwell equations. This is in contrast
to fields such as system identification, where specifying the exact nonlinear differential
equations that relate the variables is the norm [171]. For example, in our experiment,
the expectation that each of the SNPs that influence the adverse drug reaction would
have an association with the reaction that can be described independent of other
causes, is absurd in principle.

These deficiencies showed themselves in our experiments. For example, the well know
methods such as FCI and LiNGAM [177] would identify very different relations based on
addition or removal of few samples, and sometimes discover obviously spurious relations
such as Age → SNP → Sex. These issues are even more relevant to high dimensional
causal discovery, including the methods proposed in this thesis, and could compound issues
of the already plagued by publication bias and selection bias research community.

Two possible solutions to these issues are:

• Demanding more from the data and less from the assumptions. Providing strict conser-
vative guidelines for causal discovery methods and embracing the garbage in, garbage
out attitude would help to establish causal discovery’s reputation in the scientific com-
munity not as ’just a fancier additive regression’, but rather the best possible analysis
for reputable experiments.

• Using HCDs in meta-analysis. Replicating existing discoveries not only could help
evaluating which of the causal discovery methods are reliable and based on sensible

107



model and assumptions, it can also be invaluable in triangulation as well as shedding
new lights regarding the discovered relations.

These issues and potential solutions are also discussed for the broader replication crisis
[201, 130, 82], and addressing them demand a shift in attitude in design and usage of meth-
ods. Only time will tell how useful high dimensional causal discovery will be for knowledge
discovery.
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