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Abstract

A new optical proximity sensor was developed and studied in this project. A 3D printed

model is used for proving the concept. An integrated model with a new geometry was then

microfabricated to further improve the sensor model’s performance. The sensing operation

is based on measurement of light intensity falling on photodiodes placed at an inclined

angle with respect to the base surface of the sensor. A mathematical model and subsequent

experiments prove that it is possible to determine the distance between a light source and

the sensor. This sensor is operated passively which means it does not need an active emission

for range sensing. The sensor shows reliable operation for short range proximity detection

in the range of 5-15 cm. The sensor structure is pyramidal placed flat on the surface with

a fixed base angle. Two independent photodiodes are formed on two of the opposite sides

of the pyramid. One such pyramid pixel is able to measure the light intensity and the

angle at which the light is incident towards the sensor. Using the intensity measured by

micro-fabricated test pyramids structures, the distance to the light source is measured. The

experimental values demonstrate that the measurements are accurate and repeatable, more

so, the device utilizes no active emission to attain proximity measurements. The discussed

device can be used for close and continuous proximity detection in mobile devices with low

power consumption.

Keywords: Proximity Sensor, Photodiode, Light Sensing, optical, microfabrication
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Chapter 1

Introduction

1.1 Background and Motivation

In this day and age image perception and 3D mapping have become an integral part of
environmental sensing or object detection mechanism. The latest smartphones have multi-
ple cameras that are capable of capturing 2D as well as 3D images. Typical approaches to
achieve 3D imaging include structured light imaging [1], ultrasound depth sensing [2], time
of flight based sensing [3, 4], stereo photogrammetry [5] and LiDAR [6]. These methods
have limited applications that best fit the sensor’s nature of operation. However, scientists
and engineers every day try to push the boundaries of proximity sensing capabilities by
developing application-specific techniques targeting low power consumption, ease of use, a
higher level of data abstraction and better resolution.

A simple way of increasing the resolution of a device that can capture 2D image is to
increase the number of pixels or measuring points that the device measures when capturing
a single sample image. However, to achieve accurate depth sensing with low power con-
sumption and high resolution using the same device becomes challenging. It is possible to
employ techniques such as changing differential focal length captures, measuring the shift
in an object, and projecting points to measure depth among many other ways for proximity
sensing.

There are a number of techniques applied in image capture and surround sensing. One
such sensor that is specifically used in sensing applications is a proximity sensor [7]. Prox-
imity sensors have found application in robotic human-machine interfaces, prostheses, and
vehicular parking sensors among many other fields. The industrial applications of range
detection sensors vary by resolution and range requirements. Some applications where a
high dynamic range is critical are discussed in [8, 9], precision applications which need high
resolution are discussed in [10, 11, 12].
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An increase in reliance on sensors translates into high power usage and complicated de-
sign. This signals an imminent need for passive, low power proximity sensing mechanisms.
This document discusses how an optical sensor can use incident light to estimate the angle
to a light source and how this can further be extended to triangulate the distance to a
distant light emitting object.

1.2 Outline of the Thesis

This work presents a novel way of proximity detection using a microfabricated light based
proximity sensor. This document provides an overview of the background, model, tests and
inferences related to the sensor.

The Literature Review section discusses previously popular and currently used prox-
imity sensing models and also some fundamental components used and studied for this
work. This chapter further delves into miniaturizing of sensors and discusses their applica-
tion and relevance in the industry.

The next chapter is Vector Light Sensors. In this chapter the sensor’s 3D prototype
model, operation and basic structure is presented. The device’s use in different environ-
ments its application and range capabilities are also discussed. An important part of this
study discusses noise and error measurements of the sensor and how it becomes increasingly
important to keep the signal noise at a minimum for accurate distance measurements.

Microfabricated Vector Light Sensor shows the design concepts and operation prin-
ciples that lead to forming a single chip with microstructures that are used for passive
proximity detection to distant objects. The rationale for the mask design and a brief discus-
sion of the fabrication steps are discussed. The experiments section presents multiple test
approaches and theories related to the device’s operation and limits.

The Experimental Results provide proof of operation of the sensor, discusses measure-
ment results for the discrete and integrated pyramidal models. This shows that the sensor
is repeatable and the mathematical model is accurate. The measurement setup and device
images are also presented in this section.

The last chapter, Conclusion and Future Works summarizes the operation principles,
tests, and results. Contribution to the scientific community, specifically in the field of prox-
imity sensing is highlighted. Some ideas on the future work and relevant application of the
proposed sensor is discussed.
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Chapter 2

Literature Review

This chapter discusses industrial and commercially used proximity sensors and sensing
mechanisms. Proximity Sensing refers to detection and measurement of the distance to
nearby objects without physical contact. Such techniques have been in existence for decades
in fields such as consumer electronics, defense, automotive, food processing, and manufactur-
ing industries. Multiple types of proximity sensors relying on ultrasonic, infrared, magnetic
and capacitive interfaces cater to the vast need for proximity sensing mechanisms.

The proximity sensors’ market is expanding with growth in demand from applications that
rely on proximity sensing. Sensor-based technologies such as infotainment systems, multi-
media enhancements, 3-Dimensional gesture recognition system along with other control
systems used in consumer electronics has attracted a lot of audiences. Based on the sensor
application, the market is further segmented into categories such as automotive, robotics
and manufacturing industry.

Manufacturing is a key task in the consumer product industry. Manufacturers produce
a variety of products from raw materials in the form of metal, ore, wood, oil, and fabrics.
Resource extraction and subsequent processes involves a lot of labor and mostly repetitive
tasks. Such an environment serves as a suitable breeding ground for robots [13, 14, 15, 16].
Automation has started to become commonplace in the manufacturing and service indus-
tries. Advancements in robotics are critical in driving this change. Companies are investing
more time and money into developing technology than manpower which has enabled man
to create jobs that never existed 20 years ago.

Another popular application of sensors is to maintain a safe working environment in in-
dustries. Machines in industries are equipped with advanced sensors such as strain [17],
chemical [18] and other non-contact proximity sensors. Specific sensors or combinations of
sensors are used to meet the application’s requirement. Sensors provide an analog or digital
output which serves as a decision-making tool for the interrogating system. A sensor with a
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binary output is referred to as a detector. Proximity detectors can be used in places where,
for instance, an obstruction in the sensor’s field of view can trigger an immediate shut down
in case of an emergency [19].

Catering to complex tasks and performance requirements need sophisticated sensors that
efficiently extract information from their surrounding environment and provide reliable in-
formation to the parent robot to act safely.

2.1 Proximity Detection

For a binary output, the input detection mechanism can be thought of as a relay switch
[20]. When certain conditions are met, the switch is closed, or the output is ’yes’. Such a
sensor would need a defined threshold to which the sensor would respond and produce the
output. Because the output is just one bit, proximity detection can be achieved without
having a complex sensor design.

2.2 Proximity Sensing

Proximity Sensing is a non-contact means of measuring the distance to an object that is
in the sensor’s field of view. The proximity sensor market has grown exponentially in the
last decade and simultaneously the need for sensors has also increased [21]. The literature
discussed touches a versatile group of sensing mechanisms and the following chapters are
based on the new optical sensor model that can similarly be used in proximity sensing.

2.2.1 Vision based proximity sensing

Camera

Camera is a common instrument used in image and video capturing. Cameras today have
built in artificial intelligence, auto focus and auto adaption features that provide real time
image and video processing. Their utility in multiple applications has made cameras de-
sirable for use in robotic applications along with other fields such as its use in consumer
electronics and defense.

In robotics, vision perception has become an effective practice as image processing algo-
rithms have continued to advance. In [22] the authors have discussed swarm robotics that
suggests use of smaller robots rather than one large size robot. Multiple smaller robots
allow better space utilization and also makes it easier to detect and perform maintenance
on individual robots while not affecting the entire system. The robots are able to perform
on-board image processing using cameras fitted on their chassis.
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A multiple camera model robotic vehicle is discussed in [23]. Color-depth cameras as dis-
cussed in [24] are widely used in robotic applications. Inspired by 3D imaging the work
describes a method to accurately calibrate the depth-sensing camera to meet industrial
robotics standards. Possibility of unforeseen situations where incorrect decision based on
the senor reading cost huge manufacturing damage, injure the workers around the robot
or cause machine stalling deem the resolution and accuracy in image processing for such
applications extremely important and desirable.

Infrared Proximity Sensor

Infrared sensor is an electronic sensing element that employs infrared radiations (IR) for
detecting the target object. The Infrared waves are invisible to the eye and can travel long
distances. Infrared radiation lies between the visible and millimeter wave region in the elec-
tromagnetic spectrum with wavelength (λ) between 0.75 and 1000µm.

Figure 2.1: Infrared sensor in presence and absence of an object in its field of view.

The infrared spectrum can be split into near IR, mid-IR and far IR. The wavelength region
from 0.75 to 3µm is known as the near-infrared region. The region between 3 and 6µm is
known as the mid-infrared region, and infrared radiation which has a wavelength greater
higher than 6µm is known as far-infrared.

IR waves can also be used in thermal detection [25]. The human body for instance emits
infrared waves which can be detected by sensitive IR receivers. In [26] Shieh et al., discuss
human robot interaction and single or multiple body estimation using a camera and IR
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sensor fusion. The authors also discuss depth estimation using the same setup and employ
it in a decision making system for robotic motions.

Infrared sensing is widely used as a in robotics for object recognition, collision detection,
path navigation among others that help in active perception of the robot’s surrounding.
Work done in [27] discusses infrared sensor mounted on a gripper and used for robotic
feedback control.

Structured Light Sensor

An interesting proximity sensor which applies concepts based on illumination and light pat-
terns into light field data extraction is a structured light sensor. Structured light is used in
applications such as robotics, manufacturing [28], visual inspection [29], structural analysis
[30] and haptic response in games [31]. In [32] the authors classify image ranging based on
active and passive light projection.

The active light projection technique uses a camera and a pattern projector in tandem,
to estimate proximity to the target object based on the continuous image captures. This
requires sophisticated image processing and geometric interpolation in real time with dy-
namically changing surrounding environment. The passive projector ranging technique is
based on finding a relation between images taken from the same object surface.

For both techniques, a light projector is used for information extraction. The projector
projects a structured light pattern on the object. A light source illuminates an array of
spots in the scene. A detector looks towards the scene through a mask which is also facing
the distant object in the scene. The mask is arranged in a way that light from a target at
a certain range can be uniformly captured.

Structured light’s application in 3D surface imaging are discussed in [33]. As shown in
figure 2.2 a projector illuminates a 3D object in the scene and this illumination is per-
formed in a pre-structured 2D pattern. Further, a camera is used to capture the 2D image
of the illuminated scene. For any difference in the 3D structure of the target object, the
projected light pattern would change and the 2D captured image will show discontinuity in
the pattern. This distortion is proportional to the height measurement of the object. When
calibrated this 2D image based on the structural distortion will give 3D information for
the captured image. This image can further be improved by using different light patterns
and more complex algorithm so that all aspects of the 3D structured are captured by the
camera.
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Figure 2.2: Structured Light Camera used to capture features of a 3D object in the space using an
RGB striped mask pattern. R is the distance between the target object and the camera, θ is the angle
at which the light is projected on the object. α is the angle at which light strikes back from the object
and is received by the camera. Source: Adapted from [33] c© 2011 Optical Society of America

Optical Time of Flight Sensing

Time of Flight is a phenomenon that uses time difference between signal transmission and
reflection from an object for measuring distance to this object. The Time of Flight Camera
uses minimal computation and has a simple operating principle [34]. A single frame of image
can be captured by a light burst and the resultant depth map gives a fair amount of detail
of the target object in the scene. The image provides range information along with intensity
information for each captured pixel.

The work in [35] discusses image segmentation and tracking for Time of Flight data. This
work also relates the problems with image segmentation and tracking with energy losses and
discusses ways to minimize it. Another work [36] discusses Time of Flight sensor technology
for people tracking. Here a top-down view of the scene is used to slice the target image, this
slicing is based on the probability density and histogram of the captured data. This image
information and extraction algorithm provides sufficient data for most situations but needs
a more complex algorithm for special cases.

A time-of-flight camera [37] is a range imaging camera system that employs time of flight
method to resolve distance between the camera and the subject.

Laser imaging, Detection, and Ranging (LiDAR)

Laser imaging, Detection, and Ranging (LiDAR) [38] is another kind of imaging instrument
that shoots pulses of laser light through a transmitter at a very high frequency for cap-
turing 3D image [39, 40]. The receiver in the same housing waits for the pulse to bounce
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back and once received records the time required by the pulse to travel this distance. Using
this information and because light travels at a constant speed it is possible to locate the
distance of an obstructing object in the environment to the sensor. Because this is done at a
high frequency, LiDAR can create a 3D image of its surrounding by mapping these reflected
points as a function of time it took to return to the receiver. This makes the LiDAR a bulky
instrument with a fairly complex dynamic mechanism [41]. Due to the dynamic nature of
the image capturing in LiDAR, the relative position of the LiDAR in space becomes critical
in determining the data integrity.

Such sensors are widely used in autonomous vehicle technology for 3D imaging of the vehi-
cle’s immediate surrounding and to detect potential threats for collision. LiDAR in [42] has
been used in tandem with a sensor system for car detection. This approach also used deep
learning for projecting the vehicle’s future positions based on the current speed and environ-
mental conditions. This approach gives multiple outcomes for the vehicle’s future position
and a smart system enables the car to make an optimal decision in real-time. The work in
[43] discusses LiDAR’s use in car following systems to maintain a safe distance between to
cars and avoid collisions. LiDAR along with monocular vision study the car’s environment
and calibrate the LiDAR to provide accurate 3D distance information relative to the other
card. This helps in implementing speed control system in the autonomous vehicle.

2.2.2 Ultrasound proximity sensor

Ultrasound sensing has been used for proximity and ranging applications for decades. The
operation of ultrasonic sensor involves emitting an ultrasonic pulse at 40kHz frequency or
higher. This pulse travels through the air towards the distant object, bounces back, and is
received by the sensor.

A typical ultrasonic sensor’s operation can be seen in figure 2.3. The time difference in the
transmission and reception of the signal can be used to find the distance between the source
and the distant object using the following formula [44]:

D = ∆tV
2

where, ∆t is the time taken by the pulse to reach the target object and back, and V is the
velocity of sound in air.

Ultrasonic Sensors can be used for obstacle detection. Many commercially available designs
have a maximum operating range of up to 9 -12 meters. These sensors are accurate for near
object detection and can provide samples at a high frequency, however, if the object is too
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Figure 2.3: Ultrasound sensor with transmitter and receiver mounted next to each other. The waves
hit and bounce back from the object which is used in estimating distance between the sensor and the
object.

close to the sensor the ultrasonic sensor may not be able to measure its distance. An off the
shelf ultrasonic proximity sensor HCSR04 [45] has a dead band of approximately 2cm. This
gap is the region where the transmitter shoots a pulse of waves but the object is so close
to the sensor that the waves disperse into the air and none of it is received by the receiver
module.

Indoor mobile robots can interact with the surrounding through ultrasonic sensors [46].
Surrounding obstacles are classified into categories and is discerned based on the echo re-
ceived from the ultrasonic sensing module. The application of ultrasonic sensor can also be
extended to object avoidance [47], motion pattern recognition and many more.

Work done in [48] discusses sensor fusion using ultrasonic sensor. The technique used aims
at developing an efficient proximity detection mechanism using multiple sensors. The data
from the ultrasonic and infrared sensors are compared and fitted by a polynomial. The
data is then validated and the performance characteristics are reported. The IR sensor can
provide accurate results on the object’s relative position in the environment. However, they
are ineffective when translucent or transparent objects, mirror or water droplet show up in
the sensor’s field of view. This is when the robot can rely on the sound based results from
the ultrasonic sensor.

Multiple ultrasonic sensors have also been used in a single robot for measuring shapes
and features [49]. This makes it possible for the sensor system to get a complete view of its
surrounding.
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2.2.3 Magnetic Proximity Sensor

Magnetic proximity sensors are non-contact devices that are used for proximity detection
using an artificially generated magnetic field. Vicinity to the magnets will disrupt the mag-
netic field which is used in measuring range and direction to a target ferromagnetic object.
Magnetic Sensors can measure the total magnetic field and also determine the vector com-
ponents of the target in the magnetic field. The paper [50] discusses magnetic sensors and

Figure 2.4: Proximity sensing mechanism for metallic objects: (a)resonant circuit method, (b) bridge
method, (c) single-coil method. Source: Adapted from [50] c© 2006 IEEE

their applications. Figure 2.4 shows three different ways to use a vector search coil magne-
tometer. Search coil magnetometer works on Faraday’s law of Induction of magnetic flux
change [51]. The first method as shown in figure 2.4(a) illustrates a balanced inductive
bridge and the differential voltage output based on the inductance change is used to de-
termine the object’s proximity to the sensor. The second method as shown in figure 2.4(b)
is determining proximity based on change in resonant frequency which is again dependent
on change in inductance. The third method is a single coil approach where the inductive
sensor simply gives out the inductance and there are external electronics that calibrate and
compensate temperature losses for the readouts. This is shown in figure 2.4(c).

Magnetic sensing has been used in robotics for proximity detection [52]. A robot is used to
detect ferromagnetic objects in its surrounding by using passive magnetic field. This method
even though not the best in resolution give a robust alternative to cameras used in robots
with on board sensors operating at a high speed [53, 54, 55, 56].
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2.2.4 Capacitive Proximity Sensor

Non-contact capacitive sensing derives a target object’s features and position when this
object is within the sensing electric field of the sensor. Interaction between this field and
the object can be modeled to find the location of the object in space. Further this field
information can be recorded using an array of such sensors and in different permutations of
the array elements to get a better perception of the target’s features.

Work in [57] and [58] discuss a capacitive sensing system that is used in industrial human-
robot-interactions. This includes information capture using multiple electrode connection
configurations in an array embedded in a system guided by a complex digital logic. Further
the data is processed using machine learning algorithms. The conductors play an important
role in forming the fringing electric field between sense and drive electrodes.

The authors in [59] discuss robotic assistance for differently abled people using a capacitive
sensing system. The multidimensional capacitive sensing estimates a human limb position
passively and in real time. The sensors can be embedded into clothes or fabric, however
the experiments show the use of this sensor when used as a robot’s end effector. The limb’s
position estimates are trained for specific activities using a neural network model and then
a feedback control guides the locomotion of the limb to perform these specific activities. An-
other work [60] exemplifies the use of capacitive sensors using flexible printed circuit boards
[61] for recognizing locomotion transition of amputees. They integrate the capacitive sensor
with other on-prosthesis mechanical sensors which is proposed as an effective alternative to
robotic transtibial prosthesis [62].

2.3 Micromachined Proximity Sensors

Complex proximity sensor designs in the form of a translated amalgamation of simpler
sensing models has gained popularity due to higher resolution capabilities. This calls for
miniaturizing of sensors to accommodate a greater number of on-board sensors with low
power utilization.

2.3.1 Capacitive Micromachined Ultrasonic Transducer

Commercially available ultrasonic tranducers are based on piezo-electric transceivers whereas
Capacitive Micromachined Ultrasonic Transducers (CMUT) operate based on electrostatic
transduction. These micro transducers allow transmitting and receiving signals in the ultra-
sonic range. They offer advantages such as wider bandwidth, simple fabrication and higher
sensitivity when compared with its piezoelectric counterparts. CMUT find application in
fields such as automoubiles, medical instruments, manufacturing, defense among others that
are used in proximity measurements and activity tracking.
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CMUT operates on the principle of a moving parallel plate capacitor. An AC voltage is
applied to the membrane which causes the membrane to vibrate, sending out an ultrasound
signal. When receiving this signal, the vibration of the membrane results in change in ca-
pacitance which is calibrated into a distance measurement unit for measuring proximity.
Figure 2.5 illustrates how the sensor works [63].

Figure 2.5: Working principle of CMUT sensor showing both the receiver and transmitter side of the
communication. Source: Figure adapted from [63]

Authors in [64] discuss CMUT’s application in ultrasonic ranging. They claim that CMUT
can be highly sensitive which allows them to be used in systems requiring a high Signal-
to-Noise ratio. CMUT provides a high dynamic range of operation and can circumvent at-
tenuation problems of ultrasonic waves when propagating in air. The experimental results
show successful operation of the sensor in detecting ultrasonic waves through an aluminum
block. This test is performed for up to a 100dB dynamic range.

Photoacoustic imaging is a biomedical medical imaging method based on photoacoustic
effect [65]. Work shown in [66] uses 3D photo-acoustic imaging using a CMUT array. When
light is pulsed through a biological tissue, it is absorbed by chromophores which release a
wideband ultrasonic wave. The CMUT captures these waves to attain photoacoustic images.
CMUT is used in short range but high resolution proximity detection and imaging.

2.3.2 Millimeter Wave Radar Proximity Sensing

Millimeter Wave Radar uses short wavelength electromagnetic waves which are transmit-
ted and then reflected back from objects in the field of view and are received back by the
receiver. Such an approach provides the position of the object in 3D space and also allows
motion tracking. An antenna’s dimensions is related to its signal wavelength. For millime-
ter wave, that means it’s less than a couple of millimeters across. This allows for having
smaller and lighter micro-fabricated antennas. Unlike previously discussed proximity de-
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tection techniques such as LiDAR and cameras, millimeter wave radar can be used in bad
weather conditions (fog, rain, low visibility areas) which allows these sensors to be used in
vehicles for navigation and guidance [67]. An array of millimeter wave radars can perform
simultaneous operations to provide a wide angular view to the operator.

Autonomous land navigation vehicles need robust and accurate sensors to perform effi-
ciently in all sorts of road and weather conditions. Work [68] discusses millimeter wave
radar’s use and performance in such autonomous cars. The authors illustrated a test vehicle
with radar and GPS system [69] mounted on the car’s roof. Vehicle navigation is performed
using multiple sensors and Extended Kalman Filter algorithm [70]. All the captured data
is then used to create a navigation map for the vehicle, based on which the vehicle makes
critical driving decisions. Work done by Google, an engineering technology company, has
resulted in a gesture sensing device called ’Soli’ which uses millimeter wave radar for motion
detection in embedded devices. This gesture sensing technology can sense proximity and
motion with a sub-millimeter accuracy [71] which can greatly improving the capability of
consumer electronics.

This chapter lays ground for future chapters by discussing some of the developed prox-
imity sensing technologies in the market. Proximity sensing is a widely researched topic
and has applications in fields such as autonomous driving technology, consumer electron-
ics, smart devices among many others. The future chapters discuss a novel optical based
proximity sensor - the device model, fabrication and test results.
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Chapter 3

Vector Light Sensor

This chapter discusses light sensing, modeling, and simulations targeted at being able to
attain light field information using a sensor that can measure angle and light intensity of
the incident light and use this to triangulate the proximity to the object. An object in 3D
space blocks background light which makes the shape and size of this object noticeable.
Studying how the pattern of light received changes can lead to identifying the character-
istics of this object. Light detection techniques have matured as the applications of such
sensors in fields such as robotics, communication, Internet of Things among many others,
have exponentially increased.

While discussing the sensor, its design and applications, some introductory concepts about
light field information and data extraction are explained. Further, multiple such pixels can
be used for gaining higher levels of abstraction from the surrounding environment and the
same information can be extracted using different geometries or designs of this sensor.

3.1 Device Model - Vector Light Sensor

Vector light sensor uses a pyramidal structure as shown in figure 3.1 to estimate the light
angle with respect to the surface. A light sensor is used to measure the incident light inten-
sity. The light sensor is placed on inclined surfaces with respect to the surface. Experiments
and the model discussed use a pyramid which has 4 sidewalls and the base angle or angle
of inclination of the light sensor is denoted by α.

By using two light sensors on inclined, opposite, and symmetric pyramid sidewalls, it is
now possible to estimate not only the magnitude but also angle at which the light illumi-
nates the surface.

PEincident
= As · Iin · sin(β + α)

PWincident
= As · Iin · sin(β − α)

(3.1)
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Based on equation 3.1, the ratio of power from light from East and West fixed light sensors
is:

RPE/PW
= sin(β + α)

sin(β − α) (3.2)

Solving equation 3.2 for β [72] gives:

β = α− arctan
(
RPE/PW

· cos(2α)− 1
RPE/PW

· sin(2α)

)
(3.3)

The value β derived in equation 3.3 is the angle of incidence with respect to surface.

Figure 3.1: Angle estimation parameters for a planar light source falling on an inverted pyramid
sensor which has two inclined side walls labeled D_East and D_West

A novelty of this approach is that for a given β, even though the generated photo-current
changes with irradiated light intensity, the ratio of intensities : RPE/PW

, remains constant
which makes the sensor immune to light of varying intensities.

The current discussion suggests a way to measure the angle at which light is shining with
respect to the surface. Going a step further, it is possible to record multiple such source
angles βx from the same base surface to triangulate distance to a light source in space.

To ascertain the angular position of a light source is critical to this sensing model. A
single pyramid structure that can detect angle to the light source is the primary element of
range sensing mechanism - as would also be discussed in future chapters. Accurate angular
estimation is critical because this would result in low error in the measured angle.

A photodiode [73] is used as a light sensor in testing the Vector Light Sensor model.
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3.2 Photodiode

A photodiode is a semiconductor light sensing device that absorbs incident photons and
converts it into an electrical current. The current generated is proportional to absorbed
photons by the photodiode. Photodiodes have a PN junction, called so because it formed
between a P and N type semiconductor [74]. Under the influence of an applied voltage across
the diode, a depletion region is formed by the PN junction. For a positive voltage across
the PN junction, the diode starts to become forward biased [75], the forward voltage for a
typical silicon diode is 0.7V. The depletion region is thicker when the diode is reverse bi-
ased and thinner when the diode is forward biased. For performed experiments and models
discussed in the future chapters, the diode is zero biased, which means the P side of the
diode is connected to ground. In this case, only dark current, and photo generated current
[76] can flow through the diode.

Diodes form an essential part of this proximity sensor. Tests have been performed on com-
mercially available photodiodes BPW34 and on in-house micro-fabricated photodiodes. The
BPW34s can be seen in figure 3.2. A photodiode is so called because of its responsiveness
to incident photons. For a constant voltage drop in the reverse biased mode, with increase
in light incident on the diode the conductivity of the diode starts increasing. This mode of
operation for a diode is called photoconductive mode. A typical diode equation is given by:

Id = I0 ·
(
e

qV
nKbT − 1

)
+ Ip (3.4)

where, Id is the net current flowing through the diode, I0 is the dark saturation current,
which is the diode leakage current measured with no light, q is the electric charge, V is
the applied voltage across the terminals of the diode, Kb is Boltzmann’s constant, Ip is the
net photo current changing with change in light intensity, T is absolute temperature (in
Kelvin), and n is the ideality factor, usually between 1 and 2. For operating voltages before
the breakdown, when a diode is reverse biased the only variable that changes is Ip, that is
the current due to change in light intensity.

3.3 Data Acquisition

The photodiode connected in the circuit as shown in figure 3.3 generates a current in the
inverting input leg of the opamp. A transimpedance amplifier converts input current to
voltage readable by a data acquisition system. The transimpedance amplifier used with
appropriate gain Rf helps to ensure that the opamp does not saturate but at the same time
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Figure 3.2: Photodiodes used on macro-model sensor device

maintains its resolution to show a significant change in voltage value with change in light
intensity falling on the photodiode.

Figure 3.3: Data capture using a photodiode in a transimpedance amplifier circuit

Figure 3.3 shows a photodiode in zero bias connected to the inverting terminal of the op
amp. Based on the light intensity, there is an equivalent photocurrent Ind generated which
is fed to the inverting input of the op amp. Depending on the range of voltage output that
we are operating on we can adjust the gain Rf and get the desired amplification. In no
light condition or inside a dark room there is no current flowing through the diode and all
we see at the output is random signal variations. When light is incident on the photodiode,
current starts flowing and we see a change in the output voltage. The output voltage can
be calculated by using Kirchhoff’s Current Law [77], the sum of input currents is equal to
the sum of output currents. The sensitivity of the circuit can be increased by using a higher
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gain resistor.
The power of irradiated light on the diode placed on a flat surface is:

Pincident = As · Iin · sin(β) (3.5)

where, As is the area of photodiode surface, Iin is the incident light intensity, and β is the
angle at which light is incident on the diode.

3.4 Proximity Sensing using Pyramid Structures

The previous section discussed height measurements when two β values are recorded from
different points on the same surface. In this section, the design model for extracting these
β values is discussed.

3.4.1 Bi-Pyramid Proximity Detection

A bi-pyramid approach uses two pyramid structures next to each other. Each pyramid has
two light sensors that sit on two of the opposite facing sidewalls of each pyramid. Having
multiple light sensors as arranged in figure 3.4 allows estimating two angles β1 and β2 from
different locations on the surface.

Figure 3.4: A bi pyramid model with light sensors (marked in red) fixed on opposite facing pyramid
sidewalls, where ’d’ is the inter-pyramid distance, ’h’ is the height from the pyramid base to the light
source.

As illustrated in figure 3.4, β1 and β2 show the angle at which light is incident on the sensor;
distance ’d’ shows the distance between two pyramids which is constant; height ’h’ can be
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found by using the formula:

h = d

| cot(β2)− cot(β1)| (3.6)

Placing two pyramids next to each other allows for the possibility of incident light mea-
surement errors due to reflection between two diodes that are facing each other. This would
negatively impact the angular measurements from both the pyramids and would finally also
affect the height measurements.

3.4.2 Single Pyramid Proximity Detection

It is possible to create a single, fused, off-centered, tilted pyramid structure. This new
structure occupies the space of one pyramid and uses three photo sensors. However, the
structure allows the pyramid to be decomposed into two individual pyramids. Each pyramid
can sense angle β with a modified formula 3.7. This can be used to find the distance to the
light source. This techniques allows better space utilization on the chip surface.

Figure 3.5: A fused pyramid model where one pyramid structure can be virtually divided into two
individual pyramids. PdW and PdO form pair 1, PdE and PdO form pair 2 that result in two pyramids.
σ is the angle with which the pyramids are offset with respect to surface.

Figure 3.5 shows 3 photodiodes as marked PdE , PdW , and PdO. These photodiodes are
independent from each other and have similar characteristics. The area marked pyramid 1
and pyramid 2 are two individual pyramids formed out of the available three photo sensors.
These pyramids share photodiode PdO which lies flat on top of the structure. The center
for pyramid 1 it labeled as PcE and for pyramid 2 as PcW . These points are important
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because the measured angle β is calculated from these points. There is a third center PcO

which is the center of the whole pyramid. This is used to find a third reference angle which
is used for calibrating β1 and β2 . This can also be used to find a third β which can further
improve the height measurement accuracy. The formula for calculating β is:

βx = −σ + α− arctan
(
RPE/PW

· cos(2α)− 1
RPE/PW

· sin(2α)

)
(3.7)

This approach would not face inter-pyramid reflection problems as discussed in the bi-
pyramid model. However, instead of having 4 independent diodes, now the model has one
shared diode between to pyramids.

3.5 Noise Estimates and Measurement simulations

For two pyramids overlapping each other completely, the estimated angle at which light is
irradiated would be the same. If one of the pyramids is moved in any of the directions in the
plane, this measured angle will be different for the two pyramids. However, the difference
in estimation will be almost constant because the two pyramids are next to each other, and
the position of the pyramid is the reference point of angular estimations to the given light
source.

Figure 3.6: Estimated angle plot for real incident angles on the sensor versus the estimated angle by
the sensor. The flat region shows the region that is out of the field of view of this sensor.

As shown in figure 3.6, the angular measurements for an ideal sensor would give a linear
and proportional response for input incident light irradiation angles. Because of the physi-
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cal structure of the sensor, the viewing angle of the sensor allows reliable estimations for a
window of +α to π−α. Beyond these values one of the photodiodes would not be receiving
any light from the source.

There are certain external factors that affect the sensor’s performance and appear as noise
at the sensor output. The major noise contributions can be modelled and included in the
angular calculations. These include:

1. Thermal Noise

2. Shot Noise

3. Op-Amp Noise

These noise sources affect the circuit’s performance and if they are dominant enough, they
can be comparable to the the actual signal output. This brings in more complexities in data
acquisition, filtering, and analysis.

A noise model for the data acquisition system consists of a current/voltage source that
is responsible for the specific noise contribution source. Figure 3.7 shows a model for data
acquisition used for capturing the sensor’s output. The circuit also shows the noise sources
which are replaced by individual current/voltage sources.

Figure 3.7: Transimpedance amplifier with a photodiode which is zero biased. The current and voltage
sources shown are noise sources in the circuit. Ind is the shot noise across diode, Ina is the amplifier
input current noise, Vna is the amplifier input voltage noise, Inr is the thermal noise in Rf

3.5.1 Thermal Noise

The thermal noise in a circuit is generated due to charge carrier agitation in a conductor.
The charge carrier agitation increases with increase in temperature which increases the
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thermal noise. In figure 3.7 thermal noise is marked as a current source in parallel with the
feedback resistor. The equation for Thermal noise is:

inr =
√

4 ·Kb ·BW · T
Rf

(3.8)

where inr is the RMS of the thermal current noise, BW is the bandwidth in Hz, i.e., the
frequency bounds of the system. For a pre-defined feedback resistor value and assuming
room temperature, the thermal noise is as shown in the figure 3.8.

Figure 3.8: Thermal noise contribution to the amplifier circuit. The X axis shows time and the Y
axis shows the estimated current noise in the circuit.

3.5.2 Shot Noise

Shot noise is caused by fluctuation in current values from its mean. It does not depend on
system temperature as in the case of Thermal Noise. The flow of current through a diode
makes it critical to consider shot noise as a major noise contributor in the system’s noise
equation. Shot noise is represented by adding a current source in parallel with the diode as
shown in the noise model figure 3.7.
The equation for contributed shot noise is:

ind =
√

2 · q · IDM ·BW (3.9)

where, ind is the diode current noise, q is the charge of an electron, IDM is the average DC
current through the diode. The estimated shot noise is calculated and is shown in figure 3.9.
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Figure 3.9: Shot noise contribution to the amplifier circuit. The X axis shows time and the Y axis
shows the estimated current noise in the circuit.

3.5.3 Op-Amp Noise

Noise generated in opamp is different from noise generated from its circuit interface. The Op-
Amp used here is a low noise amplifier but the noise effect can still be significant and a good
benchmark to compare other noise components with. The Op-Amp noise can be modeled
by both input current and voltage noise sources. The equivalent input noise sources for an
op-amp are indicated in figure 3.7 as Ina and Vna respectively.

3.5.4 Total Noise Contribution and Comparison

Total noise is a contribution of all individual noise sources as shown in figure 3.7. All the
noise sources are replaced by equivalent current source so that they are comparable when
their in value with the other noise sources and the input. The op-Amp noise is inherent,
however, because the value Rf is high, the thermal resistance dominates. As illustrated in
figure 3.10, the magnitude of different noise sources are compared by plotting the output
fluctuations on the same plot.

The equation for total noise at the output is given by:

Vntotal =
√

(Rf
2 · (i2nd + i2na + i2nr) + v2

na) ·BW (3.10)

Vntotal is the noise portion of the Vout that is shown in figure 3.7. This includes thermal,
op-amp and shot noises, which are converted into total noise voltage at the output. There
are other noise sources that can show up within the bandwidth of operation of the sensor,
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Figure 3.10: Total noise contribution from thermal, shot and op-Amp Noise

however, we need the sensor to provide an output of light intensity that can be used to find
a relation with the current flowing through the diode. For an ideal diode the dark current
can be in the range of a few nano amperes and the noise level is insignificant when compared
with the actual signal. The smallest detectable signal is often limited by noise when the two
signals become comparable.

Figure 3.11: Output voltage calculated by summing the current noise sources and multiplying with
the gain resistor of 1MΩ

It is desirable to have a diode that allows an increase in current flow for an increase in light
irradiation without giving rise to other noise elements in the circuit. The output voltage is
found from:
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Vno = Rf · (ind + ina + inr) + vna (3.11)

For a higher value of Rf the noise at the output is also amplified. The combined effect of
previously discussed noise sources can be seen in figure 3.11. This graph shows the noisy
output voltage Vno which includes, the estimated shot noise, thermal noise and opamp
current noise. The value for Rf used is 1MΩ. The mean of the output voltage is 0V with
a standard deviation of 71µV .

3.5.5 Inter-pyramid Distance and Noise

The distance between two pyramids ’d’, as shown in figure 3.4, should be large enough for
the pyramids to be able to sense two unique β values. However, when this condition is not
satisfied, for either of the two pyramids, the error may be significant enough to overlap
with the angular measurement from the other pyramid. Sources such as shot noise and
thermal noise, assumed to be white noises with gaussian distribution, cause an error in
measurement which is translated into an effective error in angular and proximity sensing.
The total noise voltage frequency distribution is illustrated in figure 3.12, this is generated
by plotting equation 3.11 in frequency domain.

Figure 3.12: Estimated noise distribution as measured at the output of the opamp. The measured
values of mean and standard deviation for the data set are also recorded.

The noise distribution is added to the input signal when calculating angular estimation β.
The test angle used for this measurement is 75◦, at 100 and 1000 lumens of light brightness.
This results in a distribution of samples around a mean of 75◦. This is illustrated in fig-
ure 3.13a and figure 3.13b. The distribution has a lower standard deviation in figure 3.13b
because the light source is brighter than the light used in figure 3.13a.
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(a) The brightness of the light source is assumed
to be 100 cd

(b) The brightness of the light source is assumed
to be 1000 cd

Figure 3.13: Estimated noise distribution for a β of 75◦

Figure 3.14 illustrates error in estimated β for a fixed 75◦ angle on incidence. The light
intensity is varied from 50 to 225 lumens, and as expected, the error reduces with a brighter
light source for a given fixed β.

Figure 3.14: Error in estimated angle β for a light source with a fixed angle of incidence and varying
light source intensity.

Figure 3.15 further illustrates the distribution of two angular measurements. The region
of overlap as shown is the region of singularity for the proximity sensing system. When
the, light source would be estimated to be at the point where the two parallel light sources
converge or infinity.
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Figure 3.15: An overlap in two normally distributed curves where each curve represents the probability
distribution for the measured angle from a single pyramid β. The overlap indicates a possibility of
identical β values being recorded at a given time from two individual pyramids. β1mean

and β2mean

are the means for each β.

Higher the overlap area P (β1) ∩ P (β2), more are the possible values for which the two
pyramids will measure the same β for a given instance in time. This overlap is inversely
proportional to the inter-pyramid distance ’d’, this is derived from equation 3.6. For a low
error proximity sensing mechanism, the value βconv is brought down by increasing inter-
pyramid distance ’d’ to a point until the overlap disappears. This simply means that the
two pyramids are taken further away from each other so that it becomes less likely that
they measure the same β.

Keeping the pyramids far way from each other will result in smaller errors in measure-
ment. However, single chip integration of sensors limit the maximum practical separation
between the sensors.
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Chapter 4

Microfabricated Vector Light
Sensor

This chapter discusses a micromachined model of vector light sensors. The 3D printed model
we discussed in the previous chapter proves the concept needed to lay the foundation for cre-
ating a micromachined device with similar proximity sensing capability in a condensed form
factor. This chapter also discusses the mask, package design, fabrication and characteristics
of the new micro-scale sensor.

4.1 Fabrication

Micro-Fabrication is a process that enables fabricating micro and nano scale devices. High
precision advanced instruments along with precise recipes are employed to create micro-scale
devices. Since these devices are very small, the dust particles in air becomes comparable
with the device’s micro-structures. This is the reason the fabrication for these devices are
carried out in a controlled and clean environment called a cleanroom. The fabrication pro-
cess is carried out partly in Engineering Sciences cleanroom at Simon Fraser University and
partly in 4D LABS. The cleanroom processes are performed by Vincent, a research engineer
at Intelligent Sensing Lab.

The device that needs to be fabricated consists of multiple layers as shown in figure 4.1.

Figure 4.1: Micro-fabricated pyramid design

There are 5 major steps in the fabrication process using different masks to achieve pyramid
structures with diodes on sidewalls, metal contacts to connect to these sidewalls, and finally
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vias that connect to the P-type substrate. The fabrication process includes lithography,
dopant implantation, etching, oxidation, and metal deposition. The steps for fabrication
are briefly described as shown in figure 4.2.

The device has been fabricated on a P-type silicon wafer [78]. This is because the P-type
substrate acts as the P-side or anode of the diode. A silicon dioxide layer was created on
the wafer surface to pattern the pyramid opening. Wet oxidation [79, 80, 81] has been car-
ried out in the oxidation furnace at the Engineering Science cleanroom at SFU. Oxidation
is followed by photolithography to pattern the oxide and prepare the exposed region for
etching[82, 83, 84, 85]. Etching in KOH solution consumes the oxide to create 54.7· side
wall angles. These inclined surfaces form the four sidewalls needed to form a pyramid. After
etching, the wafer now has pyramid trenches needed for forming inclined PN junctions,
this is possible because of the anisotropic nature of wet etching [86]. Through this pro-
cess, the unneeded oxide was etched away and a new layer of oxide was grown for N-type
doping [87]. The oxide mask was etched and dopants were implanted through openings on
the wafer’s surface. Next, the wafer was annealed for dopant implantation and repairing
damages caused during etching. Next, openings for via contacts are created. These open-
ings allow access to the underlying P-type substrate layer. Metallization [88] was carried
out using liftoff technique [89]. Masks for each step are created using CoventorWare layout
editor and are carefully aligned with the previous masks.

4.1.1 Thermal Oxidation

Thermal Oxidation is performed in the oxidation furnace. The silicon wafer is placed in a
boat and pushed inside the oxidation chamber. The chamber is closed and an oxide layer
grows on the silicon wafer’s surface. This process also consumes the underlying silicon layer
and a combination of this consumed silicon and the deposited oxide layer amount to the
total thickness of the oxide layer.

4.1.2 Lithography

Lithography involves transferring the drawn patterns of geometric shapes in a mask to
a thin layer of photoresist covering the wafer surface. Each mask used in the fabrication
process is aligned with where the previous mask was, and then exposed to ultraviolet light.
A photoresist consists of a photosensitive compound, resin, and an organic solvent. The
photoresist used for this device is AZ-703 [90] which is a positive photoresist, this means
that the UV exposed region of the photoresist layer becomes soluble and is then washed
away with the AZ 300 MIF photoresist developer.
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Figure 4.2: Steps for fabrication. A: Silicon Dioxide layer is grown and a photoresist is deposited; B:
Post etching another silicon layer is grown and new photo lithography mask is deposited; C: N-Type
Dopant is implanted followed by Oxide growth; D:Vias are formed; E: Metal is deposited through the
vias

4.1.3 Etching

Etching is used to remove the unneeded silicon dioxide off the wafer surface. For the fabri-
cation process a wet etching process is employed, which is performed by dipping the wafer
into a Potassium Hydroxide (KOH) solution which dissolves the soluble and exposed silicon
dioxide layer. The selectivity of KOH is high, which means the selected layer is removed
entirely without harming the substrate and mask. KOH is an anisotropic etchant which
makes it sensitive to the crystal orientation [91]. KOH displays an etch rate selectivity ap-
proximately 400 times higher in <100> crystal directions than in <111> directions, which
is why it is possible to get sidewalls by stopping the etchant in the <111> plane. The <111>
planes are the inclined walls as shown in figure 4.3, which form the pyramid sidewalls.
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4.2 Microfabricated Model and Design

4.2.1 Single Pyramid

Post-fabrication, an inverted pyramidal structure with doped sidewalls inclined at an angle
α with respect to the surface is formed. The PN junction is formed by the P type base
substrate and the N type doped regions marked as DW est and DEast as shown in figure 4.3.
This structure alone can measure the angle of incident light with respect to the sensor’s
position on the chip surface.

Figure 4.3: A single pyramid model schematic

4.2.2 Bi-pyramid

Extending the concept of using a single pyramid for angular estimation, it is also possible
to have two such pyramid structures aligned in the same plane with photodiodes DSouth1

facing DNorth2 as shown in the figure.

Figure 4.4: A 2 pyramid model schematic

Two such pyramids can be used to find two angles to a distant point in the same plane.
Range detection in optical sensing becomes challenging when the pyramids are smaller and
relatively closer to each other. The resolution of angle measurement can be increased by
reducing the noise and increasing the input opamp’s gain. For a lower gain, the noise is
high but the dynamic range of proximity detection increases, for a higher gain the opamp
saturates quickly and the dynamic range is limited to a few centimeters of range. There are
a few challenges that appear while adjusting the gain of the opamp in real time applications.
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4.3 Mask Design

This section discusses the mask design for fabricating a micro scale pyramid array. Because
making multiple such pyramids would make a bulky device, the new version of sensors
was made in a micro fabricated model with multiple pyramids placed at an equal distance
from each other. The approach is to design a single pyramid with symmetric sidewalls.
Anisotropic etching with KOH is used to achieve V-etched sidewalls that are inclined to the
surface at a 54.7◦ angle.

A single pyramid with two sidewalls is used to extract angular information of the inci-
dent light on the pyramid’s surface. It becomes interesting when there are multiple such
light-detecting pyramids placed in a single row. The device needs 4 masks for fabrication,
namely, Pyramid Mask, Doping Mask, Vias Mask, Metal Mask. The masks are drawn on
CoventorWare [92], a Microelectromechanical systems (MEMS) design and simulation soft-
ware. A single pyramid structure generated in CoventorWare is shown in figure 4.5.

Figure 4.5: Mask design for a pyramid structure with two diodes doped on opposite facing facets. A:
Mask to create the pyramid sidewalls B: After doping C: After adding vias D: After metallization

Mask A is the pyramid mask layer. This mask is used in creating the upper square struc-
ture on the wafer which is etched out using diluted KOH solution. This results in V-shaped
sidewalls that form the 4 edges of the pyramid. Mask B is the doping mask, it shows two
diodes that are formed by doping two opposite sidewalls of the pyramid. Mask C is the Via
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mask, which creates an opening for contact vias. The tiny blue squares are vias - used to
establish a path to connect to the P layer. Mask D is the metal mask which is used for
electrical connection to the device.

A similar process is created for multiple pyramids. The idea is to use an established process
and test the diodes and then form multiple pyramids on a single chip. Multiple combinations
of pyramid structures were tested before developing the final sensor. The fabrication yield
was about 70%.

Multiple pyramids are aligned in a row to form an array, this is illustrated in figure 4.6.
This design is advantageous in the following ways:

1. Pyramids in the same plane can be used for height as well as angular measurements

2. Having multiple pyramids gives the flexibility of choosing pyramids at different dis-
tances from the first one which helps in choosing the best fit in terms of resolution
for the desired application

3. The metal pads are at a distance from the actual sensing element, because wire bonds
to the metal pads can cause unwanted reflections.

Figure 4.6: A design of the micro fabricated sensor which consists of a pyramid array arranged in a
row structure. The vertical center of the design shows the pyramids and the upper and lower half of
the rest of the chip shows metal contacts for each diode.

Having a row device is useful in cases where multiple reference points are needed for mea-
surements in gesture recognition and motion sensing related application. Another added
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advantage of the row structure is that the design allows a flexible testing regime. For in-
stance, if one of the diode stops working, then a diode with similar orientation on the same
surface can be used to replace the faulty diode. However, this would require recalculating
the center of the new pyramid and then accounting for this offset in the proximity sensing
formula.

Package
It is desirable that the sensor have a uniform and repeatable behavior, irrespective of the
source beam size or intensity. A pin hole mask structure can be formed by punching a hole
in an opaque sheet and placing this sheet above the sensor, such that, the light is able
to illuminate at least two of the pyramids by the light filtered through the pin hole. The
pyramid area may have have undesired doped regions around it. This means that the con-
ductivity in certain surrounding region may change based on the light intensity. This is not
a desirable phenomenon for the sensor’s operation. This causes a fixed or variable bias to
the output voltage. A pinhole structure blocks out the reflected interference light shining
on the sensor, and channels the light directly to the inclined sidewall diodes that are needed
for angular and height estimations by the sensor. The blocking mask needs to be opaque
in nature so that no light passes through to the sensor. Figure 4.7 shows a mask and light
sources of two different beam diameters.

(a) Small Light Source (b) Large Light Source

Figure 4.7: A pinhole mask fitted over a target sensor package. The two images show one and
multiple omnidirectional light sources in the environment. The mask also blocks reflections which
may otherwise impact the sensor’s reliability.

34



For tests with multiple point light sources or a large light source relative to the sensor allows
extra illumination on undesired photo active region. This can cause measurement errors as
the light intensity on these regions become dominant. Figure 4.7 illustrates a light source in
the environment the incident light of which illuminates the pyramid array. The pinhole only
allows a certain amount of light to pass through, hence, mitigating the parasaitc’s effect on
the intensity measurements.

4.4 Characterization

Diode Characteristics
In this section the fabricated diode characterization is discussed. The ideal diode equation is:

Id = I0 ·
(
e

qV
nKbT − 1

)
+ Ip (4.1)

Measured IV characteristic for one of the fabricated photodiodes is illustrated in figure 4.8.
The current recorded for each applied voltage value across the diode are shown.

Figure 4.8: IV characteristics of fabricated photo-diode

The IVs are plotted using a data acquisition source measurement system. Source is limited
to 5mA of maximum current and the voltage limit is set from −11V to +1V . This is because
the the diode characteristics show the breakdown and the knee in voltage in this range. The
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diode is expected to forward bias at a +0.7V potential difference across the diode junction.
As figure 4.8 illustrates, there is almost no current flowing through the diode in reverse
biased region and the diode starts conducting at a forward bias voltage of approximately
0.8V. However, when the reverse voltage across the diode is increased and it almost reaches
breakdown - current starts flowing in the opposite direction as seen in figure 4.8.

Figure 4.9: IV characteristics measured across a single diode in ’with light’ and ’without light’ con-
ditions

Figure 4.9 shows how the current flow for a measured sample diode changes when there is
light falling on the diode. For the entire reverse bias region as show there is a significant
increase in the current flow.
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Chapter 5

Experimental Results

This chapter discusses the practical and experimental implementation of the device designs
and models. The experimental parameters are set in line with the simulation parameters.
Further, the discussion carries on to interpretation of data, experimental setup, challenges
faced while testing, device and design characterization, angular resolution, effects due to
noise and the sensor’s performance in angular and height detection.

5.1 Measurement Setup

This section discusses the sensing mechanism setup, the electronics used to obtain the data

Figure 5.1: Data acquisition system for four source inputs ID1, ID2, ID3, ID4 that are currents
coming from independent photodiodes. The opamp amplifies and converts the current to an analog
output voltage. The A/D gives a digital output to allow signal processing on the signal.
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and the software interface used to troubleshoot the sensor. The packaged microfabricated
sensor and the data acquisition controls are also briefly discussed.
Figure 5.1 shows a block diagram with four inputs which come from four independent diodes
that are fixed to the pyramid sidewalls. The diode’s cathode is connected to inverting input
of the op-amp and anode is connected to ground. This zero biases the diode, which means
that ideally no current should flow through the diode under no light or dark conditions.

For reverse biased diode with no light irradiated on it, the current flow is minimal and
the output voltage is close to 0 Volts. Increasing the light source intensity would increase
the photo-current Ip flowing through the diode. This current is flowing towards ground and
can be indicated by negative Y direction shift of the IV’s reverse bias characteristics, as
shown in the IV curve in figure 4.8. Depending on the magnitude of this generated photo-
current, the op-amp output also changes. Since the input of the diode is connected to the
inverting input of the op-amp, the shift in voltage for a negative shift in current would be
positive.

Figure 5.2: Experimental setup that shows a microfabricated sensor being used for proximity sensing
inside a dark room

Figure 5.2 shows an experimental setup that consists of a computer with LabVIEW installed
on it, an NI chassis which is placed below the monitor, a data acquisition system which
is an extension of the NI data acquisition system, a dual DC power supply that powers
the op-amp at ±5V , the microfabricated sensor which is packaged and connected to the
breadboard which can be seen towards the extreme right of the setup. These components
can be related to the block diagram that was discussed in figure 5.1. This will give an un-
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derstanding of the electrical connections between the components.

To allow parallel data logging through the data acquisition system and real time processing
of the logged data, a control interface is created in LabVIEW. This interface structure is
illustrated in figure 5.3.

Figure 5.3: LabVIEW setup for real time angular and height measurements. P1N , P2N , P1S, and
P2S are voltage outputs from each diode, Beta1 and Beta2 plot the angular estimate of the light
source, and Height uses the Beta values to estimate proximity to the light source from the sensor.

Through the interface system, it is possible to individually monitor output voltage as mea-
sured from each diode on the sensor. This can be seen in the plots ’P1N ’, ’P2N ’, ’P1S’,
and ’P2S’ in figure 5.3. ’Beta1’ and ’Beta2’ show the real time estimate of the measured
angles β1 and β2. Using these angles, a LabVIEW code calculates the height and displays
it as seen in ’height’. This system provides a seamless interface with the NI chassis that
connects NI data acquisition module with the sensor interface.

5.2 Measurement Results and Discussions

This section discusses two pyramid model designs that are used in angular and proximity
sensing. Test results for both, the discrete photodiode model and microfabricated model

39



are discussed. The advantage of miniaturizing the model is that multiple proximity sensors
can be put on the same chip while requiring the same amount of space that a 3D printed
discrete photodiode model with one would need. A device with multiple such pyramid pixels
would be able to extract more data from different points on the surface and can be used for
applications such as gesture recognition, and motion sensing.

5.2.1 3D printed Pyramid

3D printed pyramid structures have been fabricated in SFU Surrey’s workshop facility.
The printed pyramids have two drilled holes on each facet and a rectangular slot created
to accurately place the photodiodes on the pyramid sidewall. It is convenient to test the
mathematical model on devices that can be physically adjusted or replaced in case of a
fault. This work discusses a physical diode based model which uses multiple light sensors to
ascertain light field information based on the incident light. The light source used in these
experiments is a battery operated ~200 lumen white flash light.

Figure 5.4: 3D printed proximity sensor used for angular and height measurements. This model uses
a single pyramid to capture light field information.

Measurements with a 3D Printed Proximity Sensor

The pyramidal structure allows to have five surfaces, four sidewalls and a flat surface on the
top that can be used for PN junction formations. Two opposite photodiodes in the same
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plane can be used for angular estimation to the source. For height or proximity sensing, the
same structure with a common diode on the flat top surface is used for measurements. To
test the operating principle, a 3D printed pyramid model was designed. Figure 5.4 illustrates
a test pyramid structure.

The model has 2 identical and symmetric holes drilled on each face of the pyramid. The
photodiode leads are fitted in through these holes. Each face also has an extruded rect-
angular slot that matches the dimensions of the BPW34 photodiode. The photodiodes are
press-fitted in the slot.

Angular Measurement
The test pyramid has been divided into two sub pyramids as previously discussed in section
3.4.2. One diode on the top acts as a common diode for the two virtual pyramids. The
angles measured using the second pyramid (the one on the right) will be offset by 180◦ in
reference to the first pyramid. The angular measurement for this setup is offset by ±22.5◦

on each side because each virtual pyramid is tilted 22.5◦ above the surface. After taking
theses numbers into account the test setup was built and angles estimations as perceived
from each pyramid were recorded.

Figure 5.5: Angle measurements using 2 half pyramids. The photodiode on the top flat surface is
shared between the the two sub pyramid pairs. One photodiode on each side along with the common
photodiode contribute to a pyramid pair. The overlapping viewing angle for pair 1 and pair 2 define
the range for which the measured angular and height values are reliable.

As illustrated in figure 5.5, the measured value from pair 1 and pair 2 overlap with the
true value of incident light angle. For pair 1, the reliable viewing range is 45◦ to 157.5◦ and
for pair 2 the viewing range is 22.5◦ to 135◦. Beyond these values the measurements are
inaccurate and unreliable.
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Height Measurement
Since a 3D printed model is tested for a light source very close to the sensor and a beam
diameter comparable with the size of the pyramid, the sensor gets blinded for the first
2cms measured. This happens when all photodiodes on the pyramid are are not illuminated
because the light source is that close to the sensor, and this is why values obtained in this
range are discarded and not included in the test measurements. Figure 5.6 shows the height
measurements recorded for every 2cm change in distance between the light source and the
pyramid.

Figure 5.6: Height estimate from the 3 discrete diode pyramid structure

Since the pyramids are overlapping each other, the inter-pyramid distance ’d’ (as discussed
in 3.4.1) is very small. For this reason, height estimations at higher distances become more
challenging. Since the overlap in the probability distribution of the two β values is high, the
chances of false overshoots in the measurements also increases.

Another factor that negatively impacts testing is the shared photodiode among the two
pyramids. An offset in measurements from this specific photodiode would affect readings
from both the pyramids. This also means that the pyramids would not be acting indepen-
dently as in the case of the previously discussed bi-pyramid model.

5.2.2 Microfabricated Pyramid

This section, discusses test results when a microfabracated version of the sensors is used for
measurements. The measurements provide angular and height estimations to the light source
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from the sensor base. A model with one diode on each of the four facet of a pyramid has
been discussed in [93]. This work proves that a pyramidal structure with light sensing side
walls, can measure angular information of incident light. Figure 5.7a illustrates a pyramid
with 4 photodiodes. This design shall be considered as the first generation device and the
work presented in this document as the second generation device.

(a) Fabricated pyramid with four diodes (b) Fabricated pyramid with two diodes

Figure 5.7: Pyramid structures used for testing

Microfabricated Row Array Pyramid

A pyramidal structure which is a part of the row array design is shown in figure 5.7. The
mask design for the microfabricated row array pyramids has previously been discussed in
section 4.3. The structure design is a micro-scaled version of the larger discrete 3D printed
pyramid models. This design has been tested for angular and height measurements and the
results are discussed in future sections of this document.

Angular Measurement

It is critical to have two diodes with similar IV responses that have similar sensitivity, dark
current, and IV characteristics. Figure 5.7b shows a Scanning Electron Microscope (SEM)
[94] image of an individual pyramid with two diodes fabricated on two opposite sides of
the pyramid. In figure 5.7b, the square border are the 4 pyramid side walls formed by
anisotropic etching of silicon. The two terminals coming out from two of the sidewalls are
metal contacts to the doped N-region for each diode. The pyramid shown is symmetric and
each diode is isolated from one another.
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In-plane angular measurement is possible using a single pyramid with two opposite fac-
ing photodiode structures. For well structured diodes the incident light intensities should
be the same if light is shining at a 90◦ angle with respect to the pyramid base. This also
verifies the repeatability of the diode and the fact that an appropriate gain resistor has been
used in the feedback for the transimpedance amplifier.

The light intensity measured on two opposite facing diodes should increase for one side
when decreasing on the other and vice versa when the pair is reversed. Using the formula
for β estimation as shown in 3.3, it is possible to find the angle measurement for the incident
light on the device’s surface. Figure 5.8 summarizes measured angular values for multiple
captured data sets.

Figure 5.8: Angular measurement using one fabricated pyramid. The graph shows how the sensor’s
angular estimation fits with the actual (Real) incident angle of the light source.

The graph shows measured angles within the visibility range of the sensor which can be
defined by angles where both sides of the pyramid are illuminated. Beyond this range, when
one of the sides receive no light, the measurements are deemed unreliable and unpredictable.
Based on figure 5.8, it is possible to conclude that angular measurements from a single pyra-
mid are repeatable and reliable.
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Real Time Angular Measurement

Figure 5.9 illustrates a real time measurement angular measurement using the microfabri-
cated sensor. The upper half of the image figure 5.9 A, shows instantaneous voltage ampli-
tude for the given sample time measured from ’Diode East’ and ’Diode West’.

Figure 5.9: Real time angular measurements recorded using one pyramid on the fabricated sensor.
A: Voltage measurements for the two diodes on the opposite sides of a pyramid. B: A light source
held directly above a single pyramidal sensor model. C: Calculated angular measurement. β

When these values are plugged into the angle estimation formula 3.3, a real time angle plot of
the incident light source angle can be plotted, this has been illustrated through figure 5.9 B.

The light source, a 250 lumen white light, was held in hand and moved from left to right
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and back in the measuring axis of the photodiodes. This experiment verifies that the sensor
can be used in a dynamic environment where the external factors affect the sensor’s perfor-
mance. The test is performed in an indoor environment with a bright light source incident
directly over the test pyramid.

The estimated angles form a rough sinusoid which means that the angle changes have
been fairly smooth and at a uniform pace, however some errors can be seen in the output
because this device was hand held and the light was not necessarily following a constant
plane.

Deviation in angle measurements based on source height

Experimentally, the error in measured β for a specific angle of incidence significantly in-
creased as the light source was taken away from the sensor. This phenomenon was further
investigated by testing the measured angle β by irradiating light at different distances from
the sensor.

Figure 5.10: Standard Deviation measurements for varying light to sensor distances. Each point as
indicated show the deviation in β from the original intended value, as the distance from the sensor
increased

The test was carried out on 3 fixed angle of incidences, 60◦, 75◦ and 90◦. Figure 5.10
shows the results for angles 60◦, 75◦ and 90◦ as the light source was moved away from the
sensor. The Y-axis shows the standard deviation in measured β from the actual β. The
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X-axis is the distance from the sensor to the light source.

The device symmetry allows us to assume similar results for 105◦ and 120◦ which is why
we do not show this in the plot. For a 60◦ - angle of incidence, the light source is at the
edge of the sensor’s viewing angle. Here, the deviation range of β is the highest among all
measured values as shown in the plot. This proves that the light when moving out of the
field of view of the sensor becomes more prone to errors.

Light intensity – distance parameters follow an inverse square relation. The deviation from
β increases when the light to sensor distance is increased. This is because the signal gets
relatively weaker with distance and angle estimation gets more challenging.

Height Measurement

Multiple diodes on a chip are used for angular measurements which lead to light based
distance sensing. More than two diodes are needed to achieve height estimation, all diodes
have a slightly different IV curve and have some discrepancies in characteristics. It gets
increasingly challenging to include reliable light intensity values from diodes as we keep
increasing the number of diodes used for simultaneous measurements.

Figure 5.11: Fabricated 2-diode pyramids arranged in a row. The pyramids are arranged in line
and the light is irradiated on the entire row. This structure helps determine angular positions from
different points on the sensor’s surface.

For height measurement, there is a need for a minimum of 3 diodes at different inclination
angles or a combination of different inclination and physical position on the chip. Figure 5.11
shows an image of multiple pyramids placed next to each other in a row. These are pyramids
similar to the ones shown in section 5.2.2.
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Figure 5.12: Fabricated and packaged sensor

The fabricated and packaged sensor is shown in figure 5.12. The sensor consists of 24 test
diodes with wire bonds connecting the pads on the chip to the package’s metal contacts.

The targeted sidewall doping has a minor undesired doped region which extends the diode’s
area on to the flat surface of the pyramids shown in figure 5.13. Light when incident on
the chip illuminates the whole chip surface, this can cause a higher flow of current due
to the unwanted flat PN junction formed by the extra doping beyond the sidewall. This
can be resolved by better mask alignment while doping the sidewalls. Another way is to
compensate for the extra amount of light absorbed by the diode.

Figure 5.13: Undesired doped region extending the PN junction diode area for some of the diodes.
The doping has been spread beyond the targeted sidewall region of the pyramid, on the flat surface.
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Another problem faced while measurements was the absorption of heat by the silicon sur-
face. The chip had some exposed silicon area which was used for routing paths from the
metal pad to the pyramid sidewalls. However, with continuous usage, this surface tend to
heat up and capture the stored energy. To solve this the unused region on the chip is covered
with a metal layer which allows for better reflection of light and prohibits the chip from
capturing heat. This further avoids reflection based crosstalk within the chip surface and
allows only the intended diodes to receive the incident light.

Figure 5.14: Height measurement using two pyramids 1500µm apart on a single microfabricated
multiple pyramid sensor. Two inverted pyramids with photodiodes on opposite facets and in the
same plane are used for these measurements.

Figure 5.14 summarizes the height measurements using an integrated model of row array
pyramids. The distance between two pyramids is 1500µm. The measured height is precise
for shorter ranges of about 5cm. to 15cm., however, the uncertainty in predicting the cor-
rect height from the light source keeps increasing with the increase in height. The error
bar is the standard deviation of the measurements. For distances too close to the sensor,
the sensor perceives the light to be equally illuminating the pyramid facets and gives an
uncertain output with a high amount of variation.

Figure 5.15 shows a similar summary of proximity data from a chip that has two pyra-
mids at a 4000µm distance from each other. Because the two pyramids are more than twice
the distance apart from each other, the height estimations improve significantly. This is
because, the angular estimation error has reduced.
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Figure 5.15: Height measurement using two pyramids 4000µm apart on a single microfabricated
multiple pyramid sensor. Two inverted pyramids with photodiodes on opposite facets and in the
same plane are used for these measurements.

In summary, the measurements are repeatable, the sensor is able to provide accurate proxim-
ity sensing. The performance of the sensor showed a significant improvement after allowing
the light to pass through to only the pyramid region, leaving rest of the chip covered. This
has made the readings more reliable and the device capable of being used in a dynamic and
changing environment.
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Chapter 6

Conclusion and Future Works

A proximity sensor measures the distance to an object within its field of view without estab-
lishing any physical contact with the target. Light based proximity sensing use the light’s
intensity to determine the vicinity to an object. Such proximity sensors are widely used in
robotics, automatic industrial equipment and smart phones among many other applications
throughout the industry. For many upcoming technologies, proximity sensors are becoming
critical to the device’s overall performance. Some factors such as the sensor’s size, resolution
and power usage are instrumental in deciding the appropriate sensor for a given application.
The current trend of sensor fusion to improve device resolution requires integrating multiple
proximity sensors in a package to further improve resolution in proximity sensing.

6.1 Summary

This work discusses proximity sensing using a pyramidal sensor pixel model. The device is
passive in operation because it uses environmental light for proximity sensing. This sensor
also uses low power because it does not operate on the principle of emitting waves into
the environment. A prototype model showing a 3D printed structure with discrete diodes
is used to prove the concept. This sensor is micro-fabricated, tested and packaged into a
single chip. The microfabricated device has been used for determining angular and height
measurement. The sensor and the data acquisition circuit are discussed. Sources of noise
in the circuit and ambient light noise are talked about. A pin hole is used to reduce the
sensor’s response to parasatics. A LabVIEW interface is developed to test the device in real
time. This interface provides individual views to monitor the light intensity measured by
each diode and incorporates the formula to calculate angle and height to the incident light
source. The device’s accuracy and repeatability is more reliable for small distances, hence,
this device can be used in applications that require short range detection. Because this
device uses low power it can be connected to a portable robot and be used in short range
navigation and proximity sensing. Automotives are using an array of sensors for proximity
sensing and detection for both small and long range applications to provide a better driving
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experience to the user. With upcoming automatic driver-less car technology, the reliance on
such sensors would increase in the future. This sensor has a huge potential in many more
industries that are working towards automating their technologies.

6.2 Contributions

The microfabricated sensor presented is a passive sensor that can find multiple applications
in mobile devices. The sensor gives an alternative to proximity sensing devices that actively
radiate waves. This is a low power, robust and economic device. The fact that the sensor can
be scaled to a micro-level proves that the device can easily be embedded into robotic bodies,
smartphones, and other equipment that use proximity sensing. This work has resulted in
the following work:

• A. Rai, D. Zhuo, B. Bahreyni,"Passive Proximity Detection Based on a Miniaturized
Pyramidal Optical Sensor", IEEE Sensors 2019, Montreal.

• D. Zhuo, A. Rai, S. Grayli, G. Leach, B. Bahreyni,"A Micromachined Vector Light
Sensor", Journal paper.

6.3 Future Work

Irrespective of how much a device is tested and reformed, there is always scope for not only
performance improvements but also for use in a variety of proximity sensing applications.
The microfabricated device has a limited range and limited pyramid pixels on a single
chip. This document provided a discussion on the model and subsequent tests to verify
the model. The optical sensing mechanism using a pyramid pixel can be further explored
by trying different structural geometries and possibly moving forward with a denser chip
design. Some of the suggested possibilities of further improving such an optical sensor are:

Adaptive Resolution for Range Enhancement: The height calculations achieved are
limited by the opamp saturation. For a high light intensity the sensor is blinded. This can
be seen as similar to what a camera would act like if a bright light bulb is placed very close
to the camera lens. The OpAmp can be used with a lower gain to improve the dynamic
range but this negatively impacts the resolution of the data acquisition system and a lot
of information gets rounded up due to quantization error when converted from analog to
digital form. Using a reference pyramid with low gain can estimate the position of the light
source with a low resolution. A secondary pyramid with a higher gain can now capture a
higher resolution proximity estimation of the same light source based on the initial estimate
by the low-gain sensor.
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Sensor Fusion: Sensor fusion is the idea of using multiple sensors in tandem to improve
a system’s performance. For proximity sensing this can be implemented by using different
kinds of proximity sensors to estimate distance to the same target. For example, using
ultrasonic sensor would give more accurate results when sensing proximity to a glass object
as compared to an infrared sensor. However, an infrared sensor per se is highly accurate and
repeatable for sensing proximity to opaque targets. A combination of these sensors improves
the device’s performance and avoids relaying false information to the user. This light sensor
can also be used in tandem with other similar proximity sensing devices. Since this sensor
uses low power it can be used in devices that need offline sensing. Offline sensing is an idle
state for the robot, when all other sensors are switched off or put into low power mode.

CMOS design: This design can be further fabricated with a CMOS fabrication technique.
However, building a sensor on a smaller scale would require rework on the fabrication pro-
cess, circuit design, and improvements in the device model. A highly dense chip can achieve
better image resolution capabilities of a captured image and also allow for modification
using advanced deep learning algorithms to correct pixel readouts based on neighbouring
pixels.

Gesture recognition: It is already possible to sense a light source in space using this
sensor design. With a denser chip design, it is possible to create an algorithm that can
support gesture recognition techniques. Since this optical method of sensing uses passive
means for proximity measurements, it uses low power and can be used in mobile devices for
applications that need continuous gesture recognition embedded in their system.
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Appendix A

Calibration

In a no-light background, the light sensor has some small current flowing through it, this
is dark current for the given sensor. It is possible to use software calibration to reduce this
extra current as perceived by the sensor.

It is highly unlikely to have all diodes with identical characteristics, which makes it critical
to subtract the difference in the actual and desired signal from the measured data. This
difference - dark current - is subtracted from the input signal measured.

After successfully eliminating the extra current, and getting a mean of approximately 0V
at the output across the photodiode, it is now possible to move on to the next step which
is ’Angular Measurement’ using the sensor.

The photodiodes used for light intensity measurement are placed on the pyramid side-
walls as illustrated in figure A.1. These are opposite facing diodes as shown and are labeled
as DEast and DW est.

Current flowing through the diode is given by equation:

Id = I0 ·
(
e

qV
nKbT − 1

)
+ Ip

Figure A.1: Pyramid schematic with two independent photodiodes on the sidewalls

Figure A.2 illustrates an output voltage readout as recorded from DEast as recorded by the
data acquisition system. More about the data acquisition system is discussed in 3.3.
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Figure A.2: Voltage output for DEast with incident light placed at 110◦ with respect to the sensor

Figure A.3 is data from the opposite photodiode in the same pyramid and it illustrates an
output voltage readout as recorded in a similar manner from DW est. The power received on

Figure A.3: Voltage output for DW est with incident light placed at 110◦ with respect to the sensor

the photodiode surface for DEast and DW est are:

PEincident
= As · Iin · sin(β + α)

PWincident
= As · Iin · sin(β − α)

The ratio of power from light from East and West light sensors is given by:

RPE/PW
= sin(β + α)

sin(β − α)
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The ratio is now used to measure the incident light angle β using:

β = α− arctan
(
RPE/PW

· cos(2α)− 1
RPE/PW

· sin(2α)

)
Finally, the desired angle is estimated and the results are as shown in figure A.4.

Figure A.4: Calculated angular measurement using DEast and DW est intensity values
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