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Abstract 

As recording devices such as cell phones and body cams become more accessible, audio 
recordings are increasingly being used as evidence in legal cases. The goal of this 
research was to test the (1) applied circumstances under which people misinterpret audio 
recordings; (2) mechanisms that contribute to confirmation bias in these cases; and (3) 
methods for mitigating confirmation bias for degraded audio recordings. In Study 1, I 
found that incriminating contextual information biased participants’ interpretations of 
innocuous degraded audio recordings. Specifically, participants who learned that they 
were listening to wiretapped conversations with criminal suspects or that they were 
listening to wiretapped conversations with criminal suspects in cases also involving 
eyewitness evidence made more incriminating misinterpretations than participants who 
learned no context about the recordings. In Study 2, I tested whether fluency 
misattribution is a mechanism for confirmation bias by including reaction time as an 
independent measure of fluency. I manipulated perceptual fluency within-subject by 
presenting non-degraded recordings, minimally degraded recordings, and moderately 
degraded recordings. I manipulated conceptual fluency between-subject by varying the 
amount of context participants received about the recordings: (1) no context; (2) the 
recordings came from criminal suspects’ conversations (criminal suspect); (3) 
incriminating written transcripts. Across degradation levels, participants in the 
incriminating written transcripts condition made more incriminating misinterpretations 
than participants in the criminal suspect condition, who in turn made more incriminating 
misinterpretations than participants in the no context condition. Additionally, reaction 
time partially mediated the effect of context on incriminating misinterpretations for 
minimally and moderately degraded recordings, suggesting that fluency misattribution 
contributes to confirmation bias. In Study 3, I tested whether the Canadian Model Jury 
Instructions for audio recordings and written transcripts effectively reduce participants’ 
tendency to make incriminating misinterpretations after reading incriminating transcripts. 
When there was no delay between participants’ exposure to incriminating transcripts and 
when they interpreted the recordings, participants who received instructions made fewer 
incriminating misinterpretations than participants who did not receive instructions. 
However, when there was a one-week delay, there were no differences between those 
who received instructions and those who did not. These studies have methodological, 
theoretical, and applied implications. 
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Chapter 1.  
 
Introduction 

Humans constantly make decisions. From the seemingly insignificant decisions 

such as choosing what to eat for breakfast, to the life-changing decisions such as finding 

a new job, we face several decisions daily. Fortunately, our brains have developed several 

cognitive heuristics, or “short-cuts,” to decision-making (Tversky & Kahneman, 1974; 

Shah & Oppenheimer, 2008). These heuristics help us filter through the immense amount 

of information we encounter daily to efficiently make decisions and make decisions in 

the face of uncertainty. Although mostly helpful, these heuristics may lead to cognitive 

biases, or systematic deviations from rational information processing and decision-

making (Haselton et al., 2015). While there are several cognitive biases that may lead to 

flawed decision-making, one bias appears to be particularly pervasive. In fact, Nickerson 

(1998) said, “If one were to attempt to identify a single problematic aspect of human 

reasoning that deserves attention above all others, the confirmation bias would have to be 

among the candidates for consideration” (p. 175). 

1.1. Confirmation Bias  

Confirmation bias is a cognitive heuristic that occurs when individuals seek, 

interpret, recall, or disregard evidence in ways that are consistent with their pre-existing 

beliefs (Nickerson, 1998). For example, when individuals are led to believe that a child 

and adult are genetically related before viewing photographs of child-adult pairs, they 

tend to give higher facial resemblance ratings to the pairs than those who do not learn 

such information (Bressan & Dal Martello, 2002). Thus, individuals’ pre-existing beliefs 

can influence their evaluations of subsequently presented information, such that they 

assess this information in a manner consistent with those pre-existing beliefs. While 

confirmation bias has only been formally recognized in the psychological literature over 

the past six decades, humans have long understood the tendency to make decisions 

consistent with one’s current beliefs or expectations. Consider, for example, Julius 
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Caesar, who said “Men generally believe quite freely that which they want to be true” 

(Risinger et al., 2002, p. 6) or Francis Bacon (1620/1939), who said “The human 

understanding when it has once adopted an opinion…draws all things else to support and 

agree with it” (p. 36). Thus, people have recognized the pervasive consequences of 

confirmation bias for centuries. 

A classic experiment on hypothesis-testing demonstrated the propensity for 

individuals to seek information which would confirm, rather than contradict, their pre-

existing beliefs. Wason (1960) gave participants a series of three numbers, or triplets, and 

asked participants to figure out the rule that was used to determine the set of numbers. 

Participants could either ask about additional triplets that would follow the rule or triplets 

that would defy the rule. Wason found that participants typically only asked about triplets 

that were consistent with their hypothetical rule. Thus, he believed that this was evidence 

that individuals exhibit a confirmation bias. Though Wason did not specifically use the 

term “confirmation bias” to explain this effect in his original empirical article on this 

phenomenon, his 1960 work is revered as the seminal study on confirmation bias in the 

literature (Gale & Ball, 2002).   

Other research found that this effect extends to social interactions, demonstrating 

that individuals often seek hypothesis-consistent information about other people. For 

example, Snyder & Campbell (1980) asked participants to select questions that would test 

whether the person they would be interacting with was a prototypical introvert or 

extravert. When participants were asked to test the introvert hypothesis, they asked more 

introvert-consistent questions (e.g., “do you like spending time alone?”). Alternatively, 

when participants were asked to test the extravert hypothesis, they asked more extravert-

consistent questions (e.g., “do you enjoy socializing?”). Thus, participants appeared to 

use a so-called “confirmatory hypothesis-testing” strategy, selecting more questions that 

would confirm their hypothesis rather than contradict it. These classic experiments 

prompted years of research on the tendency to seek information consistent with one’s 

pre-existing hypothesis (Bruner & Potter, 1964; Mynatt et al., 1977; Rosenthal & 

Jacobson, 1968; Skov & Sherman, 1986; Snyder & Swann, 1978; Wason, 1968). 
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As research on confirmation bias continued to evolve, the construct extended 

beyond this initial demonstration of people’s tendency to engage in a positive hypothesis 

testing strategy (i.e., the tendency to ask more questions that would confirm, rather than 

contradict, one’s hypothesis; Klayman & Ha, 1987). For example, Jonas et al. (2001) 

showed that when participants form a preliminary belief on a particular issue (e.g., health 

policy), they selectively seek information which would confirm their belief. In a series of 

studies, the experimenters presented participants with articles which would either support 

or contradict their preliminary beliefs on health policy. Jonas et al. found that when they 

presented supporting information simultaneously with contradictory information, 

participants tended to select the supporting information. They also found that when they 

presented supporting and contradictory information sequentially, participants selected 

supporting articles to an even greater extent than when the options appeared 

simultaneously. They suggest that sequential selection of information may have more 

implications for decision-making in the real world, where individuals will most often 

search for information in a sequential manner. They also provide evidence that increases 

in confirmation bias resulting from sequential presentation of information occur because 

individuals become increasingly committed to their initial beliefs over time (Jonas et al., 

2001; see also Knobloch-Westerwick et al., 2020 for evidence that political views lead to 

selective exposure to political information). 

While confirmation bias occurs when individuals selectively seek information that 

is consistent with their pre-existing beliefs, it also occurs when individuals interpret 

information they subsequently encounter as being consistent with their beliefs. For 

instance, people who hold pre-existing expectations about another person may interpret 

that person’s actions in a manner that is consistent with these expectations (Duncan, 

1976; Langer & Abelson, 1974). Darley and Gross (1983) found that individuals interpret 

a child’s actions differently based on their pre-existing beliefs about the child’s 

socioeconomic status (SES). Specifically, the researchers told half the participants that 

they would be watching a video of a child from either a low- or high-SES family. Then, 

all participants watched a video of the child taking an academic ability test. Those 

participants who believed that the child came from a low-SES family rated the child’s 

abilities as below-grade level while participants who believed that the child came from a 
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high-SES family rated the child’s abilities as above-grade level, despite both groups 

watching the same video. Thus, individuals interpreted the same actions in opposite ways 

depending on what they were led to believe about the child’s abilities. Several other 

studies have demonstrated this same tendency for individuals to distort information once 

they’ve formed a decision (see e.g., Cvencek et al., 2011 for evidence that the stereotype 

that boys are better than girls at math influences young girls’ self-concepts about their 

own mathematic abilities; see also Elliot & Devine, 1994; Festinger, 1957; Hodgins & 

Zuckerman, 1993). In fact, Russo et al. (1996) found that even a developing preference 

for a particular hypothesis (as opposed to a strong preference) can cause individuals to 

evaluate new information in a distorted manner.   

Confirmation bias also occurs when individuals fail to seek or utilize information 

which would support an alternative hypothesis, or even disregard information that is 

inconsistent with their pre-existing beliefs (Mynatt et al., 1977; Skov & Sherman, 1986). 

Some research shows that when individuals receive evidence that contradicts their 

beliefs, they may evaluate that evidence as flawed and unreliable (Lord et al., 1979). For 

example, Lord et al. provided proponents and opponents of capital punishment with two 

studies on the deterrent effects of capital punishment—one which supported their initial 

beliefs about deterrence, and one which contradicted these beliefs. Participants who were 

proponents of capital punishment found the study which supported the deterrent efficacy 

of capital punishment to be more convincing and of a higher quality than the study that 

was anti-deterrent. Alternatively, participants who were opponents of capital punishment 

found the anti-deterrent study to be higher in quality and convincingness than the pro-

deterrent study. Furthermore, participants’ decisions to accept the study’s findings or to 

search for flawed procedures and consider alternative explanations depended heavily on 

whether the study was consistent with their initial beliefs (Lord et al., 1979). Thus, 

individuals appear to consider the relevance of information differently depending on 

whether it supports or contradicts their beliefs (Darley & Gross, 1983).  

In addition to the individual tendency to selectively seek hypothesis-consistent 

information and erroneously evaluate post-decision information, there is evidence that 

confirmation bias can also occur in group decision-making. In a series of experiments, 
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Schulz-Hardt et al. (2000) compared confirmation bias exhibited by individuals to that 

exhibited by groups of people with either homogenous or heterogenous pre-existing 

beliefs about a financial investment case. In their first experiment, there were five 

members of each group and heterogenous groups consisted of either one or two people 

with opposing pre-existing beliefs. They found that individuals, groups with members 

who all held homogenous initial beliefs, and heterogenous groups with a one-person 

minority sought and evaluated information consistent with the dominating pre-existing 

beliefs. Thus, individuals, as well as groups with a majority of homogenous beliefs, 

exhibited confirmation bias. However, heterogenous groups with a two-person minority 

did not exhibit confirmation bias. In a follow-up study, the authors also found that 

confirmation bias in group decision-making reflected group-level processes rather than 

the aggregate of individual processes. That is, homogenous groups (but not heterogenous 

groups) collectively decided to search for belief-consistent information rather than each 

individual group member independently selecting consistent information. This finding 

has implications for several fields where important decisions are often made by groups of 

people, including business, politics, and the law.   

Confirmation bias can also influence how individuals recall information that they 

previously encountered (Kassin et al., 2013). For example, imagine that a police 

investigator encounters ambiguous evidence before forming any beliefs about the suspect 

in a criminal case. Later, that investigator learns from an informant that a particular 

person has confessed to committing the crime. This person subsequently becomes the 

suspect in the case. The police officer may now recall the once-ambiguous evidence as 

evidence which clearly demonstrates that the suspect identified by the informant 

committed the crime. While confirmation bias can and does affect how people recall 

previously encountered information (also see work on hindsight bias for discussion of 

similar processes; Roese & Vohs, 2012), I primarily focus on cases in which pre-existing 

beliefs influence how individuals evaluate subsequently encountered information. 

The term “bias” may raise a particular connotation of conscious or even 

prejudicial intent. However, it is important to note that confirmation bias is typically not a 

deliberate process. Rather, confirmation bias is often an automatic process that occurs 
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when individuals unwittingly seek belief-consistent information, interpret evidence in a 

way that supports their beliefs, and disregard evidence that contradicts their beliefs 

(Nickerson, 1998). Thus, beyond conscious awareness, there are certain mechanisms that 

may cause individuals to exhibit confirmation bias in their decision-making processes.  

1.2. Mechanisms for Confirmation Bias 

In general, there has been a lack of empirical research formally testing the 

mechanisms that contribute to confirmation bias (Lidén et al., 2018). However, 

researchers have proposed several cognitive, motivational, and metacognitive 

mechanisms that may underlie confirmation bias (see Table 1). These mechanisms are 

not mutually exclusive; confirmation bias likely stems from an interplay between 

multiple mechanisms.  

In the information gathering stage, confirmation bias may occur when individuals 

engage in a selective information search. In other words, once people have formed a 

belief, they may only seek out information that is consistent with this belief (Darley & 

Gross, 1983; Nickerson, 1998; Schulz-Hardt et al., 2000). This theory is limited to the 

information search process and does not account for cases in which individuals encounter 

potentially inconsistent evidence. Thus, there are other mechanisms that affect how 

individuals evaluate evidence they encounter after forming their initial beliefs.  

First, it could be that confirmation bias arises from a primacy effect, when the 

information upon which individuals form their initial beliefs affects how they evaluate 

information they subsequently encounter (Anderson & Jacobson, 1965; Bruner & Potter, 

1964; Lingle & Ostrom, 1981; Sherman et al., 1983). Asch (1946) was the first to 

demonstrate the primacy effect. He found that individuals formed a more positive 

impression about a person when they learned positive characteristics about the person 

first, and a more negative impression about a person when they learned negative 

characteristics first. Thus, the information that participants first encountered influenced 

their conclusions more strongly than information they later encountered.  
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A closely related mechanism called belief persistence or belief perseverance may 

also underlie confirmation bias (Hayden & Mischel, 1976; Ross et al., 1975). As the 

phrase suggests, belief persistence occurs when individuals deliberately or unconsciously 

resist changing their initial beliefs. This may influence how people evaluate information 

they subsequently acquire, causing them to interpret ambiguous information as consistent 

with their pre-existing beliefs. This may also lead people to give little or no weight to 

information that is inconsistent with their pre-existing beliefs. Confirmation bias may 

also arise from a positive test strategy, in which people tend to test hypotheses that 

confirm, rather than contradict, pre-existing beliefs, expectations, or desires (Klayman & 

Ha, 1987; Wason, 1960). 

Other research suggests that selective attention underlies confirmation bias. For 

example, Talluri et al. (2018) found that after viewing an array of randomly moving dots, 

participants selectively attended to features of a second array of randomly moving dots 

that were consistent with their previous decision. In this study, researchers presented 

participants with a perceptual task in which they viewed an array of randomly moving 

dots and reported whether the dots were moving clockwise or counterclockwise with 

respect to a reference line. Then, participants viewed a second array of randomly moving 

dots and estimated the average direction of both the first and second display of dots by 

moving a dial as far to the right or left of a 0° reference line as they wished. The 

researchers found that when participants estimated the average direction of both stimuli, 

their average was consistently biased in the direction of their first decision. That is, if 

they indicated that the dots were moving clockwise in the first array of dots, they were 

more likely to move the dial to the right of the 0° reference line in the second array of 

dots. Alternatively, if they indicated that the dots were moving counterclockwise in the 

first array of dots, they were more likely to move the dial to the left of the reference line 

in the second array of dots. The authors suggested that this occurred because, when 

viewing the second stimulus, participants selectively attended to the dots moving in the 

direction they identified in the first stimulus rather than the dots moving in the other 

direction (Prat-Ortega & de la Rocha, 2018; Talluri et al., 2018).  



8 

Neuroscientists are also beginning to study the neural correlates of confirmation 

bias. In one study, participants in an fMRI scanner received information that either 

confirmed or contradicted their previous decisions about the asking price of several 

properties on an international real-estate site. The researchers found that when individuals 

received disconfirming evidence, there was reduced neural activity in the posterior 

medial prefrontal cortex. This brain region is believed to play a role in error and 

performance monitoring upon receiving post-decision information (Kappes et al., 2020).  

Furthermore, activity in the posterior medial prefrontal cortex mediated participants’ final 

decisions when they received confirmatory information, but not when they received 

contradictory information.  

There is some evidence that confirmation bias might arise from motivational 

bases as well (Nickerson, 1998). First, it could be that once people have made a decision, 

they circumvent or even distort contradictory information to avoid cognitive dissonance 

(Elliot & Devine, 1994; Russo et al., 1996). Cognitive dissonance occurs when 

conflicting attitudes or beliefs produce a feeling of discomfort (Festinger, 1957). In the 

seminal research on cognitive dissonance, Festinger suggested that individuals have a 

need for internal consistency. When this consistency is challenged, people are motivated 

to reduce the resulting inconsistency. It is possible that to reduce this inconsistency, 

people selectively seek information which would confirm rather than contradict their 

current beliefs. Additionally, people may distort information which contradicts their 

current beliefs to reduce cognitive dissonance. This could lead to both a biased search for 

belief-consistent information, as well as a biased interpretation of information they 

subsequently encounter. 

People may also be motivated by a need for cognitive closure, or the need to reach 

definitive conclusions about certain pieces of information or hypotheses (Ask & Granhag, 

2005; Kruglanski & Webster, 1996). This particular mechanism may apply more 

specifically to circumstances in which there is high pressure to draw a conclusion, such 

as in police investigations where detectives typically work under urgent time pressures to 

find and charge criminals. When people are motivated by a dispositional or situational 

need for closure, they tend to focus their attention on a tentative solution and fail to 
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consider alternative solutions. Consequently, they may selectively attend to information 

which supports this tentative solution, show heightened primacy effects, or disregard 

information which contradicts their solution (Ask & Granhag, 2005; Kruglanski et al., 

1993; Webster et al., 1996). Other research has found that participants are more likely to 

distort or disregard correlations between two variables (e.g., individualism and 

relationship success) when that correlation threatens their self-concept, suggesting that 

self-esteem needs may underlie confirmation bias as well (Munro & Stansbury, 2009). 

Confirmation bias might also occur because individuals process information that 

is consistent with their pre-existing beliefs more easily (Darley & Gross, 1983; Zadny & 

Gerard, 1974). This explanation is consistent with the fluency misattribution theory. 

Fluency refers to the ease with which people process information (Jacoby & Dallas, 

1981; Whittlesea, 1993). It is a metacognitive experience that accompanies our reasoning 

and can influence our decision-making in many ways (Schwarz, 2004). For example, 

people are more likely to believe a statement is true when it is presented in an easy-to-

read font (e.g., in a high contrast blue font) compared to a difficult-to-read font (e.g., in a 

low contrast yellow font; Reber & Schwarz, 1999). Research has found that processing 

fluency affects a range of judgments including truth, confidence, liking, and pleasure 

(Alter & Oppenheimer, 2009). 

When people form an initial hypothesis, it may be easier for them to generate, 

evaluate, and recall information consistent with that hypothesis than information that 

contradicts their hypothesis. That is, they experience fluency when processing 

hypothesis-consistent information. Consequently, they may make a fluency 

misattribution, in which they mistakenly assume that the ease with which they processed 

the hypothesis-consistent information means that the information is correct (Alter & 

Oppenheimer, 2009; Jacoby & Dallas, 1981). Little research has empirically tested 

whether fluency is a mechanism for confirmation bias, but there is some initial evidence 

that fluency plays a role. For example, one study found that fluency mediates 

confirmation bias in decisions about financial experts’ authority (Zaleskiewicz & 

Gasiorowska, 2021). Specifically, when participants received recommendations from a 

financial advisor that were consistent with their own opinions, they rated the advice as 
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easier to process and understand (i.e., higher fluency ratings). These fluency ratings 

subsequently mediated participants’ perceptions of the financial experts’ authority.   

Furthermore, some research has shown that disfluency mitigates confirmation bias 

(Hernandez & Preston, 2013; O’Brien, 2009; O’Brien & Ellsworth, 2006). For example, 

Hernandez and Preston (2013) demonstrated that presenting ambiguous information in a 

disfluent format reduces confirmation bias after participants have formed initial beliefs. 

The researchers experimentally manipulated participants’ pre-existing beliefs in an 

accused’s guilt by providing “witness testimony” about the accused’s past behavior. 

Then, they gave participants the facts of the case in which the accused’s guilt was 

ambiguous. Half the participants read the case in a fluent (i.e., easy to read) font, while 

the remaining participants read the case in a disfluent (i.e., hard to read, but still legible) 

font. Participants only exhibited confirmation bias when they read the case in a fluent 

font. That is, participants with pre-existing beliefs in the accused’s guilt were more likely 

to find the accused guilty after reading the case in a fluent font than participants who read 

the case in a disfluent font. This is consistent with the notion that presenting information 

in a disfluent font caused participants to evaluate the case more analytically and critically 

(Alter et al., 2007).  

Table 1.  Mechanisms for Confirmation Bias 

Cognitive 
Selective Information 
Search 

Individuals only seek information which is consistent 
with their pre-existing beliefs 

Primacy Effect 
Information upon which individuals form their initial 
beliefs affects how they evaluate subsequent 
information 

Belief Persistence Individuals deliberately or unconsciously resist 
changing the initial belief they formed 

Positive Test Strategy People tend to test hypotheses that confirm, rather than 
contradict, pre-existing beliefs 

Selective Attention People selectively attend to information or perceptual 
features of stimuli that support their pre-existing beliefs 

Neural Inputs There is reduced neural activity in the posterior medial 
prefrontal cortex in response to disconfirming evidence 
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Motivational 

Motivation to Avoid 
Cognitive Dissonance 

People selectively seek information consistent with their 
pre-existing beliefs or distort information inconsistent 
with their beliefs to reduce feelings of internal 
inconsistency arising from conflicting beliefs/attitudes 

Need for Closure 

Individuals with a strong desire for predictability in 
their world are more likely to select information that 
supports their initial decision because they are 
motivated to reach a definitive conclusion 

Self-Esteem Needs Individuals are more likely to distort or disregard 
evidence that threatens their self-concept 

Metacognitive 

Fluency Misattribution 
People misattribute the ease with which they process 
information that is consistent with their pre-existing 
beliefs to the information being correct 

1.3. Confirmation Bias and Law 

Despite confirmation bias’s clear implications for decision-making across several 

applied domains, researchers have only recently begun to empirically examine the effects 

of confirmation bias in the law. Yet, it is clear from this growing literature that 

confirmation bias can contribute to erroneous decision-making across several stages of 

the legal process. First, confirmation bias can impact the investigative process, 

influencing not only the evidence that investigators seek, but the way they interpret the 

evidence they encounter. For instance, Charman et al. (2017) found that police officers’ 

initial beliefs in a suspect’s guilt influenced their later evaluations of ambiguous 

evidence. Specifically, police officers who initially received inculpatory evidence, or 

evidence which tends to incriminate the accused, subsequently rated four pieces of 

ambiguous evidence (alibi evidence, facial composite evidence, handwriting evidence, 

and informant evidence) as being more incriminating than officers who initially received 

either exculpatory evidence (evidence which tends to exonerate the accused) or neutral 

evidence. This suggests that officers who initially made higher likelihood of guilt ratings 

systematically evaluated the ambiguous evidence as evidence of guilt. Furthermore, those 

police officers who interpreted the ambiguous evidence as more incriminating given their 

pre-existing beliefs in the suspect’s guilt provided even higher likelihood of guilt ratings 
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after evaluating the ambiguous evidence. In other words, their final likelihood of guilt 

ratings were bolstered by their biased evaluations of the ambiguous evidence. This type 

of bias may also influence interrogations and eyewitness line-up identifications (Hasel & 

Kassin, 2009; Kassin et al., 2003). 

Confirmation bias also appears to be particularly prevalent within the forensic 

science field. In fact, in a report on the current issues within the forensic science field, the 

United States (U.S.) National Academy of Sciences noted that “biasability” was among 

the forefront (National Academy of Sciences, 2009). This is because forensic scientists 

are often exposed to several sources of contextual information. For example, they often 

know about other lines of evidence, who the target suspect in a crime is, or whether a 

suspect confessed to the crime (Dror, 2016; Dror & Cole, 2010; Dror et al., 2017). Thus, 

despite the fact that forensic scientists are expected to provide reliable conclusions about 

whether forensic evidence provides proof of a particular suspect’s involvement in a 

crime, contextual information about a case may bias their evaluations and conclusions 

(Dror & Cole, 2010).  

Dror et al. (2006) found evidence that contextual information influences forensic 

experts’ evaluations. In their study, the researchers presented five fingerprint examiners 

with a set of prints they had previously examined and deemed to be a match. However, 

the examiners were unaware that they had previously examined the prints, and instead 

were led to believe that the prints came from a high-profile case of erroneous 

identification. The examiners were asked to ignore the background information about the 

case, examine the prints, and make a conclusion about whether the prints matched. With 

this new contextual information in mind, four out of five of the examiners (i.e., 80%) 

concluded that the fingerprints were a definite non-match, despite previously concluding 

that the fingerprints were a definite match. Thus, working within the context of this 

biasing information influenced the experts’ evaluations, and ultimately, the conclusions 

that they drew about the fingerprint evidence (Dror et al., 2006). Several other studies 

have found that forensic experts are biased by information about the case, including in 

polygraph examinations, risk assessments of offenders, and even in DNA analyses (Dror 

& Hampikian, 2011; Elaad et al., 1994; Murrie et al., 2013).   
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Researchers have also demonstrated that confirmation bias may affect evaluations 

that triers of fact (i.e., judges and/or juries; hereafter referred to as “triers”) make at trial. 

In one study, researchers presented participants with two handwriting samples—one that 

was purportedly left at the crime scene by the perpetrator and one that came from the 

accused’s handwritten Miranda waiver. Before evaluating the handwriting samples, half 

the participants learned that the accused had confessed, but later retracted his confession 

because it was coerced. The remaining participants learned that the accused had 

maintained his innocence the entire time. Those participants who learned that the accused 

had initially confessed perceived the handwriting samples to be more similar than 

participants who believed the accused had maintained his innocence (Kukucka & Kassin, 

2014). Thus, participants’ pre-existing beliefs about the suspect’s guilt influenced their 

evaluations of ambiguous evidence that was presented later in the case.  

Overall, research has demonstrated the effects of this so-called “forensic 

confirmation bias” on decision-making at several stages of the legal process, including in 

investigations, interrogations, eyewitness identifications, forensic analyses, and at trial 

(Kassin et al., 2013). Confirmation bias might be particularly likely to occur within this 

context given what Kassin (2012) has deemed a corroboration inflation. This occurs 

when legal decision-makers encounter apparently incriminating evidence (e.g., 

confession evidence) and it influences the way in which they perceive and evaluate 

subsequently encountered ambiguous evidence. That is, they tend to perceive other 

ambiguous evidence as being highly indicative of guilt. This makes it appear as though 

the ambiguous evidence corroborates the incriminating evidence.  

Importantly, this is most likely to occur when legal decision-makers must evaluate 

ambiguous evidence in the face of pre-existing beliefs. In other words, when evidence is 

more “elastic,” it is more easily influenced by contextual or extraneous information (Ask 

et al., 2008). Therefore, the ambiguity of evidence moderates the confirmation bias 

effect. Thus, while it is generally unlikely that individuals would interpret clearly 

exculpatory DNA evidence as consistent with their pre-existing belief in a suspect’s guilt 

(although, see Dror & Hampikian, 2011 for evidence that confirmation bias can even 
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affect DNA analyses in some cases), they might interpret facial composite evidence or 

hard-to-hear audio recordings as incriminatory (Charman et al. 2009, Fraser, 2018).   

1.4. Audio Recordings as Evidence in Legal Cases 

Due to the growing prevalence of recording devices that are easily accessible and 

readily available (e.g., cell phones, computers, body cams, “smart speakers” like Amazon 

Echo or Google Home, etc.), it has become increasingly common for investigators to 

seek, recover, and present evidence from these technologies. Consider, for example, a 

2015 case in the U.S. After Victor Collins was found dead in James Bates’ hot tub in 

Arkansas, the prosecution requested recordings from Bates’ Amazon Echo (McLaughlin, 

2017). The Amazon Echo is a smart speaker that constantly records everything in its 

vicinity, waiting to hear its “wake word” (“Alexa” or “Amazon”). Thus, even when the 

speaker is not prompted to listen to the user’s request, it is recording. These recordings 

are then stored remotely by Amazon. This is the first case in which lawyers have sought 

the recordings from Amazon. The company refused the request, stating that “unless the 

Court finds that the State has met its heightened burden for compelled production of such 

materials,” the privacy implications at stake were too great. Though Bates eventually 

consented to Amazon producing the recordings, nothing came of the recordings and the 

case was dropped. However, this case represents a first in what may be a future ripe with 

evidence recorded by smart speakers such as the Amazon Echo. It is unclear how the 

legal system will deal with future requests for evidence recorded from these devices. Yet, 

audio recorded by other devices has served as evidence in legal cases for decades 

(Fishman, 2006). 

The first U.S. Supreme Court case to address the admissibility of covertly-

recorded conversations occurred in 1963 (Lopez v. United States). The court held that a 

recording that was covertly obtained by a U.S. Internal Revenue Agent was properly 

admitted in evidence. In their decision, the court stated that so long as one party in the 

recording consents to the conversation being recorded in advance, law enforcement 

officers do not need a warrant to covertly record the conversation. Since this case, U.S. 

federal law, 38 states, and the District of Columbia have accepted this “one-party 
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consent” criterion (Matthiesen et al., 2018). Furthermore, an increasing number of 

criminal cases in several countries have included audio recordings as key evidence 

against the accused, including U.S. and Canadian cases (see e.g., Golden v. State, 1983; 

R. v. Demeter, 1975; R. v. Fegan, 1993; R. v. Strano, 2001; R. v. Randall and Weir, 1983; 

State v. Trask, 2007). Importantly, in some of these cases, the audio recordings were 

degraded.   

Canadian courts have handled audio evidence in much the same way as U.S. 

courts. According to Section 184(1) of the Canadian Criminal Code, it is illegal to 

willfully intercept a private conversation. However, exceptions to this rule exist, 

including cases in which one of the parties in the communication is aware that they are 

being recorded. Thus, so long as the person recording the communication is part of the 

conversation, the recording is legal (s. 184(2)(a)). The Supreme Court of Canada upheld 

that intercepting a private communication is lawful as long as one of the parties consents 

to the recording in the R. v. Goldman (1980) case. They noted that “the consent may be 

express or implied and may be given by either the originator of the private 

communication or the intended recipient.” Police officers can also obtain a warrant to 

intercept private communications expected to reveal evidence of a criminal act if there 

are reasonable grounds to believe that a crime has been, is being, or will be committed 

(R. v. Madrid, 1994).  

While audio recordings will typically be procured as evidence in criminal cases, 

they can appear in civil cases as well. For example, audio recordings sometimes appear in 

child custody cases in which one parent records the other parent’s conversations with 

their child (see, e.g., Cacciarelli v. Boniface, 1999). So long as the parent can establish 

that they recorded the conversations out of concern for the child’s welfare, most courts 

will admit such evidence. In some child custody cases, courts may even admit illegally 

obtained recordings. For example, courts may decide that the probative value of the audio 

recordings in helping to determine the best interests of the child outweighs the prejudicial 

effect of such evidence (Droit de la famille, 2015). Thus, the admissibility of covertly-

recorded conversations as evidence has implications for both criminal and civil cases. 
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It should also be noted that audio recordings may serve as a source of evidence in 

cases involving “earwitnesses.” Unlike an eyewitness who identifies a suspect based on 

their visual memory of a crime, an earwitness identifies a suspect based on their auditory 

memory of a crime (Clifford, 1980; Yarmey, 1995). In some cases involving 

earwitnesses, individuals are tasked with identifying voices that they previously heard 

through recording devices such as a wiretap or phone call (Kerstholt et al., 2006). In other 

cases, earwitnesses who originally heard the voice of a perpetrator in person must try to 

identify a suspect from audio-recorded voices (Sherrin, 2015). Thus, audio recordings can 

also form the basis of earwitness identifications, though this is beyond the scope of the 

current research.  

Additionally, with many court proceedings shifting to virtual formats throughout 

the COVID-19 pandemic, this presented even further potential for poor-quality audio to 

be introduced into the legal process. Technological challenges such as Wi-Fi lags or poor 

recording conditions (e.g., background noise, inadequate audio equipment, etc.) may have 

led to low-quality audio. Unfortunately, Bild et al. (2021) found that poor audio quality 

caused participants to rate witnesses as less credible, reliable, and trustworthy. 

Furthermore, participants were less likely to consider the witness’ testimony in their final 

guilt decisions when the audio was poor in quality. Again, this is beyond the scope of the 

current investigation but has important implications for how audio evidence may be 

handled in the future. 

1.4.1. Degraded Audio Recordings 

Audio recordings are particularly probative given that few forms of evidence are 

as convincing as hearing an accused incriminate himself. However, there are several 

issues that make audio recordings challenging to handle as evidence. Some of the issues 

concern listeners’ ability to distinguish the identity of the speakers, interpret slang or 

code words, or understand foreign accents. Other issues include the quality of the 

recording itself. If the recording device is concealed or far away from the speaker, the 

recordings may be muffled, distorted by background noises, or otherwise hard to hear 

(Fishman, 2006; see also Sherrin, 2015 for evidence that many of these issues also apply 
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to earwitness identifications). Despite the potential for these issues, if there is suspicion 

that the degraded recordings may contain probative evidence, they may ultimately serve 

as evidence in a legal case. Consequently, the party offering the recordings as evidence 

(most typically the prosecution) has the burden of proof of establishing that the 

recordings are audible and intelligible. Part of establishing these criteria is demonstrating 

that the party can provide transcripts of the recordings (Fishman, 2006). Thus, when 

recordings are hard to interpret, transcripts might be very influential on individuals’ 

evaluations of the recordings.   

For example, in the Canadian case R. v. Bennett (2011), the judge noted that the 

audio recordings that the Crown presented were poor in quality and that written 

transcripts of the recordings were “valuable and necessary tools” for interpreting the 

recordings. The judge even went as far to say that “it is absolutely necessary for proper 

disclosure and for the reasonable conduct of any trial” to produce written transcripts (R. 

v. Bennett, 2011 at para. 53). This shows how influential transcripts can be in cases 

involving degraded audio evidence. Additionally, in the U.S. case Golden v. State (1983), 

the judge ruled that written transcripts were necessary for the jurors to be able to interpret 

the recordings. Therefore, written excerpts of the recorded statements were projected on a 

screen as the degraded recordings were played aloud to the jury. The written excerpts that 

were displayed represented the most incriminating content that was purported to be in the 

recordings. These transcripts, presented along with the degraded audio recordings, 

undoubtedly influenced the jury’s belief in the accused’s guilt.  

In the Australian case R. v. Clark (2008), a man was convicted of being an 

accessory to murder before the fact largely based on degraded audio recordings and 

incriminating police transcripts that a forensic phonetics expert later showed to be 

unreliable (after the final appeal was denied; Fraser, 2018). Before arresting the grandson 

of an elderly man that was murdered, the police put a covert recording device in the 

family’s home. The police asserted that one of the recorded statements proved that the 

father of the son who committed the murder was an accessory to murder before the fact. 

They claimed that the father said, “at the start we made a pact,” and therefore, 

masterminded the murder. The father admitted that his son had confessed to him after 
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committing the murder and that he did not report this to the police. In this case, the father 

was an accessory to murder after the fact, a much lesser charge. However, based on their 

knowledge that the son had confessed, the police interpreted the father’s statement as “at 

the start we made a pact,” and further alleged that this statement was evidence that the 

father and son planned the murder together. Thus, the prosecution charged him with 

being an accessory to murder before the fact based on the police transcripts of the 

degraded audio recordings. He was sentenced to 30 years in prison, 10 years longer than 

the 20-year sentence his son received.    

While presenting written transcripts to listeners would be less problematic if the 

transcripts accurately reflect what is being said in the recordings, there will almost always 

be subjectivity inherent in interpreting degraded audio recordings. This is especially true 

when transcriptionists know the context from which the recordings were taken (Lange et 

al., 2011). Consequently, issues arise when there are discrepancies between the 

recordings and the transcripts. Individuals may assume that the transcripts accurately 

reflect what is being said in the recordings and subsequently, the transcripts may 

influence how individuals interpret the recordings. This is particularly problematic if the 

transcripts contain incriminating errors which increase individuals’ beliefs in an 

accused’s guilt.  

1.4.2. Confirmation Bias and Degraded Audio Recordings 

Audio recordings are often used as critical evidence in criminal cases (Fraser, 

2018; Lange et al., 2011). However, forensic audio evidence frequently appears degraded 

for many reasons, including wiretaps, background noise, and poor-quality connections in 

phone calls. Given the ambiguous nature of such degraded audio recordings, people’s 

pre-existing beliefs or knowledge may influence how they interpret this evidence. 

Support for this assertion comes from research on the phonemic restoration effect, which 

demonstrates that context or knowledge can influence how we interpret words when there 

are sounds, or phonemes, missing from those words. Whether sounds are missing due to 

background noise or other distortion, the brain can oftentimes fill in those missing sounds 

automatically. For example, if people hear the sentence “The *eel was on the orange” 
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with the phoneme prior to the fragment “eel” missing, they will likely hear the word 

“peel.” However, if they hear “The *eel was on the axle,” they will be more likely to 

report hearing “wheel” (Warren, 1984). Thus, people can interpret the words despite the 

missing sounds, and sometimes will even fail to notice that the sounds are missing 

(Samuel, 1981, 1996; Warren, 1970). This occurs because of top-down processing, in 

which context or knowledge guides our perception of sensory stimuli (Warren, 1970). 

While much is known about phonemic restoration, few studies have investigated how 

cognitive biases, including confirmation bias, affect individuals’ evaluations of degraded 

audio recordings within a forensic context. Because audio recordings are becoming 

increasingly prevalent as evidence in criminal cases, it is essential to understand the 

implications of presenting this evidence to people with contextual knowledge about the 

cases, particularly given our understanding of top-down processing.  

Of the limited research in this area, studies have shown that individuals’ 

contextual knowledge can influence their interpretations of degraded audio recordings. In 

one study, Lange et al. (2011) found that participants who believed they were listening to 

statements from criminal suspects’ interviews were more likely to misinterpret non-

incriminatory statements (e.g., “I never meant to charm her”) as incriminating (e.g., “I 

never meant to harm her”) compared to participants who believed they were listening to 

job candidates’ interviews or who were given no contextual information. Thus, 

individuals interpret audio recordings in a way that reflects their expectations about the 

information contained in the recordings.  

When transcriptionists learn contextual information about the degraded audio 

recordings they are transcribing, they may misinterpret the evidence and produce 

inaccurate transcripts. If these inaccurate transcripts accompany the degraded audio 

recordings at trial, triers will use the transcripts and likely misinterpret the audio 

recordings. Indeed, in a follow-up study, Lange et al. (2011) also found that compared to 

participants who read accurate transcripts or no transcripts of degraded audio recordings, 

those who read transcripts containing incriminating errors were more likely to 

misinterpret the statements as incriminating. Additionally, Fraser (2018) found that when 

participants were told to listen for a particular phrase in a degraded audio clip (either 
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“Adelaide bank account” or “at the start we made a pact”), they were more likely to 

transcribe that particular phrase than when they transcribed the statements without 

explicitly listening for that phrase. While this provides preliminary evidence that 

confirmation bias influences interpretations of degraded audio recordings in a forensic 

context, more research is needed.  

1.5. The Current Research 

There is a tenet in the criminal justice system that different lines of evidence in a 

case are independent (Hasel & Kassin, 2009). Thus, different lines of evidence presented 

at trial are presumed to have been collected and evaluated independently, uninfluenced 

by irrelevant contextual information. However, research shows that cognitive biases 

arising from contextual information such as pre-existing beliefs about a suspect’s guilt 

affect decision-making at several stages of the legal process (Kassin et al., 2013). 

Confirmation bias is especially prevalent and consequential in forensic settings because 

investigators, forensic examiners, lawyers, and triers are particularly likely to be exposed 

to contextual information about a case that may influence how they evaluate evidence, 

though it should not (e.g., knowing that a suspect confessed may influence how they 

evaluate fingerprint evidence; however, these lines of evidence should be evaluated 

independently). Given the potential for erroneous legal decisions that implicate innocent 

people, it is vital that we understand how confirmation bias operates in legal proceedings 

so that we can develop approaches to minimize its impact. There is little research in this 

area, particularly regarding how confirmation bias affects people’s evaluations of 

degraded forensic audio evidence.  

The goal of the current research was to provide a more comprehensive 

understanding of when and why confirmation bias operates for audio recordings as well 

as explore methods for mitigating this bias. Thus, I conducted three studies designed to 

meet each of these research objectives. In Study 1, I replicated and extended previous 

research (Lange et al., 2011) to explore what factors lead to confirmation bias when 

individuals interpret degraded audio recordings. In Study 2, I explored whether fluency 

misattribution is a mechanism underlying confirmation bias for degraded audio 
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recordings. In Study 3, I examined whether the Canadian Model Jury Instructions for 

audio recordings and written transcripts can effectively mitigate confirmation bias. Prior 

to conducting these studies, I pilot tested a large set of innocuous degraded audio 

recordings.  

Overall, this work has methodological, theoretical, and applied implications for 

the study of confirmation bias. I contributed to methodology by developing a large set of 

degraded audio recordings that elicit confirmation bias given incriminating contextual 

information. Across three studies, I demonstrated that both a general criminal context and 

written transcripts containing incriminating errors caused participants to make 

incriminating misinterpretations of the audio recordings. I advanced theory by including 

an independent measure of fluency to reveal that fluency misattribution contributes to 

confirmation bias. Finally, I contributed to practice by exploring the different types of 

forensically-relevant context that affect participants’ evaluations of degraded audio 

recordings. I also demonstrated that, under some circumstances, the existing Canadian 

Model Jury Instructions for audio recordings and written transcripts can mitigate the 

biasing effects of context in these cases.  
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Chapter 2.  
 
Pilot Studies 

2.1. Pilot 1 

Prior to conducting Studies 1-3, I developed a set of innocuous degraded audio 

recordings and performed pilot testing to ensure that my materials were suitable. There 

were two primary objectives of Pilot 1. First, I wanted to verify that participants would 

misinterpret the innocuous recordings as incriminating in the presence of incriminating 

contextual information. Thus, half the participants learned that the recordings came from 

wiretapped conversations with criminal suspects; the remaining participants did not 

receive any contextual information about the recordings. The second goal of Pilot 1 was 

to develop a set of minimally degraded recordings (i.e., participants correctly transcribe 

roughly 60-85% of the statements) and moderately degraded recordings (i.e., participants 

correctly transcribe roughly 30-55% of the statements) to be used in Studies 1-3.  

2.1.1. Stimuli Generation 

I developed a set of 84 innocuous statements (see Appendix A). Forty-eight of 

these statements contained a target word that could be misinterpreted as incriminating 

given forensically-relevant contextual information (e.g., “Next thing I knew, there was 

mud everywhere” could be misinterpreted as “Next thing I knew, there was blood 

everywhere”). The remaining 36 statements were filler statements in which incriminating 

misinterpretations were not expected (e.g., “We both liked to work on cars together”). I 

recruited eight male speakers to record each of the 84 statements. I chose to record only 

male speakers because males are more likely to commit violent crimes (Statistics Canada, 

2021). Speakers were instructed to speak clearly into a microphone in an emotionally 

neutral tone.  

Once I gathered clear versions of all 84 statements from the eight speakers, I used 

the audio-editing software Audacity® to edit the recordings. First, I normalized the 
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volume of all the statements. Then, to create the perception that the recordings came from 

a larger group of speakers, I changed the pitch of the recordings to make the voices sound 

different. Depending on the speaker’s normal pitch, I changed their pitch to be between 

5-15% higher or lower. I adjusted the percent change in pitch to the point at which the 

voice sounded like a normal male voice rather than a voice distortion. Some voices did 

not lend themselves well to pitch change (e.g., they sounded like manipulated voices 

rather than genuine voices) and therefore, I did not include these additional “voices” in 

the recordings. Overall, changing the pitch of the voices resulted in six additional 

“speakers” (i.e., voices that sounded like genuine people rather than voice distortions).  

Next, I degraded all the statements using low-pass filters (Bernstein et al., 2012; 

Lange et al., 2011). Low-pass filters simulate distorted audio obtained from imperfect 

recordings by allowing sounds with frequencies lower than a specific cut-off frequency to 

pass through the filter, while blocking sounds with frequencies higher than the specific 

cut-off frequency. For example, when using a low-pass filter, if the cut-off frequency is 

1,000 Hz, sounds with a frequency below 1,000 Hz will “pass” through the filter, while 

sounds with a frequency above 1,000 Hz will be blocked by the filter. As a result, people 

will only hear the sounds that are below 1,000 Hz which have passed through the filter. 

Cutting off certain frequencies of sounds associated with consonants in language makes it 

more challenging to identify what consonants are being said. People typically begin 

having trouble identifying consonant sounds at a cut-off frequency of 2,000 Hz (Sher & 

Owens, 1974). The lower the cut-off frequency, the harder it is to identify the words.  

Using low-pass filters, I degraded the recordings at six levels: 1,600 Hz (least 

degraded), 1,400 Hz, 1,200 Hz, 1,000 Hz, 800 Hz, 600 Hz (most degraded). The 

degradation levels were selected based on Lange et al.’s (2011) findings. They found that 

1,000 Hz was the level of degradation at which the stimuli were ambiguous enough to 

elicit incriminating misinterpretations but not too degraded that the recordings were 

completely uninterpretable. Thus, I created the six different degradation levels by setting 

one of the middle levels of degradation at 1,000 Hz and creating equal increments of 200 

Hz between each level. In total, there were 504 recordings from each speaker (including 

the six additional “speakers” I generated) and 7,056 recordings in total. 
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2.1.2. Methodology 

Design 

I conducted a 6 (degradation level: 1,600 Hz; 1,400 Hz; 1,200 Hz; 1,000 Hz; 800 

Hz; 600 Hz) x 2 (contextual information: no context; criminal suspects’ conversations) 

mixed design with degradation level as the within-subject factor. 

Participants 

I conducted a power analysis in G*Power 3.1 to determine the sample required for 

Pilot 1 (Faul et al., 2009). I assumed a medium effect based on previous research that has 

demonstrated a medium effect of incriminating contextual information on participants’ 

incriminating misinterpretations of audio recordings (OR = 4.56; Lange et al., 2011, 

Experiment 1). Thus, with f = .25, α = .05, Power = .95, number of groups = 2 and 

number of measurements = 6, I required a sample of N = 124.  

I recruited 168 participants from Amazon Mechanical Turk (MTurk). MTurk is an 

online subject pool through which individuals participate in online experiments in 

exchange for payments. Studies have demonstrated that the data gathered from MTurk 

participants is comparable to that from laboratory participants (Buhrmester et al., 2011; 

Germine et al., 2012; Mason & Suri, 2012). To qualify for the study, participants had to 

live in the United States (U.S.) or Canada, have a 95% approval rating, and have 

successfully completed at least 100 tasks on MTurk. I used these latter two inclusion 

criteria to filter out any “bots” that are on MTurk (Chmielewski & Kucker, 2020). 

Participants received $3.00 USD for their participation.  

Procedure 

Once participants signed up for the study, they were re-directed from MTurk to 

Qualtrics. They first completed a Completely Automated Public Turing Test to Tell 

Computers and Humans Apart (Captcha) Verification. Then, participants completed a 

quick hearing test. First, they listened to a clear audio recording (“I spent all weekend 

outside working in my garden”) and typed what they heard. Then, across 8 trials, 

participants listened to tones at each of the 6 frequencies used in the experiment and 
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indicated if they heard the tone. A tone played in 6 of the 8 trials and 2 of the trials were 

silent.  

Each participant then heard all 84 statements at one of the 6 degradation levels 

(i.e., they heard 14 statements per degradation level). The 6 degradation levels were 

counterbalanced across participants such that all 14 statements were presented equally at 

each level of degradation. The statements were played in a fixed order that was randomly 

determined. Half the participants received no contextual information about the recordings 

before they played. The remaining participants learned that the recordings came from 

wiretapped conversations with criminal suspects that have been used as evidence in 

criminal trials. Participants were instructed to transcribe each statement to the best of 

their ability.  

To determine whether participants were paying attention, I included a variant of 

the Instructional Manipulation Check (IMC; Oppenheimer et al., 2009). The IMC 

measures whether participants are paying attention to and following the instructions. To 

test this, experimenters embed a question within the experimental materials that 

resembles the other questions in terms of length and response format. However, instead 

of responding as they have to the other questions, participants confirm that they have read 

the instructions. Oppenheimer et al. (2009) found that using an IMC improves statistical 

power by eliminating noise due to participants who respond randomly. Some research has 

also found that MTurk participants pass the IMC at much higher rates than traditional 

university samples (Hauser & Schwarz, 2016). While there are currently no guidelines on 

the number of IMCs that researchers should include among their experimental items, 

Berinsky et al. (2014, 2016) demonstrate the importance of using multiple attention check 

questions throughout an experiment. They argue that including/excluding participants 

based on only one item assumes that there are participants who “always pay attention” 

and participants who “never pay attention” (Berinsky et al., 2014, p. 747). Thus, I 

included five attention check questions throughout the experiment to ensure that 

participants were completing the study diligently.  
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Participants saw the following instructions before hearing each statement: “Please 

listen to the following statement. When the statement is finished, type the statement as 

you heard it in the box. Once you have finished typing, click continue.” On the first IMC 

question, participants instead saw the following instructions before listening to the 

statement: “Please listen to the following statement. When the statement is finished, type 

the letter “a” 3 times in the box. Once you have finished typing, click continue.” On the 

second, third, fourth, and fifth IMC questions, instead of being prompted to type the letter 

“a” three times, they were prompted to type the letter “h,” the letter “e,” the letter “m,” 

and the letter “x” three times, respectively. I presented the IMC questions in a fixed 

random order throughout the experiment. Finally, participants completed demographic 

questions (see Appendix B). The study took approximately 30 minutes for participants to 

complete.  

2.1.3. Results 

I originally intended to exclude participants who failed three or more of the IMC 

questions. However, I received feedback from multiple participants that the questions 

were “unfair” because throughout the study, the instructions generally did not vary from 

page to page and participants became accustomed to listening to the statements and 

transcribing what they heard. Because the instructions varied only slightly on the IMC 

questions and an audio recording still played, many participants did not catch that they 

were supposed to type three letters instead of transcribing the statement. Participants 

noted that even though they failed to type the letters on the screen, this did not mean that 

they were failing to pay attention to the task. Indeed, the very nature of the task (i.e., 

transcribing audio recordings) required that participants were paying attention to the task. 

Thus, I ultimately chose to retain participants who failed three or more of the IMC 

questions so long as they transcribed the statements. However, I excluded participants 

who provided nonsense responses (e.g., responded “good” on every trial; 5.4%) or who 

withdrew from the study early (23.8%). Overall, 119 participants were included in the 

analyses.  
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For my research, it was most important to identify the degradation levels at which 

participants in the criminal suspects’ conversations condition made more incriminating 

misinterpretations of the target statements than participants in the no context condition. 

Therefore, I first examined differences in the proportion of participants who made 

incriminating misinterpretations for each of the target statements in the no context and 

criminal suspects’ conversations conditions (see Appendix C). I found that for several of 

the target statements, participants in the criminal suspects’ conversations condition did 

not make many incriminating misinterpretations at any of the degradation levels. 

Additionally, they made several accurate interpretations across the degradation levels.  

To proceed with Studies 1-3, I needed to ensure that my target statements would 

elicit incriminating misinterpretations in the presence of incriminating information. Thus, 

I decided to conduct a second pilot study with modified materials. Specifically, given the 

relatively high proportion of accurate interpretations across degradation levels, I chose to 

further degrade the audio recordings. Additionally, I chose to add more target statements 

to increase the likelihood of identifying 48 suitable target statements. Finally, given that I 

did not reach my target N of 124 in Pilot 1 after applying my exclusion criteria, I aimed 

to power the second pilot appropriately.  

2.2. Pilot 2 

There were four major aims of Pilot 2. First, I increased the degradation of the 

recordings to determine whether this increased participants’ tendency to make 

incriminating misinterpretations when they received incriminating contextual information 

about the recordings. Second, I aimed to identify the degradation level at which 

participants made more incriminating misinterpretations in the criminal suspects’ 

conversations condition than the no context condition for each of the statements. Third, I 

aimed to develop a set of minimally degraded recordings (i.e., those for which 

participants were able to identify roughly 60-85% of the statements) and moderately 

degraded recordings (i.e., those for which participants were able to identify roughly 30-

55% of the statements) to use in Study 2, where I intended to manipulate perceptual 
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fluency at different levels. Finally, I aimed to select 48 target statements to use as stimuli 

in Studies 1-3.  

2.2.1. Stimuli Generation 

After Pilot 1, I made the decision to drop the filler statements from my studies. I 

originally intended to use the filler statements in Study 3, but I modified the Study 3 

paradigm and no longer required the filler statements. Thus, in Pilot 2, I only included 

target statements in the materials. I generated 13 additional target statements for Pilot 2, 

which replaced 13 of the original target statements used in Pilot 1 (see Appendix D). 

Most of these additional statements replaced statements with similar target words (e.g., “I 

made sure he was buying [dying]” replaced “I looked in his eyes and I could tell he was 

lying [dying].”  

 The original male speakers recorded these additional statements in the manner 

described above. Again, I used Audacity® to normalize the new recordings and change 

the pitch of the voices to create a larger set. Then, I degraded all the new statements using 

low-pass filters ranging from 1,600 Hz (least degraded) to 600 Hz (most degraded). Next, 

I aimed to further degrade all the audio recordings. However, using low-pass filters with 

cut-off frequencies lower than 600 Hz made some of the statements relatively 

indecipherable by cutting off too many sounds. Thus, I chose to further degrade the audio 

recordings by using the distortion filter in Audacity®. This filter distorts the waveform of 

the audio so that the recordings sound distorted. I applied the “Soft Overdrive” distortion 

filter to all recordings. 

2.2.2. Methodology 

Design 

I conducted a 6 (degradation level: 1,600 Hz; 1,400 Hz; 1,200 Hz; 1,000 Hz; 800 

Hz; 600 Hz) x 2 (contextual information: no context; criminal suspects’ conversations) 

mixed design with degradation level as the within-subject factor. The distortion filter was 

applied to the recordings at all levels of degradation.  
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Participants 

Once again, I conducted a power analysis in G*Power 3.1 to determine the 

sample required for Pilot 1 (Faul et al., 2009). With f = .25, α = .05, Power = .95, number 

of groups = 2 and number of measurements = 6, I required a sample of N = 124. I 

recruited 219 participants from MTurk. To participate in the study, participants were 

required to live in the U.S. or Canada, have a 95% approval rating, and have successfully 

completed at least 100 tasks on MTurk. Participants were compensated $3.00 USD for 

their participation. Sixty-three participants were excluded for the following reasons: (1) 

they provided nonsense responses (5.02%); (2) they withdrew early (23.3%); or (3) they 

had more than 25% missing data (0.46%). Thus, data from 156 participants were included 

in the analyses. 

Procedure  

Participants were re-directed from MTurk to Qualtrics to complete the study. 

They first completed a Captcha Verification followed by the same hearing test described 

in Pilot 1. Then, participants either received no contextual information about the 

recordings they would hear, or they learned that the recordings came from wiretapped 

conversations with criminal suspects that have been used as evidence in criminal trials. 

Participants then heard 48 target statements at one of the 6 degradation levels (i.e., they 

heard 8 statements per degradation level). The 6 degradation levels were counterbalanced 

across participants such that all 48 statements were presented equally at each level of 

degradation. The statements played in a fixed order that was randomly determined. 

Participants were instructed to transcribe each statement to the best of their ability. There 

were five attention check questions throughout the experiment that required participants 

to do simple math problems (e.g., “What is 6 x 2?”). Finally, participants completed a 

few demographic questions. The study took approximately 30 minutes for participants to 

complete.  

2.2.3. Results 

I first examined differences in the proportion of participants who made 

incriminating misinterpretations for each of the statements in the no context and criminal 
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suspects’ conversations conditions (see Appendix E). I used the following criteria for 

selecting statements and degradation levels to use in Studies 1 and 3: (1) the proportion 

of incriminating misinterpretations participants made in the no context condition was less 

than half of what participants made in the criminal suspect condition; and (2) if there 

were multiple degradation levels for which this criterion was met, I generally selected the 

degradation level with the largest ratio of incriminating misinterpretations in the criminal 

suspects’ conversations condition compared to the no context condition.1 The 

degradation levels I selected for Studies 1 and 3 are highlighted in blue in Appendix E. 

Across the statements and degradation levels selected for Studies 1 and 3, the average 

percentage of each statement correctly identified ranged between 29.08% and 95.82% 

with an average of 70.46%.   

Next, I selected a set of minimally and moderately degraded recordings for Study 

2. For minimally degraded statements, I selected the degradation levels for which all 

participants (i.e., in both context conditions) were able to correctly identify roughly 60-

85% of the statement. Target words (e.g., “mud”) had to be accurately identified in the 

statements in order to be considered correct and target word misinterpretations (e.g., 

“blood”) were considered incorrect. The minimally degraded statements selected for 

Study 2 are highlighted in yellow in Appendix E. For moderately degraded statements, I 

selected the degradation levels for which participants were able to identify roughly 30-

55% of the statement. The moderately degraded statements selected for Study 2 are 

highlighted in green in Appendix E. There were some cases in which no identification 

percentages fell between 30-55%, and in these cases, only the minimally degraded 

recordings are highlighted. For these statements, I degraded the recordings to 450 Hz and 

included this as the degradation level for the moderately degraded condition in Study 2. 

 
1 I occasionally selected recordings that did not meet this second criterion if participants were more likely 
to make the expected target word misinterpretation (e.g., misinterpret mud for blood) at one degradation 
level compared to the other.  
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Chapter 3.  
 
Study 1 

Degraded audio recordings are increasingly being used as evidence in civil and 

criminal trials (Fishman, 2006; Fraser, 2018; Lange et al., 2011). Therefore, it is essential 

to understand what factors lead to confirmation bias when individuals interpret degraded 

forensic audio evidence. When degraded audio recordings are presented as evidence at 

trial, judges may permit written transcripts to accompany the audio evidence. In these 

cases, individuals may rely on the transcripts when attempting to interpret the degraded 

audio evidence. Yet, even when written transcripts are not permitted to accompany audio 

evidence, triers understand that the audio recordings are being used as evidence in a 

criminal trial. Triers may rely on this contextual information when evaluating the 

degraded audio evidence and erroneously interpret the recordings as incriminatory.  

Support for this assertion comes from a study conducted by Lange et al. (2011). 

The researchers demonstrated that participants who believed they were listening to 

recordings from criminal suspects’ interviews were more likely than participants given no 

contextual information to misinterpret innocuous degraded audio recordings as 

incriminatory. This suggests that when participants have trouble processing what the 

speaker is saying in degraded recordings, they rely on contextual information about the 

source of the recordings. Study 1 was designed to replicate this finding using degraded 

audio recordings that were purportedly being used as evidence in criminal trials.  

Furthermore, triers will likely learn about other lines of evidence besides the 

audio evidence in a criminal trial (e.g., eyewitness evidence, confession evidence, 

forensic science evidence, etc.). It remains unclear whether these other lines of evidence 

can also influence individuals’ perceptions of the degraded audio evidence. Specifically, 

research has yet to explore whether there is an additive or multiplicative effect of 

presenting additional lines of evidence on people’s tendency to make incriminating 

misinterpretations. Thus, Study 1 was also designed to test whether presenting additional 
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lines of evidence increases the likelihood that individuals will misinterpret innocuous 

degraded audio recordings as incriminatory.   

3.1. Methodology 

I pre-registered this study on Open Science Framework prior to collecting data 

(https://doi.org/10.17605/OSF.IO/T7Z4S). 

3.1.1. Participants 

I conducted an a priori power analysis in G*Power 3.1 to determine the sample 

size required for Study 1 (Faul et al., 2009). Previous research has demonstrated a 

medium effect of incriminating contextual information on participants’ incriminating 

misinterpretations of audio recordings (OR = 4.56; Lange et al., 2011, Experiment 1). 

However, given the new stimuli and different contextual information, I assumed a more 

conservative, small-to-medium effect. Thus, with f = .20, α = .05, Power = .95, and 

number of groups = 3, I required a sample of N = 390. 

I recruited 718 participants through MTurk (n = 598) and the Simon Fraser 

University (SFU) research pool (n = 120). The MTurk sample was restricted to those 

individuals living in Canada or the U.S. Additionally, any individuals who participated in 

the pilot studies were not permitted to participate in Study 1 given that I used the same 

stimuli. Finally, MTurk participants must have achieved at least a 95% approval rating 

and successfully completed at least 500 tasks on MTurk to participate. Participants 

recruited through MTurk received $3.00 USD in exchange for their participation while 

participants recruited through SFU received 2 course credits.  

I excluded 298 participants from analyses for the following reasons: (1) they 

withdrew early (100 participants; 13.93%); (2) they didn’t follow the instructions to 

transcribe the recordings or gave nonsense responses (75 participants; 10.45%)2; (3) they 

failed the manipulation check (101 participants; 14.07%); (4) they scored below 50% on 

 
2These responses were likely bots or individuals who were not fluent in English.  

https://doi.org/10.17605/OSF.IO/T7Z4S
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the LexTALE measure of English language fluency (17 participants; 2.37%); or (5) more 

than 50% of their data was missing (5 participants; 0.70%). Thus, a total of 417 

participants were included in the analyses. 

The average age of participants was 32.36 years (SD = 12.00 years; Range = 18 – 

70 years). Additionally, 50.6% of participants identified as female, 48.4% identified as 

male, and 0.9% identified as non-binary. Furthermore, 70.3% of participants where 

White, 15.4% were Asian (including 4.6% East Asian, 4.1% South Asian, and 1.9% 

Southeast Asian), 6.2% were Black, 1.9% were Hispanic, 0.2% were Latinx, 1.0% were 

Middle Eastern, 0.2% were Indigenous, 3.8% were Mixed Race, and 0.5% did not report 

their ethnicity. 

3.1.2. Design  

Study 1 was a single factor design with three levels. The independent variable was 

the type of contextual information that participants received. Participants in the no 

context condition learned no contextual information about the recordings before listening 

to the degraded audio and transcribing what they heard. Participants in the criminal 

suspect condition learned that the recordings came from wiretapped conversations with 

criminal suspects that were used as evidence in criminal trials prior to listening to the 

recordings. Finally, participants in the criminal suspect + eyewitness evidence condition 

learned that the recordings came from wiretapped conversations with criminal suspects 

that were used as evidence in criminal trials in which there were also eyewitnesses who 

identified the accused persons from lineups prior to listening to the recordings.  

The dependent variable was the proportion of incriminating misinterpretations 

that participants made. From this measure, I could determine whether participants 

exhibited confirmation bias by comparing the interpretations of participants without 

incriminating contextual information to the interpretations of participants who learned 

incriminating contextual information. There would be evidence of confirmation bias if 

participants with contextual information systematically made more incriminating 

misinterpretations than participants without contextual information. Additionally, the 

more incriminating misinterpretations participants with contextual information made 
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above and beyond those made in the no context condition, the greater confirmation bias 

they would exhibit.  

3.1.3. Audio Recordings 

I selected 48 degraded audio recordings based on the results of the pilot studies 

(see items with asterisks in Appendices A and D). Each statement contained a target word 

that could be misinterpreted as incriminating given what contextual information 

participants learned about the recordings (e.g., “I checked to make sure he wasn’t 

grieving” could be misinterpreted as “I checked to make sure he wasn’t breathing”). 

Degradation levels ranged from 600 Hz to 1,600 Hz across statements. I determined 

which degradation level to present for each statement by identifying the degradation 

levels for which the proportion of incriminating misinterpretations participants made in 

the no context condition was less than half of what participants made in the criminal 

suspect condition in the pilot studies. The statements were presented across two randomly 

determined fixed orders.   

3.1.4. Procedure 

MTurk and SFU participants completed the study online through Qualtrics. At the 

beginning of the study, participants completed a Captcha Verification question followed 

by a short hearing test. As in the pilot studies, participants indicated whether they could 

hear tones ranging from 600 Hz – 1,600 Hz across several trials and transcribed a clear 

audio-recorded statement. Then, participants proceeded to the main part of the study. 

They learned that they would be listening to degraded audio recordings of spoken 

statements and that these statements might be challenging to hear. One third of 

participants received no additional contextual information about the recordings. One third 

of participants also learned that the recordings they were listening to came from 

wiretapped conversations with criminal suspects that have been used as evidence in 

criminal trials. The remaining participants also learned that the recordings they were 

listening to came from wiretapped conversations with criminal suspects that have been 
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used as evidence in criminal trials in which there were also eyewitnesses who identified 

the accused persons from lineups.  

Then, participants heard degraded audio recordings of 48 statements. After 

hearing each statement, participants attempted to transcribe the statement to the best of 

their ability. The procedure also included five attention checks (i.e., simple math 

questions) throughout the experiment. After transcribing all statements, participants 

completed the LexTALE measure of English language fluency (Lemhöfer & Broersma, 

2012). Participants saw a series of 60 stimuli, including 40 words (e.g., “recipient”) and 

20 nonwords (e.g., “exprate”) and simply indicated whether the target was a word by 

responding “yes” or “no.” Participants’ responses were scored as the average number of 

items answered correctly, calculated as: ((number of words correct/40*100) + (number of 

nonwords correct/20*100)) / 2. Finally, participants completed a demographic 

questionnaire. This questionnaire also included a manipulation check question, which 

asked participants to select the instructions they saw at the beginning of the experiment 

from a multiple-choice list. The study took approximately 45 minutes in total.  

3.1.5. Coding Participants’ Transcriptions 

I, along with another independent, condition-blind coder coded participants’ 

transcriptions into the following categories: (a) invalid responses; (b) accurate 

interpretations; (c) non-incriminating errors; and (d) incriminating misinterpretations. 

These categories represent all possible responses. Invalid responses included blank 

responses, don’t know responses, and transcriptions with fewer than 3 words. 

Transcriptions were coded as accurate interpretations if participants correctly identified 

every word in a given statement. I adopted these strict criteria for accurate interpretations 

from Lange et al. (2011) because misinterpreting even one word can have serious 

implications for one’s overall interpretation of the statement. Transcriptions were coded 

as non-incriminating errors if they contained at least one error that was not incriminating 

to the speaker. Transcriptions were coded as incriminating misinterpretations if 

participants provided a transcription which appeared to implicate the accused (i.e., the 

speaker). This occurred either when participants misinterpreted the target word as 
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incriminating (e.g., they interpreted the statement “I made sure he was buying” as “I 

made sure he was dying”) or they otherwise misinterpreted the statement in a way that 

implicated the speaker (e.g., they misinterpreted “I made sure he was buying” as “I shot 

all of the bodies”).  

I instructed the other coder on how to code the responses. Then, for the purposes 

of training, we each coded the same 10% of participants’ responses. We compared our 

codes, discussing where we disagreed and settling on agreed-upon codes. We did not 

track disagreements on this set of codes as the purpose of this training phase was to 

ensure that we understood how to consistently assign codes to participants’ responses. 

After this training phase, we independently coded approximately 30% of the responses 

(31.43%) and then worked together to compare codes for the purposes of inter-rater 

reliability. We noted and discussed disagreements to determine an agreed-upon code. 

Inter-rater reliability was high (kappa = .94). We divided the remaining responses among 

the two of us and individually coded the remaining responses.  

3.2. Hypotheses 

I expected that participants in the no context condition would make fewer 

incriminating misinterpretations than participants in the criminal suspect condition, who 

in turn would make fewer incriminating misinterpretations than participants in the 

criminal suspect + eyewitness evidence condition (see Figure 1 for hypothetical data 

pattern).  
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Figure 1  Hypothetical Data Pattern for the Proportion of Incriminating 
Misinterpretations that Participants will Make as a Function of 
Contextual Information in Study 1 

 

3.3. Results 

First, to determine whether there were differences across the SFU and MTurk 

samples, I conducted an Analysis of Covariance (ANCOVA) with type of contextual 

information and sample as the independent variables, proportion of incriminating 

misinterpretations as the dependent variable, and LexTALE score as the covariate. 

Sample did not interact with contextual information (p = .956), indicating that there were 

no differences across SFU (n = 93) and MTurk participants’ data (n = 324). Thus, I 

conducted all remaining analyses collapsed across sample. A one-way ANCOVA with 

type of contextual information as the independent variable, proportion of incriminating 

misinterpretations as the dependent variable, and LexTALE score as the covariate 

revealed a main effect of contextual information, F(2, 413) = 29.06, p < .001, 𝜂𝜂𝑝𝑝2 = .12 

(see Figure 2).  

To supplement this analysis, I also conducted a Bayesian ANCOVA. Bayesian 

analyses provide a numerical value called the Bayes Factor (BF), which expresses 

evidence in favor of either the null hypothesis or the alternative hypothesis. BFs can 
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either be expressed as BF10, which indicates the BF in favor of the alternative hypothesis 

over the null hypothesis, or as BF01, which indicates the BF in favor of the null 

hypothesis over the alternative hypothesis. A BF10 of 1 suggests no evidence for either 

hypothesis. A BF10 above 1 indicates increasing evidence in favor of the alternative 

hypothesis with values between 1-3 indicating inconclusive evidence, values between 3-

10 indicating substantial evidence, and values above 10 indicating strong evidence. A 

BF10 below 1 indicates increasing evidence in favor of the null hypothesis with values 

between .33-1 indicating inconclusive evidence, values between .10-.33 indicating 

substantial evidence, and values between .03-.10 indicating strong evidence (Dienes, 

2014; Lee & Wagenmakers, 2014; Wetzels et al., 2011). The Bayesian ANCOVA 

revealed a BF10 of 1.47e+9 in favor of the alternative hypothesis, indicating that the data 

are 1.47 billion times more likely to occur under the alternative model than the null 

model. Thus, there is strong evidence for there being a true difference in participants’ 

tendency to make incriminating misinterpretations based on the contextual information 

participants learned about the recordings.  

Post-hoc tests with Bonferroni adjustments revealed that, consistent with my 

hypothesis (Figure 1), participants in the no context condition (M = .23) made fewer 

incriminating misinterpretations than participants in the criminal suspect condition (M = 

.31), p < .001, d = 0.76, 95% CI [0.06, .0.12] (BF10 = 1.20e+10). Additionally, 

participants in the no context condition made fewer incriminating misinterpretations than 

participants in the criminal suspect + eyewitness evidence condition (M = .28), p < .001, 

d = 0.50, 95% CI [0.03, 0.09] (BF10 = 3,872.45). However, in contradiction to my 

hypothesis, I found that participants in the criminal suspect condition made more 

incriminating misinterpretations than participants in the criminal suspect + eyewitness 

evidence condition, p =.039, d = 0.29, 95% CI [0.00, 0.06] (BF10 = 2.15).   
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Figure 2  Proportion of Incriminating Misinterpretations Participants Made as 
a Function of Contextual Information in Study 1 

 
Note. Error bars are 95% Confidence Intervals. 

3.4. Discussion 

The purpose of Study 1 was to replicate previous research by Lange et al. (2011) 

which demonstrated that incriminating contextual information biases people’s 

interpretations of degraded audio recordings. Additionally, I explored whether presenting 

multiple pieces of contextual information increased the amount of bias (i.e., the 

proportion of incriminating misinterpretations) that participants exhibited. Consistent 

with Lange et al.’s (2011) findings, my results show that participants who learned 

incriminating contextual information before listening to a series of degraded audio 

recordings made more incriminating misinterpretations than participants with no prior 

contextual information. This was evident in the fact that participants in both the criminal 

suspect and criminal suspect + eyewitness evidence conditions made more incriminating 

misinterpretations than participants in the no context condition. This demonstrates that 

participants are susceptible to confirmation bias when evaluating degraded audio. That is, 

once they have a pre-existing belief about the context of the recordings, they are more 

likely to interpret the recordings in a manner that is consistent with this belief. This 

supports previous research that shows the pervasiveness of confirmation bias in a variety 
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of forensic domains (Charman et al., 2017; Dror & Hampikian, 2011; Findley & Scott, 

2006; Kassin et al., 2013).  

While the presence of incriminating contextual information elicited confirmation 

bias for the degraded recordings, including additional contextual information did not 

increase the confirmation bias effect. In fact, it appeared to suppress it. That is, 

participants in the criminal suspect + eyewitness evidence condition made significantly 

fewer incriminating misinterpretations than participants in the criminal suspect condition. 

However, one important factor to note is that the Bayesian analyses suggest inconclusive 

evidence for there being a true difference between the criminal suspect and criminal 

suspect + eyewitness evidence conditions (BF10 = 2.15). Thus, it is possible that learning 

that the recordings came from criminal suspects’ conversations created enough of a bias 

that no additional context further increased this effect.  

Alternatively, perhaps there is something about the addition of eyewitness 

evidence specifically that made participants more skeptical about the nature of the 

recordings. As books, shows, movies, and podcasts featuring wrongful convictions based 

on faulty eyewitness testimony (e.g., The Innocence Files, When They See Us, Making a 

Murderer, etc.) have become increasingly popular, it is possible that the general 

population has developed an increased awareness of the issues associated with 

eyewitness evidence. Indeed, mistaken eyewitness identifications are the largest 

contributor to wrongful convictions (Innocence Project, n.d.). Thus, participants may 

have been more dubious about this type of evidence overall, which could have suppressed 

their tendency to make incriminating misinterpretations. To determine whether there is 

something unique about eyewitness evidence that truly suppresses the confirmation bias 

effect in evaluations of degraded audio recordings, future research should replicate this 

finding as well as explore whether other types of evidence (e.g., confession evidence) 

affect participants’ tendency to make incriminating misinterpretations in the same 

manner.  

It is also possible that learning about the eyewitness evidence did not increase 

participants’ tendency to make incriminating misinterpretations due to the format in 
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which this information was presented in the current study. For the purpose of this study, I 

was interested in determining whether contextual information influenced participants’ 

interpretations of a series of audio recordings from various speakers across various 

circumstances (e.g., types of crimes). Thus, participants were simply told that the 

recordings came from wiretapped conversations with criminal suspects that had been 

used as evidence in criminal trials in which there were also eyewitnesses who identified 

the accused persons from lineups. It is possible that learning more information about the 

circumstances of the eyewitness identification evidence (e.g., details about the lineup 

composition) would more substantially impact participants’ interpretations. Some 

research has found that more detailed eyewitness testimony leads to higher perceptions of 

eyewitness credibility and accused guilt than less detailed testimony (Bell & Loftus, 

1988). Thus, perhaps more details about the eyewitness evidence would similarly impact 

interpretations of other evidence (e.g., audio recordings). To explore this question, future 

research can investigate whether, in the context of a single case with multiple lines of 

detailed evidence (e.g., in the form of a case summary with more specific details about 

the individual case), participants exhibit more confirmation bias. However, this may be 

challenging to test within the context of a single case given that there must be enough 

target statements to test for incriminating misinterpretations. Thus, limiting the number of 

target statements would make it more challenging to experimentally test the confirmation 

bias effect.   

While future research should continue to explore whether learning more 

contextual information leads to more bias, this study clearly demonstrates that 

incriminating contextual information elicits robust confirmation bias for degraded audio 

recordings. This has important implications for audio recordings used as evidence in 

criminal trials. Even when recordings are completely innocuous, they can be 

misinterpreted as incriminating given participants’ pre-existing beliefs about the source 

of these recordings. This becomes even more likely in the case of stimuli that are 

ambiguous, such as degraded audio recordings that are hard to hear (Ask et al., 2008). 

Given that audio evidence is often collected under suboptimal conditions (e.g., 

wiretapping, concealed recording devices, etc.), it is plausible that these recordings may 

be muffled or otherwise hard to hear. Additionally, when recordings are being used as 
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evidence, participants may already have a pre-existing belief that the recordings contain 

incriminating content. This bias can lead to misinterpretations, and unfortunately, may 

contribute to wrongful convictions. It is important to reveal the issues that can arise from 

using this type of evidence in criminal cases.  

Overall, Study 1 replicated Lange et al.’s (2011) finding that participants who 

learn incriminating contextual information make more incriminating misinterpretations of 

degraded audio recordings than participants without contextual information. This is 

evidence of confirmation bias. Additionally, there was inconclusive evidence regarding 

whether including additional contextual information increases confirmation bias. To 

further investigate why participants exhibit confirmation bias for degraded audio 

recordings, I designed Study 2 to explore fluency misattribution as a mechanism for 

confirmation bias in these cases.  
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Chapter 4.  
 
Study 2 

Previous research has demonstrated that participants who learn that recorded 

statements come from criminal suspect interviews tend to misinterpret the innocuous 

degraded audio recordings as incriminating (Lange et al., 2011, Experiment 1). 

Additionally, when participants receive written transcripts of the recordings that contain 

incriminating errors, they also tend to misinterpret the innocuous recordings as 

incriminating (Lange et al., 2011, Experiment 2). However, research has not yet explored 

the mechanism(s) underlying confirmation bias in these cases. Thus, the goal of Study 2 

was to investigate possible mechanisms that underlie confirmation bias in cases involving 

degraded audio evidence.   

While there are several mechanisms that may underlie confirmation bias (see 

Table 1), top-down processing and fluency misattribution are two particularly plausible 

candidates in cases involving degraded audio evidence. When individuals must process 

information in the face of uncertainty (e.g., interpret recordings that are hard to hear), 

they often rely on their existing knowledge or expectations to guide their interpretation 

(Gregory, 1974). If individuals have been primed with contextual information about the 

degraded recordings, top-down processing may guide their interpretations, with context 

driving their perception of the degraded audio (Gregory, 1970). Previous research has 

demonstrated that this process influences people’s interpretations of distorted audio 

(Lange et al., 2011; Samuel, 1981; Warren, 1970). Yet, the mechanism through which 

top-down processing leads to confirmation bias for degraded audio remains unclear. 

Given that top-down processing occurs when context drives perception, it is 

possible that ambiguous stimuli are processed more quickly and easily when contextual 

information is available than when it is not (Whittlesea, 1993). Thus, I propose that top-

down processing leads to confirmation bias for degraded audio through fluency 

misattribution. Fluency misattribution occurs when people misattribute the subjective 

ease with which they process information to an incorrect source (e.g., they misattribute 
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the subjective ease with which an incriminating interpretation comes to mind as objective 

evidence that this must be the correct interpretation). To explore the rationale for why 

fluency misattribution may be a mechanism for confirmation bias in cases involving 

degraded audio recordings, consider a related cognitive bias called auditory hindsight 

bias. In a typical auditory hindsight bias paradigm, there are two knowledge trials. In the 

naïve identification trials, individuals hear a series of degraded words and attempt to 

identify these words. In the hindsight estimation trials, individuals hear clear words 

before hearing degraded versions of the same words. Then, they estimate what percentage 

of their peers would be able to identify the degraded words had their peers not heard the 

clear versions of the words. Individuals exhibit auditory hindsight bias when, in 

hindsight, they estimate that a greater percentage of their peers could identify the 

degraded words than the percentage of words they were able to correctly identify in the 

naïve identification trials. Thus, participants are unable to ignore their knowledge of the 

clear words (Bernstein et al., 2012).  

Recent work has demonstrated that auditory hindsight bias results from fluency 

misattribution: Individuals process the degraded words more fluently, or easily, in the 

hindsight trials because they have just heard clear versions of the words. However, they 

wrongly misattribute the ease with which they processed the degraded words in the 

hindsight trials to the degraded words being easy to identify (Higham et al., 2017). 

Bernstein et al. (2018) demonstrated that both repetition priming in an exposure phase 

(i.e., hearing clear words either 0, 1, 3, or 6 times) and clear presentation of the target 

word immediately before the degraded word independently increased participants’ 

tendency to overestimate how many of their peers could identify degraded words. 

However, there was not an additive effect of these two sources of fluency. That is, when 

participants heard clear versions of target words immediately before hearing degraded 

versions of the same words in the test phase, there was no additional effect of priming 

presentations in the exposure phase on participants’ estimates of how many peers would 

be able to identify the degraded words. This interactive data pattern suggests that both 

hindsight bias and repetition priming share fluency as a common mechanism. Although 

the authors did not include an independent measure of fluency, they demonstrated that the 

increased number of prime presentations in the exposure phase increased participants’ 
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tendency to identify the distorted words at test—thus, there was indirect evidence for 

increased fluency. 

Auditory hindsight bias differs from confirmation bias for degraded audio 

recordings in terms of the task and ultimate judgment individuals make. In auditory 

hindsight bias paradigms, individuals must attempt to ignore their current knowledge to 

imagine how easily they, or someone else, could identify the degraded audio. Thus, 

participants are explicitly instructed to ignore their current knowledge to consider what 

was known in the past. Alternatively, confirmation bias for degraded audio recordings 

arises when individuals with contextual knowledge make decisions about what they 

currently hear in the audio. They generally do not attempt to suppress their contextual 

knowledge (although, they could be instructed to do so). However, auditory hindsight 

bias also resembles confirmation bias for degraded audio recordings. Both biases are 

consequences of priming; that is, individuals’ knowledge influences their perception and 

evaluation of degraded audio (Tulving & Schacter, 1990). Whether through perceptual 

priming in the case of auditory hindsight bias (i.e., prior exposure to the clear word) or 

conceptual priming in the case of confirmation bias for degraded audio recordings (i.e., 

prior exposure to context), individuals are primed to hear something in the degraded 

audio recordings, and therefore, they tend to hear it (Vaidya et al., 1997). Thus, it is 

possible that auditory hindsight bias and confirmation bias for degraded audio recordings 

share a common mechanism: Fluency misattribution.  

Previous research has typically measured fluency through either objective or 

subjective measures of how effortful it is to process information or generate judgments 

(Alter & Oppenheimer, 2009; Schwarz, 2004). Several studies have measured fluency as 

the speed or accuracy with which participants process information (Reber et al., 2004). It 

is generally believed that the amount of time it takes for people to identify a stimulus 

(i.e., their reaction time) reflects the ease with which they were able to process the 

stimulus (Oppenheimer, 2008). For example, Undorf et al. (2017) measured perceptual 

fluency as the amount of time it took for participants to identify stimuli that gradually 

clarified over time. They found that the less time it took for participants to identify a 

stimulus, the more likely they were to believe they would remember the stimulus (i.e., 
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higher judgments of learning). The quicker reaction times suggest that participants 

processed the stimuli more quickly and easily (i.e., fluently) than stimuli that took them 

longer to identify. Thus, fluency is often operationalized as reaction time. Other studies 

have measured fluency through people’s subjective perceptions of how quickly or 

accurately they were able to process information (Schwarz, 2004). For example, 

participants may provide a rating of how easily they were able to perceive a target 

stimulus. 

There is an interplay between two aspects of fluency that is inherent to evaluating 

audio evidence. The first aspect is perceptual fluency, which refers to the ease with which 

individuals process stimuli given manipulations to perceptual quality (Jacoby & Dallas, 

1980; Johnston et al., 1985; Mandler, 1980). Variables such as figure-ground contrast, 

font readability, and the duration for which stimuli are presented affect the ease with 

which participants process perceptual characteristics of the stimuli (Jacoby et al., 1989; 

Schwarz, 2004). These manipulations to perceptual fluency, in turn, have been shown to 

affect judgments such as truth, liking, and confidence (Alter & Oppenheimer, 2009). In 

the current paradigm, perceptual fluency is related to how easily individuals can process 

the audio recordings. When participants hear clear audio recordings, they should 

experience high perceptual fluency because they are able to clearly and easily hear the 

contents of the recordings. However, when participants hear degraded audio recordings, 

they should experience less perceptual fluency because it becomes more challenging to 

clearly or easily discern what the speakers are saying.  

The second aspect of fluency that may contribute to individuals’ judgments is 

conceptual fluency, which refers to the ease with which individuals process the meaning 

of a stimulus (Whittlesea, 1993). Variables such as priming individuals with semantically 

related concepts, the consistency between stimuli and their context, and stimulus 

prototypicality affect individuals’ ability to process stimuli (Rhodes et al., 2001; 

Schwarz, 2004; Tversky & Kahneman, 1973). Overall, individuals seem to process 

stimuli more easily if they have a better concept of what the stimuli are and what they 

mean. For example, if participants believe that they are listening to recordings from a 

criminal suspect’s interview, interpretations consistent with what a criminal might say in 
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an interview may come to mind more easily. Conversely, individuals may fail to consider 

other interpretations of the recordings because they do not come to mind as easily. Thus, 

when individuals have contextual information about the audio recordings, they should 

experience greater conceptual fluency.  

It is impossible to completely distinguish perceptual from conceptual fluency for 

degraded audio recordings. This is because even when the recordings are degraded, 

individuals have a conceptual understanding of the words that they do hear in the 

recorded statements, and therefore, experience some conceptual fluency. If I were to 

completely isolate perceptual fluency, I would have to use stimuli such as uncommon 

words or even non-words, which would be irrelevant to this study. Additionally, even 

though I expect that participants will experience heightened conceptual fluency when 

given more contextual information about the recordings, they will still experience some 

conceptual fluency without contextual information because they have a concept of the 

words in the recordings. Therefore, for the purposes of my research, I do not try to 

separate perceptual from conceptual fluency. 

Overall, I argue that at least two things must occur for individuals to exhibit 

confirmation bias for degraded audio recordings. First, individuals must experience some 

perceptual disfluency when listening to the recordings. This is necessary because stimuli 

must be ambiguous for participants to rely on contextual information, and thus, exhibit 

confirmation bias (Ask et al., 2008; Tversky & Kahneman, 1974). If individuals can 

process the recordings perceptually fluently, they will likely rely on their perceptual 

experience of the recordings to interpret the statements over the context of the recordings. 

Second, individuals must rely on the contextual information to derive meaning from the 

recordings. Thus, the contextual information should make a belief-consistent 

interpretation of the recordings come to mind more easily than an alternative 

interpretation. Consequently, individuals may misattribute the ease with which a belief-

consistent interpretation comes to mind as evidence that it is the correct interpretation of 

the degraded audio. 
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4.1. The Current Study 

The degree to which participants exhibit confirmation bias should depend on the 

extent to which the audio recordings are degraded as well as the amount of contextual 

information upon which participants have to base their interpretation. To test whether 

fluency misattribution is a mechanism for confirmation bias in cases involving degraded 

audio recordings, I manipulated perceptual fluency (i.e., the degree to which the 

recordings were degraded) as well as conceptual fluency (i.e., the amount of contextual 

information participants received). Specifically, I presented either non-degraded, 

minimally degraded, or moderately degraded audio recordings to test whether the degree 

to which the recordings were degraded affected participants’ perceptual fluency, or the 

ease with which they interpreted the recordings. Additionally, participants either received 

no contextual information, learned that the recordings came from wiretapped 

conversations with criminal suspects that had been used as evidence in criminal trials, or 

received written transcripts containing incriminating errors. Thus, I investigated whether 

the amount of contextual information available affected participants’ conceptual fluency, 

or the ease with which they processed the meaning of the audio recordings. I 

acknowledge that it is impossible to completely separate perceptual from conceptual 

fluency because there is an interplay between these two aspects of fluency inherent to 

these stimuli (Jacoby, 1991). However, it is theoretically important to begin to investigate 

the mechanisms that underlie confirmation bias in these cases, and thus, to test fluency 

misattribution as a contributing process. Therefore, I manipulated overall processing 

fluency and measured the effect on both reaction time (i.e., my independent measure of 

fluency) and participants’ tendency to exhibit confirmation bias. 

4.2. Methodology 

I pre-registered this study on Open Science Framework prior to collecting data 

(https://doi.org/10.17605/OSF.IO/DNBH2). 

https://doi.org/10.17605/OSF.IO/DNBH2
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4.2.1. Participants  

I conducted an a priori power analysis in G*Power 3.1 to determine the sample 

size required for this study (Faul et al., 2009). Previous research has demonstrated a 

medium effect of incriminating contextual information on participants’ incriminating 

misinterpretations of recordings (OR = 4.56; Lange et al., 2011, Experiment 1). Given 

that previous research has not tested the effects of reaction time (i.e., my independent 

measure of fluency) on confirmation bias for degraded audio recordings, I assumed a 

more conservative, small-to-medium effect. Thus, with f = .20, α = .05, Power = .95, and 

number of groups = 3, I required a sample of at least 390 participants. However, because 

I planned to conduct moderated mediation analyses as well, I wanted to ensure that I 

would have enough participants to detect an effect. Thus, I used a Monte Carlo power 

analysis (https://schoemanna.shinyapps.io/mc_power_med/) and determined that I 

required a sample of 450 participants to detect a small effect (r = .2) with 95% power.  

I recruited 549 participants through MTurk (n = 426) and the SFU undergraduate 

research pool (n = 32). The MTurk sample was restricted to individuals living in Canada 

or the U.S. Additionally, any individuals who participated in previous studies using these 

stimuli were not permitted to participate. Finally, MTurk participants must have achieved 

at least a 95% approval rating and successfully completed at least 500 tasks on MTurk to 

participate. MTurk participants received $8.00 USD for their participation and SFU 

students received 2% course credits in exchange for their participation.  

Ninety-one participants (16.58%) were excluded from analyses for the following 

reasons: (1) they did not provide responses to the baseline typing speed questions 

(5.83%); (2) they failed the manipulation check (6.19%); or (3) they had missing data for 

more than 25% of trials (4.55%). Thus, a total of 458 participants were included in the 

final analyses. The average age of participants was 37.10 years (SD = 11.58 years; Range 

= 17 – 71 years). While 0.87% of participants did not report their gender, 44.57% of 

participants identified as female, 54.35% identified as male, and 0.22% identified as non-

binary. Additionally, 71.74% of participants were White, 9.13% were Asian (including 

1.09% East Asian, 1.52% South Asian, and 1.30% Southeast Asian), 8.04% were Black, 

https://schoemanna.shinyapps.io/mc_power_med/
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4.56% were Hispanic, 0.87% were Latinx, 0.43% were Middle Eastern, 0.43% were 

Indigenous, 4.13% were Mixed Race, and 0.65% did not report their ethnicity. 

4.2.2. Design  

I conducted a 3 (degradation level: non-degraded; minimally degraded; 

moderately degraded) x 3 (contextual information: no context; criminal suspect; written 

transcripts) mixed factorial design with degradation level as the within-subject factor. 

Participants in the written transcripts condition received more contextual information 

than participants in the criminal suspect condition, who in turn received more contextual 

information than participants in the no context condition. Minimally degraded recordings 

included recordings for which participants were able to identify roughly 60-85% of the 

words in a given statement as determined in Pilot 2. Moderately degraded recordings 

included recordings for which participants were able to identify roughly 30-55% of the 

words in a given statement. There were a few statements from Pilot 2 for which 

identification percentages were higher than the 30-55% range for all degradation levels, 

including 600 Hz (see Appendix E). For these statements, I degraded the recordings to 

450 Hz and included this as the degradation level for the moderately degraded condition.  

The primary dependent variable was the proportion of incriminating 

misinterpretations that participants made. There would be evidence of confirmation bias 

if participants in the criminal suspect and written transcripts conditions made more 

incriminating misinterpretations than participants in the no context condition. I also 

collected reaction time data as an independent measure of fluency. I measured reaction 

time as the amount of time that passed in milliseconds from the offset of the audio 

recording to the time participants hit the enter key once they finished typing a statement. I 

controlled for varying lengths of statements by dividing the reaction time for each 

statement by the number of characters in a given statement. 

4.2.3. Procedure  

I conducted Study 2 online using the E-Prime Go software. E-Prime is a stimulus 

presentation software for designing experiments and collecting data electronically. It 



51 

allows for precise collection of reaction time. E-Prime Go is an extension of E-Prime that 

allows users to host the experiment online through E-Prime’s website and share links to 

the experiment with participants. After signing up for the study, participants were 

directed to a Qualtrics page where they completed the consent process. Once participants 

gave their informed consent to participate, they were redirected to an E-Prime Go 

webpage, where they were able to download the study. They completed the study in the 

E-Prime Go software, which was downloaded locally to their computer. At the end of the 

experiment, their data was automatically uploaded to the E-Prime Go data repository 

specific to the lab’s account.  

Participants first completed a hearing check, in which they were prompted to type 

what they heard in an audio clip that was played. This also served as a “bot check”—that 

is, if people gave nonsense responses to this question, I assumed they were a bot. Then, 

participants completed three items that measured their baseline typing speed. For each 

baseline typing speed item, participants saw a passage of text containing three sentences 

that was between 32-40 words long. They had to type the text as quickly and accurately 

as possible. Then, participants were instructed that they would be hearing a series of 

degraded audio recordings that they would need to transcribe as quickly and accurately as 

possible. One third of participants received no additional contextual information about 

the recordings (no context condition). One third of participants learned that the 

recordings came from wiretapped conversations with criminal suspects that have been 

used as evidence in criminal trials (criminal suspect condition). The remaining 

participants were given written transcripts of the recordings that contained incriminating 

errors (written transcripts condition; see Appendix F).  

Participants heard 42 audio recordings that varied in degradation level. There 

were an equal number of non-degraded, minimally degraded, and moderately degraded 

recordings.3 The different degradation levels were counterbalanced, such that all recorded 

 
3 There was a programming error which caused 46 participants in the criminal suspect condition to hear the 

same statement twice at the minimally degraded level. Thus, they heard 14 non-degraded, 15 minimally 

degraded, and 13 moderately degraded recordings, with two of the recordings in the minimally degraded 
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statements had an equal chance of appearing at one of the three degradation levels for 

each participant.  

After hearing each statement, participants transcribed the statement to the best of 

their ability as quickly and accurately as possible. Participants in the written transcripts 

condition saw each written transcript immediately before the corresponding recorded 

statement played without the transcript showing. They also received the following 

instructions at the beginning of the experiment: “Your job is to verify the transcripts by 

listening to each of the recordings and typing what you hear in the recordings on the 

screen.” The intention of this instruction was to prevent them from simply typing what 

they saw in the transcript without first listening to the recorded statement. Finally, 

participants completed the LexTALE measure of English language fluency and a 

demographic questionnaire that included a manipulation check. The procedure took 

approximately 45 minutes in total.   

4.2.4. Coding Participants’ Transcriptions 

Three condition-blind coders (including myself) independently coded 

participants’ transcriptions into the following categories as described above: (a) Invalid 

responses; (b) accurate interpretations; (c) non-incriminating errors; and (d) incriminating 

misinterpretations. I instructed coders how to code the responses. Then, for the purposes 

of training, we each coded the same 10% of participants’ responses. We compared our 

 
condition being the same. Additionally, 55 participants in the criminal suspect condition heard the same 

statement twice at the moderately degraded level. Thus, they heard 13 non-degraded, 14 minimally 

degraded, and 15 moderately degraded recordings, with two of the recordings in the moderately degraded 

condition being the same. For these participants who heard the same recording twice, I retained their 

transcription from the first time they heard the statement and removed their transcription from the second 

time they heard the statement. This resulted in 46 participants hearing 14 non-degraded, 14 minimally 

degraded, and 13 moderately degraded recordings and 55 participants hearing 13 non-degraded, 14 

minimally degraded, and 14 moderately degraded conditions. The remaining 357 participants heard 14 non-

degraded, 14 minimally degraded, and 14 moderately degraded statements.  
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codes, discussing where we disagreed and settling on agreed-upon codes. We did not 

track disagreements on this set of codes as the purpose of this training phase was to 

ensure that all coders understood how to consistently assign codes to participants’ 

responses. After this training phase, all three coders independently coded approximately 

25% of the responses (24.78%) and then worked together to compare our codes for the 

purposes of inter-rater reliability. We noted and discussed disagreements to determine an 

agreed-upon code. Inter-rater reliability was high (Fleiss’ kappa = .93). Finally, each 

coder individually coded approximately one-third of the remaining responses.  

4.3. Hypotheses 

I had three sets of hypotheses relating to (1) the effects of audio degradation and 

contextual information on confirmation bias; (2) the effects of audio degradation and 

contextual information on fluency; and (3) the mediating effects of fluency on 

confirmation bias. Because I operationalized fluency as participants’ reaction time, I will 

refer to “fluency” as “reaction time” throughout the remainder of this section. 

Additionally, as this is the first exploration into the mechanisms for confirmation bias in 

cases involving degraded audio evidence, I acknowledge that some of my hypotheses are 

not based on prior findings/theory. However, I am using the term “hypotheses” instead of 

a term like “expectations” because most people in the literature use the term 

“hypotheses” in this context.  

4.3.1. Hypothesis 1 

Hypothesis 1a  

I expected a main effect of degradation level on participants’ tendency to make 

incriminating misinterpretations. Specifically, I expected that participants who heard non-

degraded recordings would make fewer incriminating misinterpretations than participants 

who heard minimally degraded recordings, who in turn would make fewer incriminating 

misinterpretations than participants who heard moderately degraded recordings (see D in 

Figure 3 for hypothetical data pattern). 
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Hypothesis 1b  

I expected an interaction between degradation level and contextual information on 

participants’ tendency to make incriminating misinterpretations, and thus, their tendency 

to exhibit confirmation bias. Specifically, in the non-degraded condition, I did not expect 

any differences in incriminating misinterpretations as a function of contextual 

information (see A in Figure 3). This is because participants were able to clearly hear 

what was said in the recordings, and thus, should not rely on contextual information to 

interpret the recordings. In the minimally degraded condition, I expected that participants 

in the no context condition would make fewer incriminating misinterpretations than 

participants in the criminal suspect condition, who in turn would make fewer 

incriminating misinterpretations than participants in the written transcripts condition (see 

B in Figure 3). In the moderately degraded condition, I expected that participants in the 

no context condition would make fewer incriminating misinterpretations than participants 

in the criminal suspect condition, who in turn would make fewer incriminating 

misinterpretations than participants in the written transcripts condition (see C in Figure 

3).  

Figure 3  Hypothetical Data Pattern for the Proportion of Incriminating 
Misinterpretations that Participants will Make as a Function 
Degradation Level and Contextual Information in Study 2 

 



55 

4.3.2. Hypothesis 2  

Hypothesis 2a 

First, I expected a main effect of degradation level on participants’ reaction time. 

Specifically, I expected that participants’ reaction times would increase as recordings 

became more degraded, with the quickest reaction times for non-degraded recordings and 

the longest reaction times for moderately degraded recordings (see D in Figure 4 for 

hypothetical data pattern). 

Hypothesis 2b  

I expected an interaction between degradation level and contextual information on 

participants’ overall reaction time. I will discuss the expected effects for each degradation 

level. For the non-degraded recordings, I expected that participants would be able to 

process the recordings fluently given that there should be no disruptions to perceptual 

fluency. As such, participants should rely on their perceptual experience of the 

recordings, rather than on contextual information. Thus, participants should have the 

quickest reaction times for non-degraded recordings, particularly in the no context and 

criminal suspect conditions. In the written transcripts condition, I expected a slightly 

longer reaction time given that participants had to reconcile the difference between what 

they read and what they heard (see A in Figure 4).  

For the minimally degraded recordings, I expected that participants would 

experience some perceptual disfluency. As such, participants should be more likely to 

utilize contextual information to help them process the audio recordings. Thus, 

participants in the no context condition should find it most challenging to process the 

recordings. Therefore, I expected that the no context condition would have the slowest 

reaction time for minimally degraded recordings. Next, participants in the criminal 

suspect condition would have some contextual information to rely on to get “the gist” of 

the recordings, or to help them determine the most likely interpretation given the context 

from which the recordings were taken. Thus, compared to the no context condition, the 

criminal suspect condition should have a quicker reaction time. Finally, participants in 

the written transcripts condition would have the most contextual information to rely on. 
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Thus, they should process the minimally degraded recordings most fluently, and therefore 

have the quickest reaction time (see B in Figure 4).  

For the moderately degraded recordings, I expected the same data pattern as for 

the minimally degraded recordings. That is, when participants hear moderately degraded 

recordings, they should experience perceptual disfluency. Subsequently, they should rely 

on contextual information to help them process the audio recordings. When participants 

have no contextual information to rely on, they should have the hardest time processing 

the recordings. Therefore, the no context condition should have the slowest reaction time. 

Next, participants in the criminal suspect condition should rely on the contextual 

information to help them determine the most likely interpretation given the context from 

which the recordings were taken. Therefore, compared to the no context condition, the 

criminal suspect condition should have a quicker reaction time because they are able to 

process the recordings more easily. Finally, I expected participants in the written 

transcripts condition to have the quickest reaction time because they had the most 

contextual information to rely on when forming their judgment. Thus, they should 

process the moderately degraded recordings most fluently (see C in Figure 4). 

 Figure 4  Hypothetical Data Pattern for Participants’ Reaction Time as a 
Function of Degradation Level and Contextual Information in Study 2 
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4.3.3. Hypothesis 3 

I expected reaction time to partially mediate the relationship between degradation 

level, contextual information, and confirmation bias (see Figure 5 for conceptual and 

statistical models of this moderated mediation effect). This is because reaction time is a 

measure of fluency, and I expected that fluency misattribution is one of the mechanisms 

that underlies confirmation bias. Thus, I expected degradation level, contextual 

information, and the interaction between degradation level and contextual information to 

affect the degree to which participants exhibited confirmation bias through differences in 

participants’ reaction time (i.e., fluency). Additionally, I expected that reaction time 

would only partially mediate the relationship between degradation level, contextual 

information, and confirmation bias because I suspect that there are other mechanisms that 

contribute to confirmation bias as well.  
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Figure 5  The Conceptual and Statistical Models for the Moderated Mediation 
Analysis in Study 2. Adapted from Hayes, 2015. 
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4.4. Results 

4.4.1. Confirmation Bias 

Given the vastly unequal sample sizes of MTurk and SFU participants, it was 

impossible to conduct a valid test for differences across the samples. However, I did not 

expect sample-based differences given that I found no evidence for these differences in 

Study 1. I conducted a 3 (degradation level: non-degraded; minimally degraded; 

moderately degraded) x 3 (contextual information: no context; criminal suspect; written 

transcripts) mixed ANCOVA with degradation level as the within-subject factor, 

proportion of incriminating misinterpretations as the dependent variable, and English 

language fluency (as measured by the LexTALE scale) as a covariate. I centered 

participants’ LexTALE scores by subtracting the mean LexTALE score from each 

LexTALE score. This procedure is recommended when conducting ANCOVAs including 

within-subject factors (Schneider et al., 2015). I also conducted Bayesian ANCOVAs to 

supplement the null hypothesis significance testing. Bayesian ANCOVAs compare each 

possible combination of covariates, main effects, and interactions to the null model. 

However, I typically only want to investigate the overall effect of certain factors or 

interactions. Thus, when reporting the Bayes factors for these analyses, I report the 

BFINCL across matched models. This compares models that contain the effect of interest 

to models that do not to determine the overall likelihood of the data pattern occurring 

under the alternative distribution versus the null distribution for the effect of interest 

specifically. 

Consistent with Hypothesis 1a (Figure 3), I found a main effect of degradation 

level, F(1.96, 888.86) = 420.58, p < .001, 𝜂𝜂𝑝𝑝2 = .48 (BFINCL = 1.01e+109). 4  I also found a 

main effect of contextual information, F(2, 454) = 182.05, p < .001, 𝜂𝜂𝑝𝑝2= .45 (BFINCL = 

2.53e+55), which I did not hypothesize. Finally, consistent with Hypothesis 1b (Figure 

3), I found a significant interaction between degradation level and contextual 

information, F(3.92, 888.86) = 55.57, p < .001, 𝜂𝜂𝑝𝑝2 = .20 (BFINCL = 4.69e+37; see Figure 

 
4 The assumption of sphericity was violated so I applied a Huynh-Feldt correction.    
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6).5 To probe this interaction, I conducted one-way ANCOVAs for each degradation 

level (i.e., non-degraded; minimally degraded; moderately degraded) with contextual 

information as the independent variable, proportion of incriminating misinterpretations as 

the dependent variable, and LexTALE score as the covariate.  

For non-degraded recordings, there was a significant effect of contextual 

information, F(2, 454) = 58.43, p < .001, 𝜂𝜂𝑝𝑝2 = .21 (BFINCL = 1.81e+20). Post-hoc 

comparisons with a Bonferroni correction revealed that participants in the no context 

condition (M = .05) made significantly fewer incriminating misinterpretations than 

participants in the criminal suspect condition (M = .12), p < .001, d = 0.48, 95% CI [.03, 

.10] (BFINCL = 7.97e+7) and written transcripts condition (M = .22), p < .001, d = 1.21, 

95% CI [.13, .21] (BFINCL = 1.45e+16). Furthermore, participants in the criminal suspect 

condition made significantly fewer incriminating misinterpretations than the written 

transcripts condition, p < .001, d = 0.69, 95% CI [.07, .15] (BFINCL = 248,592.66).   

For minimally degraded recordings, there was a significant effect of contextual 

information, F(2, 454) = 80.15, p < .001, 𝜂𝜂𝑝𝑝2 = .26 (BFINCL = 2.86e+27). Post-hoc 

comparisons with a Bonferroni correction revealed that participants in the no context 

condition made significantly fewer incriminating misinterpretations (M = .19) than 

participants in both the criminal suspect condition (M = .29), p < .001, d = 0.59, 95% CI 

[.05, .15] (BFINCL = 1.92e+7), and the written transcripts condition (M = .44), p < .001, d 

= 1.43, 95% CI [.20, .29] (BFINCL = 1.58e+23). Furthermore, participants in the criminal 

suspect condition made significantly fewer incriminating misinterpretations than 

participants in the written transcripts condition, p < .001, d = 0.86, 95% CI [.10, .19] 

(BFINCL = 9.23e+7).  

For moderately degraded recordings, there was a significant effect of contextual 

information, F(2, 454) = 263.53, p < .001, 𝜂𝜂𝑝𝑝2 = .54 (BFINCL = 1.57e+73). Post-hoc 

comparisons with a Bonferroni correction revealed that participants in the no context 

condition made significantly fewer incriminating misinterpretations (M = .15) than 

 
5 The assumption of sphericity was violated so I applied a Huynh-Feldt correction.    
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participants in both the criminal suspect condition (M = .27), p < .001, d = 0.71, 95% CI 

[.07, .17] (BFINCL = 5.73e+8) and the written transcripts condition (M = .57), p < .001, d 

= 2.54, 95% CI [.37, .46] (BFINCL = 1.02e+60). Furthermore, participants in the criminal 

suspect condition made significantly fewer incriminating misinterpretations than 

participants in the written transcripts condition, p < .001, d = 1.82, 95% CI [.25, .35] 

(BFINCL = 1.44e+34).  

Figure 6  Proportion of Incriminating Misinterpretations Participants Made as 
a Function of Degradation Level and Contextual Information in  
Study 2 

 
Note. Error bars are 95% Confidence Intervals. 

Given that these analyses did not reveal the source of the interaction, I further 

probed the interaction by examining whether there were differences in the proportion of 

incriminating misinterpretations participants made across the degradation levels for each 

contextual information condition. The interaction appeared to stem from participants in 

the no context and criminal suspect conditions making the most incriminating 

misinterpretations for minimally degraded recordings and participants in the written 

transcripts condition making the most incriminating misinterpretations for moderately 

degraded recordings. Overall, there is clear evidence for confirmation bias given that 

across degradation levels, participants in the criminal suspect and written transcripts 
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conditions made more incriminating misinterpretations than participants in the no context 

condition.  

4.4.2. Reaction Time  

To determine whether fluency is a mechanism for confirmation bias in cases 

involving degraded audio recordings, I included reaction time as an independent measure 

of fluency. I measured reaction time as the amount of time that passed in milliseconds 

from the offset of the audio recording to the time participants hit the enter key once they 

finished typing a statement. I controlled for varying lengths of statements by dividing the 

reaction time for each statement by the number of characters in a given statement. I took 

participants’ median reaction times for non-degraded, minimally degraded, and 

moderately degraded trials to account for outliers in participants’ reaction times. This 

allowed me to determine whether there were differences in reaction time as a function of 

degradation level (e.g., test perceptual fluency). I also tested for differences in reaction 

time as a function of contextual information (e.g., test conceptual fluency). Furthermore, 

I controlled for individual participants’ typing speed by taking a baseline measure of 

typing speed that I co-varied with this reaction time measure. To account for errors in the 

covariate baseline typing speed measure, I used the following formula: Time in 

milliseconds/(number of characters – number of uncorrected errors). I then centered 

participants’ baseline typing speed by subtracting the mean baseline typing speed from 

each baseline typing speed (Schneider et al., 2015).  

I conducted a 3 (degradation level: non-degraded; minimally degraded; 

moderately degraded) x 3 (contextual information: no context; criminal suspect; written 

transcripts) mixed ANCOVA with degradation level as the within-subject factor, 

LexTALE score and baseline typing speed as covariates, and median reaction time for 

transcribing statements as the dependent variable. Consistent with Hypothesis 2a (Figure 

4), there was a main effect of degradation level, F(1.47, 667.68) = 208.23, p < .001, 𝜂𝜂𝑝𝑝2 = 

.32 (BFINCL = 8.08e+58; see Figure 7). Follow-up post hoc comparisons with a 

Bonferroni correction revealed that when baseline typing speed and LexTALE score were 

controlled, median reaction times were significantly shorter for non-degraded audio 
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recordings (M = 232.95 ms) than for both minimally degraded audio recordings (M = 

252.61 ms), p < .001, 95% CI [15.25, 24.08] (BFINCL = 4.99e+18) and moderately 

degraded audio recordings (M = 288.09 ms) p < .001, 95% CI [47.07, 63.21] (BFINCL = 

2.92e+35). Additionally, reaction times were significantly shorter for minimally degraded 

audio recordings than for moderately degraded audio recordings, p < .001, 95% CI 

[28.74, 42.21] (BFINCL = 3.41e+23). These findings suggest that degrading the recordings 

reduced perceptual fluency. 

There was also a main effect of contextual information, F(2, 453) = 21.65, p < 

.001, 𝜂𝜂𝑝𝑝2 = .09 (BFINCL = 5.88+6), which was qualified by a significant interaction 

between degradation level and contextual information, F(2.95, 667.68) = 36.97, p < .001, 

𝜂𝜂𝑝𝑝2 = .14 (BFINCL = 5.21e+25). This interaction supported Hypothesis 2b (Figure 4). Thus, 

I conducted follow-up one-way ANCOVAs for each of the degradation levels. When the 

recordings were non-degraded, there were no differences in median reaction time across 

the contextual information conditions, F(2, 453) = 1.61, p = .202, 𝜂𝜂𝑝𝑝2 = .01 (BFINCL = 

.11). When the recordings were minimally degraded, there was a significant effect of 

contextual information, F(2, 453) = 11.65, p < .001, 𝜂𝜂𝑝𝑝2 = .05 (BFINCL = 773.25). Follow-

up post hoc comparisons with a Bonferroni correction revealed that participants in the no 

context condition (M = 265.81 ms) had significantly longer reaction times than 

participants who received written transcripts (M = 235.04 ms), p < .001, d = 0.51, 95% CI 

[-46.60, -14.95] (BFINCL = 12,987.00). Additionally, participants in the criminal suspect 

condition (M = 256.99 ms) had significantly longer reaction times than participants in the 

written transcripts condition, p = .003, d = 0.36, 95% CI [-37.85, -6.04] (BFINCL = 17.23). 

However, there was no difference between the no context condition and the criminal 

suspect condition, p = .569, d = 0.15, 95% CI [-24.97, 7.32] (BFINCL = 0.23).  

Finally, when the recordings were moderately degraded, there was once again a 

significant effect of contextual information, F(2, 453) = 39.71, p < .001, 𝜂𝜂𝑝𝑝2 = .15 (BFINCL 

= 4.30e+13). Follow-up post hoc comparisons with a Bonferroni correction revealed that 

participants in the no context condition had significantly longer reaction times (M = 

319.19 ms) than participants who received written transcripts (M = 238.52 ms), p < .001, 

d = 0.94, 95% CI [-104.15, -57.18] (BFINCL = 4.01e+13). Additionally, participants in the 
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criminal suspect condition (M = 306.55 ms) had significantly longer reaction times than 

participants in the written transcripts condition, p < .001, d = 0.79, 95% CI [-91.63, -

44.42] (BFINCL = 1.15e+11). However, there was no difference between the no context 

and criminal suspect conditions, p = .616, d = 0.15, 95% CI [-36.61, 11.32] (BFINCL = 

0.21). Overall, the interaction stemmed from there being differences in reaction time 

between contextual information conditions for minimally and moderately degraded 

recordings but not for non-degraded recordings. Thus, there is some evidence that 

increasing the amount of contextual information available increased conceptual fluency.   

Figure 7 Participants’ Reaction Time as a Function of Degradation Level and 
Contextual Information in Study 2 

 
Note. Error bars are 95% Confidence Intervals. 

4.4.3. Fluency as a Mechanism for Confirmation Bias 

The reaction time analyses suggest differences across degradation level and 

contextual information conditions consistent with what I hypothesized. Therefore, I 

conducted a multilevel moderated mediation analysis to test whether reaction time 

mediates the relationship between the degradation level and contextual information 
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interaction and participants’ tendency to make incriminating misinterpretations. 

Moderated mediation analyses test whether the effects of an independent variable X on 

an outcome variable Y via a mediator variable M vary across levels of a moderator 

variable W (Edwards & Lambert, 2007; Hayes, 2009; 2015; Muller et al., 2005; Preacher 

et al., 2007). This is calculated using an index of moderated mediation, which provides a 

Monte Carlo confidence interval for the test of whether W moderates the indirect effect 

of X on Y (Hayes & Rockwood, 2020). If there is a relationship between W and the size 

of the indirect effect of X on Y through M, the Monte Carlo confidence interval will not 

contain 0.  

Throughout this section, I will interchangeably use the terms “participants’ 

interpretations” and “confirmation bias.” I acknowledge that there is only evidence of 

confirmation bias if participants with contextual information make more incriminating 

misinterpretations than participants without contextual information. However, I 

established in previous analyses that participants in the criminal suspect and written 

transcripts conditions do, in fact, make more incriminating misinterpretations than 

participants in the no context condition. In this set of analyses, I aimed to demonstrate the 

process through which this occurs (i.e., through decreased perceptual fluency 

accompanied by increased conceptual fluency resulting in quicker overall reaction times). 

While the outcome variable I entered in my model measures whether participants’ 

interpretations were incriminating, I will sometimes simply refer to this as “confirmation 

bias” given that (a) I have already established that confirmation bias is operating and (b) I 

want to know whether increased fluency (as measured by decreased reaction time) 

explains increases in participants’ tendency to make incriminating misinterpretations 

when they have incriminating contextual information compared to when they do not (i.e., 

confirmation bias).   

I used the MLMED Macro in SPSS to conduct this multilevel moderated 

mediation analysis (Hayes & Rockwood, 2020; Hu et al., 2020). I conduced a 1-1-1 

moderated mediation with degradation level as my independent variable, reaction time as 

my mediator, participants’ interpretations (dummy coded as 0 = non-incriminating; 1 = 

incriminating) as my outcome variable, contextual information as my moderator, and 
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baseline typing speed as a Level 2 covariate (see Figure 8). The index of moderated 

mediation suggested that the indirect effect of degradation level on participants’ 

interpretations made through reaction time is positively moderated by contextual 

information, MCLL = .0004, MCUL = .0014.6  

Next, I examined the effects of degradation level and contextual information on 

participants’ reaction time. Both degradation level (B = 97.639) and contextual 

information (B = -41.748), as well as the interaction between degradation level and 

contextual information (B = -26.141) significantly predicted reaction time, ps < .0001. 

Then, I examined the effects of degradation level, contextual information, and reaction 

time on participants’ interpretations. Contextual information (B = .136), the interaction 

between degradation level and contextual information (B = .061) and reaction time (B = 

.0000) all significantly predicted participants’ interpretations, ps <.0001.  

Finally, I examined the direct and indirect effects of degradation level on 

participants’ interpretations. The direct effect of degradation level on participants’ 

interpretations was significant (B = -.021; t(18345.76) = 2.21, p = .027, 95% CI [-.039, -

.002]) as was the indirect effect of degradation level on participants’ interpretations 

through reaction time (B = -.003; z = 3.89, p < .001, 95% MCCI7 [-.005, -.002]). Because 

the moderated mediation analysis revealed that the indirect effect of degradation level on 

proportion of incriminating misinterpretations through reaction time varied based on the 

type of contextual information participants received, I followed up this analysis with 

simple mediation models for each degradation level.  

 
6 MCLL = Monte Carlo Lower Limit; MCUL = Monte Carlo Upper Limit 
7 MCCI = Monte Carlo Confidence Interval 
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Figure 8  Results of the Multilevel Moderated Mediation Analyses in Study 2 

 

Note. Unstandardized beta coefficients are reported for the a, b, and c’ pathways.  
*p < .05, **p < .0001 

First, I examined whether, for non-degraded recordings, reaction time mediated 

the differences in confirmation bias between the contextual information conditions. I 

conducted a 2-1-1 mediation analysis with contextual information as my independent 

variable, reaction time as my mediator, participants’ interpretations (dummy coded as 0 = 

non-incriminating and 1 = incriminating) as my dependent variable, and baseline typing 

speed as my covariate (see Figure 9). Contextual information significantly predicted 

reaction time, t(452.58) = 2.89, p = .004, 95% CI [-31.14, -5.94]. Reaction time did not 

significantly predict participants’ interpretations at the trial level, t(5878.31) = .02, p = 

.981, 95% CI [.0000, .0000]. However, reaction time did significantly predict 

participants’ interpretations at the participant level, t(453.79) = 2.12, p = .034, 95% CI 

[.0000, .0002]. Finally, the indirect effect of contextual information on participants’ 

interpretations mediated by reaction time was not significant, z = 1.65, p = .099, 95% 

MCCI [-.0054, -.0001]. Thus, reaction time does not appear to mediate the effect of 

contextual information on confirmation bias for non-degraded recordings.  
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Figure 9  Mediation Model for Non-Degraded Recordings in Study 2 

 

Note. Unstandardized beta coefficients are reported for the a, b, c, and c’ pathways where c is the total 
effect of context on confirmation bias when reaction time is not controlled for and c’ is the direct effect of 
context on confirmation bias when reaction time is controlled for.  

Next, I examined whether, for minimally degraded recordings, reaction time 

mediated the differences in confirmation bias between the contextual information 

conditions. Once again, I conducted a 2-1-1 mediation analysis with contextual 

information as my independent variable, reaction time as my mediator, participants’ 

interpretations (dummy coded as 0 = non-incriminating and 1 = incriminating) as my 

dependent variable, and baseline typing speed as my covariate (see Figure 10). 

Contextual information significantly predicted reaction time, t(436.76) = 4.68, p < .0001, 

95% CI [-52.13, -21.29]. Additionally, reaction time significantly predicted participants’ 

interpretations at both the trial level, t(6073.75) = 2.52, p = .012, 95% CI [-.0001, .0000] 

and the participant level, t(485.01) = 3.61, p < .001, 95% CI [-.0003, -.0001]. Finally, the 

indirect effect of context on participants’ interpretations mediated by reaction time was 

significant, z = 2.82, p = .005, 95% MCCI [.003, .014]. Thus, reaction time appears to 

partially mediate the effect of contextual information on confirmation bias for minimally 

degraded recordings.  
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 Figure 10  Mediation Model for Minimally Degraded Recordings in Study 2 

 

Note. Unstandardized beta coefficients are reported for the a, b, c, and c’ pathways where c is the total 
effect of context on confirmation bias when reaction time is not controlled for and c’ is the direct effect of 
context on confirmation bias when reaction time is controlled for.  

Finally, I examined whether, for moderately degraded recordings, reaction time 

mediated the differences in confirmation bias between the contextual information 

conditions. I conducted a 2-1-1 mediation analysis with contextual information as my 

independent variable, reaction time as my mediator, participants’ interpretations (dummy 

coded as 0 = non-incriminating and 1 = incriminating) as my dependent variable, and 

baseline typing speed as my covariate (see Figure 11). Contextual information 

significantly predicted reaction time t(447.96) = 5.91, p < .0001, 95% CI [-93.19, -46.68]. 

Additionally, reaction time significantly predicted participants’ interpretations at both the 

trial level, t(5783.75) = 2.96, p = .003, 95% CI [-.0001, .0000] and at the participant 

level, t(482.23) = 4.35, p < .0001, 95% CI [-.0002, -.0001]. Finally, the indirect effect of 

context on participants’ interpretations mediated by reaction time was significant, z = 

3.47, p = .001, 95% MCCI [.006, .019]. Thus, reaction time appears to partially mediate 

the effect of contextual information on confirmation bias for moderately degraded 

recordings.  
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Figure 11  Mediation Model for Moderately Degraded Recordings in Study 2 

 

Note. Unstandardized beta coefficients are reported for the a, b, c, and c’ pathways where c is the total 
effect of context on confirmation bias when reaction time is not controlled for and c’ is the direct effect of 
context on confirmation bias when reaction time is controlled for.  

4.5. Discussion 

The purpose of Study 2 was to determine whether fluency misattribution is a 

mechanism for confirmation bias in cases involving degraded audio recordings. I 

manipulated perceptual fluency across trials by presenting audio recordings that varied in 

degradation level. Additionally, I manipulated conceptual fluency by varying the amount 

of contextual information participants learned about the recordings. Overall, and 

consistent with previous research, I found evidence of confirmation bias such that 

participants with contextual information made more incriminating misinterpretations than 

participants without contextual information. Also, the more contextual information 

participants had, the more confirmation bias they demonstrated. Specifically, participants 

in the written transcripts condition made more incriminating misinterpretations than those 

in the criminal suspect condition, who in turn made more incriminating misinterpretations 

than those in the no context condition.   

I also found differences in reaction time as a function of degradation level and 

context. Specifically, as recordings became more degraded, they became perceptually 

less fluent as evidenced by longer reaction times. Thus, there is evidence that 

manipulating the degradation of the recordings affected perceptual fluency. Furthermore, 

I found that for degraded recordings, participants with written transcripts interpreted the 
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recordings more fluently, as evidenced by quicker reaction times. However, the criminal 

suspect condition did not have significantly quicker reaction times than the no context 

condition. Thus, there is mixed support for the hypothesis that manipulating the amount 

of contextual information participants received affected conceptual fluency.  

Decreasing perceptual fluency and increasing conceptual fluency increased 

confirmation bias to a certain extent. Specifically, participants with contextual 

information exhibited more confirmation bias (i.e., made more incriminating 

misinterpretations than the no context condition) when the recordings were degraded 

compared to when they were non-degraded. Additionally, participants in the written 

transcripts condition made the most incriminating misinterpretations for moderately 

degraded recordings. Alternatively, participants in the criminal suspect condition made 

the most incriminating misinterpretations for minimally degraded recordings. This 

suggests that perceptual ambiguity increases the likelihood that participants will rely on 

contextual information when evaluating the audio recordings. However, when contextual 

information is limited and the stimuli become too perceptually disfluent, participants may 

be less likely to exhibit confirmation bias.  

It is also important to note that there are both objective and subjective measures of 

fluency (Schwarz, 2004). Objective fluency, as the name implies, refers to the actual ease 

with which people process information. Objective fluency can be inferred from measures 

such as processing speed (i.e., reaction time) and accuracy (Reber et al., 2004). 

Subjective fluency, conversely, refers to people’s perceptions of the ease with which they 

were able to process stimuli (Forster et al., 2013). Subjective fluency can be inferred 

from measures such as people’s impressions of how effortful it was to generate 

judgments, how quickly they were able to process information, or their own accuracy in 

their judgments. Both objective and subjective fluency can influence decision-making 

(Oppenheimer, 2008; Reber et al., 2004; Schwarz, 2004). 

Thus, it is possible that learning the criminal suspect context increased subjective 

feelings of fluency that weren’t captured in participants’ reaction time (i.e., objective 

fluency), but that nonetheless affected their tendency to make incriminating 
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misinterpretations. That is, participants may have found it subjectively easier to generate 

interpretations that were consistent with the criminal suspect context (compared to non-

incriminating alternatives), though this decision was not reached objectively quicker. 

Consequently, they attributed the relative ease with which they generated incriminating 

misinterpretations and the overall coherence of these incriminating statements as 

evidence that these interpretations were correct.  

Indeed, research has explored how objective manipulations of fluency affect 

subjective experiences of fluency. For example, in one study, researchers subliminally 

primed participants with masked images that were either perceptually congruent or 

incongruent with the target images participants saw. In two counterbalanced blocks, 

participants independently rated (1) how much they liked the target images and (2) how 

easily they perceived the target images (which were all somewhat perceptually disfluent 

because Gaussian noise had been added) on a scale from 1 (not at all) to 7 (very much). 

Compared to incongruently-primed images, participants rated congruently-primed images 

as easier to perceive and also provided higher liking ratings. Interestingly, the researchers 

also found that participants’ subjective ratings of how easily they perceived the images 

influenced their liking ratings to a greater extent than the manipulations to perceptual 

fluency (Forster et al., 2013). Perhaps self-reported feelings of fluency measured on an 

ease of processing scale (e.g., from “it was easy to process this recording” to “it was 

difficult to process this recording”) or an ease of generation scale (e.g., from “it was easy 

to generate this interpretation” to “it was difficult to generate this interpretation”) would 

similarly reveal differences across context conditions in the current paradigm.  

Other research has shown that there are different perceptual stages that contribute 

to the overall experience of subjective fluency, namely (1) detection and (2) 

identification. In one study, Reber et al. (2004) manipulated the perceptual fluency of 

words by varying the figure-ground contrast and font. Participants either had to (1) detect 

whether a word was presented between two masks; (2) identify the word presented on 

screen; or (3) rate the readability of the words on a 9-point scale (i.e., provide subjective 

fluency ratings). Participants’ subjective fluency ratings revealed that the high contrast 

words were easier to perceive than the low contrast words and words presented in Times 
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(i.e., more regular typeface) were easier to perceive than words presented in Tremor (i.e., 

less regular typeface). Thus, manipulating the perceptual fluency of words influenced 

participants’ subjective experiences of fluency. However, the researchers found that 

neither detection performance nor identification performance alone reflected participants’ 

subjective experience of fluency. While contrast had a large impact on detection accuracy 

and speed, font had only a marginal influence. Alternatively, font, but not contrast, had a 

significant impact on identification accuracy and speed. This suggests that detection and 

identification both contribute to the subjective experience of fluency (Reber et al., 2004).  

Perhaps in the current study there were similar stages of processing that jointly 

impacted subjective fluency. Thus, despite the criminal suspect context not significantly 

contributing to differences in identification reaction time, there may be other stages of 

processing that occurred that would jointly impact overall experiences of fluency. While 

the current study was an important first step in exploring the contribution of fluency in 

confirmation bias for degraded audio recordings, perhaps other measures of processing 

fluency will reveal more minute differences across conditions.  

In any case, according to the partial mediation analyses, fluency, as measured by 

reaction time, appears to be a mechanism for confirmation bias for minimally and 

moderately degraded recordings. However, as I previously noted, reaction time does not 

fully mediate this effect and does not explain differences in confirmation bias across the 

context conditions for non-degraded recordings. Perhaps other measures of fluency such 

as subjective fluency ratings partially mediate the interactive effects of degradation level 

and context on confirmation bias for degraded audio recordings as well. Indeed, one 

study found that subjective processing fluency measured by subjective ratings of the ease 

with which participants comprehended a scenario mediated confirmation bias 

(Zaleskiewicz & Gasiorowska, 2021). However, it is likely that other mechanisms 

underlie confirmation bias as well. For example, belief persistence or selectively 

attending to information that supports one’s pre-existing beliefs may underlie 

confirmation bias (Prat-Ortega & de la Rocha, 2018; Ross et al., 1975; Talluri et al., 

2018). Future research should continue to explore the mechanisms that underlie 

confirmation bias generally, and for degraded audio recordings specifically.     
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4.6. Limitations 

There were several limitations of this work. First, I collected the reaction time 

data online. While I originally intended to conduct this study in-person, I was forced to 

transition this study online due to the COVID-19 pandemic. There has traditionally been 

concern over the reliability and validity of reaction time measures collected online. 

However, research comparing reaction time studies conducted in the lab versus online 

reveals that the web-based data patterns replicate the lab-based findings (Hilbig, 2016; 

Kim et al., 2019). Regardless, future research should measure reaction time in a lab-based 

study to replicate the current findings.   

Furthermore, I did not separate perceptual from conceptual fluency. Again, it 

would be impossible to completely distinguish perceptual from conceptual fluency 

because even when the recordings are degraded, individuals experience some conceptual 

fluency from the words they are able to interpret in the recorded statements. Additionally, 

if I were to completely isolate perceptual fluency, I would have to use stimuli such as 

non-words which would be irrelevant to this study. While this study was an important 

first step in exploring how fluency misattribution contributes to confirmation bias, future 

research should investigate how each form of fluency individually contributes to 

confirmation bias. Furthermore, future research should explore methods for mitigating 

this bias. Thus, Study 3 explores whether jury instructions can effectively reduce 

confirmation bias for degraded audio recordings.  
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Chapter 5.  
 
Study 3 

Confirmation bias is pervasive in decision-making and oftentimes causes people 

to draw flawed conclusions. This bias can have particularly negative implications within 

the legal system, where biased evaluations of evidence, such as degraded audio evidence, 

can contribute to erroneous legal decisions. Given this, it is not only essential to 

understand the circumstances in which confirmation bias occurs and the mechanisms 

behind this bias, but also to explore methods for mitigating this bias. Overall, few studies 

have investigated how to mitigate confirmation bias.  

Those studies that have investigated how to mitigate confirmation bias have 

yielded mixed findings. Some research has found that priming participants with a 

counterfactual mindset can lead them to consider disconfirming information more 

thoroughly (Slovic & Fischhoff, 1977). Specifically, before completing a target task, 

participants considered how a hypothetical scenario might have turned out differently. 

This hypothetical scenario was unrelated to their target task, and instead, was meant to 

provide participants with the opportunity to consider counterfactuals. The researchers 

found that participants who were primed with a counterfactual mindset were more likely 

to consider information that contradicted their own initial beliefs when completing the 

target task (Kray & Galinsky, 2003; Galinsky & Moskowitz, 2000). Subsequently, these 

participants showed less confirmation bias.  

Other research has demonstrated that disfluency can mitigate confirmation bias 

(Hernandez & Preston, 2013). After learning positive or negative information about an 

accused person, participants read information about an alleged crime in which the guilt of 

the accused was ambiguous. The researchers found that when participants read this 

information in a fluent font, they exhibited confirmation bias. Alternatively, participants 

who read this information in a disfluent font did not exhibit confirmation bias. However, 

if participants read the information in a disfluent font while under cognitive load (i.e., 

time constraint or memorization task), they exhibited confirmation bias. The authors 
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concluded that when participants had cognitive resources available, they processed the 

ambiguous information more deeply when it was presented in a disfluent font (Hernandez 

& Preston, 2013).  

Given the life-changing implications of erroneous decision-making in the legal 

realm, it is particularly important to explore methods for mitigating confirmation bias in 

this context. Some research has examined methods for reducing confirmation bias in the 

investigative stage. For example, O’Brien (2009; see also O’Brien & Ellsworth, 2006) 

found that when participants who evaluated a mock police file considered why their 

initial hypothesis about the target suspect might be incorrect, they exhibited less 

confirmation bias. However, when participants attempted to generate additional 

hypotheses about alternative suspects, there was no reduction in confirmation bias. This 

may have occurred because it was relatively challenging to generate alternative 

hypotheses. Thus, as research on processing fluency would suggest, participants may 

have misattributed the relative difficulty they had in generating alternative hypotheses to 

mean that their initial hypothesis must be correct (Jacoby & Whitehouse, 1989; Schwarz 

et al., 1991; Winkielman et al., 1998, 2003). 

A similar line of research explored whether presenting an alternative story by the 

defense can alter charging decisions (Schmittat et al., 2021). A prosecutor’s decision to 

charge a suspect is largely based on information presented in the police report, which 

may be biased due to tunnel vision (i.e., confirmation bias) that occurred during the 

investigative process. The prosecutor’s decision may be further impacted by irrelevant 

contextual information, such as prior conviction evidence. Given the consequences of 

charging individuals with crimes they did not commit, the researchers explored whether 

presenting participants with a written statement from the defense that suggests an 

alternative story reduced the likelihood of proceeding with charges. Across three studies, 

they found that including an alternative story from the defense in the investigative 

materials reduced the likelihood of the accused being charged (Schmittat et al., 2021).  

Researchers have also recommended procedures that reduce bias in forensic 

science. For example, some researchers have suggested that forensic examiners should 
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adhere to a “linear sequential unmasking” strategy whereby relevant information is 

released to the examiner only when it is absolutely necessary (Dror, 2016; Dror et al., 

2015; Krane et al., 2008). Experts should observe the evidence and document their initial 

observations in isolation from biasing information such as police’s beliefs about the 

target suspect’s identity. While there is no empirical research on the effectiveness of this 

de-biasing procedure, the potential for limiting biased evaluations of forensic evidence is 

promising. Despite these limited examinations into mitigating confirmation bias in 

forensic contexts, to my knowledge, no research has explored methods for mitigating 

confirmation bias in cases involving degraded audio evidence. Thus, the goal of Study 3 

was to test the effectiveness of the Canadian Model Jury Instructions for audio recordings 

and written transcripts in de-biasing individuals’ evaluations of degraded audio evidence. 

5.1. Canadian Model Jury Instructions for Audio Recordings and 
Written Transcripts 

Currently, there are Canadian Model Jury Instructions that may be administered in 

cases involving audio evidence and written transcripts (Canadian National Judicial 

Institute Model Jury Instructions, 2011). One section of these instructions states, “If what 

you read on the transcript differs from what you hear on the tape, you are to go by what 

you hear for yourself, and not what you read in the transcript.” However, if the transcripts 

conflict with the recording due to transcription errors, individuals may be unable to 

identify the conflict and disregard the transcripts. Additionally, individuals may have a 

particularly difficult time reconciling differences between written transcripts and audio 

recordings when the recordings are degraded. This makes it especially important to test 

the tenets of these instructions in cases involving degraded audio evidence. Therefore, the 

first goal of Study 3 was to test whether mock jurors can identify errors in transcripts, and 

if so, if they can disregard the transcripts when evaluating the degraded audio evidence.  

According to the Canadian Model Jury Instructions, if the transcripts are given to 

jurors as aids but are not filed as exhibits, the judge is also supposed to state the 

following: “Please follow carefully as the tape is played in the courtroom. The tape will 

be available to you in the jury room, but not the transcript. We will collect the 
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transcripts after the tape has been played.” However, it remains unclear how an earlier 

exposure to transcripts affects subsequent evaluations of the degraded audio recordings 

without the transcripts. Yet, trials often last several days or weeks, and therefore, it is 

likely that jurors would be asked to deliberate on audio evidence that they previously 

evaluated with transcripts in court. Therefore, the second goal of Study 3 was to test 

whether prior exposure to transcripts influences later interpretations of the audio evidence 

without transcripts by including a delay manipulation.   

5.2. Methodology 

I pre-registered this study on Open Science Framework prior to collecting data 

(https://doi.org/10.17605/OSF.IO/7MS9F). 

5.2.1. Participants  

I conducted an a priori power analysis in G*Power 3.1 to determine the sample 

size required for this study (Faul et al., 2009). Previous research has demonstrated a 

medium effect of incriminating contextual information on participants’ incriminating 

misinterpretations of recordings (e.g., d = 0.5 – 0.76, Study 1; OR = 4.56, Lange et al., 

2011, Experiment 1). However, given that previous research has not tested the effects of 

instructions or delay on confirmation bias for degraded audio recordings, I assumed a 

more conservative small-to-medium effect. Thus, with f = .20, α = .05, Power = .95, 

numerator df = 1 and number of groups = 4, I required a sample of N = 327. However, 

given that I also planned to include a control condition of participants who did not 

receive written transcripts to ensure that the transcripts were in fact eliciting confirmation 

bias, I aimed to recruit an additional 82 participants (327/4 = ~82 participants per 

condition) for my fifth condition. Thus, I required a total sample of N = 409.  

I recruited 607 participants through the SFU undergraduate research pool. 

Participants received 3% course credit in exchange for their participation. A total of 79 

participants (13.01%) did not complete the second part of the study. Of the remaining 528 

participants who completed Parts 1 and 2 of the study, 119 participants were excluded 

from analyses for the following reasons: (1) they withdrew early (4.17%); (2) they failed 

https://doi.org/10.17605/OSF.IO/7MS9F
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the manipulation check (14.77%); or (3) they had missing data for more than 25% of 

trials (3.60%). Thus, a total of 409 participants were included in the final analyses. The 

average age of participants was 19.57 years (SD = 2.95 years; Range = 17 – 44 years) 

with 74.33% of participants identifying as female and 25.67% identifying as male. 

Additionally, 39.12% of participants were White, 46.45% were Asian (including 13.45% 

East Asian, 20.05% South Asian, and 5.62% Southeast Asian), 0.98% were Black, 0.24% 

were Hispanic, 0.49% were Latinx, 2.93% were Middle Eastern, 0.49% were Indigenous, 

5.62% were Mixed Race, and 3.67% did not report their ethnicity.  

5.2.2. Design 

This study was a 2 (instructions: present; absent) x 2 (delay: no delay; one-week 

delay) between-subject design with a control condition of participants who listened to the 

recordings without seeing the incriminating written transcripts (i.e., the “no transcripts 

condition”). This control condition served as a manipulation check to verify that 

participants with written transcripts were more likely to make incriminating 

misinterpretations than participants without written transcripts. The primary dependent 

variable was the proportion of incriminating misinterpretations participants made. Once 

again, I operationalized confirmation bias as the proportion of incriminating 

misinterpretations that participants in the written transcripts condition made over and 

above the no transcripts condition. I also measured participants’ perceptions of the 

likelihood that the speakers were guilty on a scale from 1 (Not at all likely) to 10 

(Extremely likely).  

5.2.3. Procedure 

Participants completed the study online through Qualtrics. They first completed a 

Captcha Verification followed by the same hearing test described previously. Then, 

participants in the no transcripts condition (i.e., the control condition) simply learned that 

they would be listening to a series of audio recordings. No other contextual information 

about the recordings was presented. All remaining participants were told the following: 

“Imagine you are a juror in a series of criminal trials. The primary evidence against each 
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of the accused is a series of audio recordings that come from wiretapped conversations 

with the accused. You will see written transcripts of each statement that are presented at 

the same time as the statement. Please listen to the statements and read the transcriptions 

carefully.” Additionally, participants in the instructions present condition read the 

Canadian Model Jury Instructions for audio recordings and written transcripts (see 

Appendix G). The remaining participants did not receive these instructions.  

Next, all participants heard 48 degraded audio recordings. These recordings were 

presented across two randomly determined fixed orders. Like Study 1, degradation levels 

ranged between 600 Hz and 1,600 Hz based on the degradation levels for which the 

proportion of incriminating misinterpretations participants made in the no context 

condition was less than half of what participants made in the criminal suspect condition 

in the pilot studies (see items with asterisks in Appendices A and D). Participants in the 

no transcripts condition listened to the recordings with no additional information, while 

all remaining participants saw written transcripts containing incriminating errors as the 

statements played. To ensure that participants were actively listening to the recordings, 

five attention check questions appeared throughout the recordings which contained 

simple math questions (e.g., “What is 5 + 6?”). After listening to all 48 recordings, 

participants in the no delay condition immediately listened to the recordings again 

without any transcripts and attempted to transcribe each statement. After transcribing 

each statement, participants also indicated the likelihood that the accused (i.e., the 

speaker) was guilty on a scale from 1 (Not at all likely) to 10 (Extremely likely). Finally, 

participants answered a manipulation check question, completed the LexTALE measure 

of English language fluency, and answered several demographic questions.  

Participants in the one-week delay condition finished the first part of the study 

after listening to the 48 degraded statements and answering demographic questions. 

Then, after approximately one week (Range = 7-9 days), they received the link to the 

second part of the study. They learned that they would be hearing the same audio 

recordings they heard in Part 1 of the study without transcripts and that they should 

transcribe what they heard to the best of their ability. Additionally, participants in the 

instructions present condition were reminded of the Canadian Model Jury Instructions 
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they received. Thus, if what they heard in the statements differed from what they read in 

the transcripts, they were to go by what they heard rather than what they read. Then, they 

listened to and attempted to transcribe the 48 degraded audio statements. After 

transcribing each statement, they also indicated the likelihood that the speaker of each 

statement was guilty on a scale from 1-10. Finally, they answered a manipulation check 

question and completed the LexTALE measure of English language fluency.  

5.2.4. Coding Participants’ Transcriptions 

Three condition-blind coders (including myself) independently coded 

participants’ transcriptions into the following categories as described above: (a) Invalid 

responses (i.e., blank responses, don’t know responses, and transcriptions with less than 3 

words); (b) accurate interpretations (i.e., transcriptions in which participants correctly 

identified every word in a given statement); (c) non-incriminating errors (i.e., 

transcriptions that contained at least one error, but were not incriminating); and (d) 

incriminating misinterpretations (i.e., transcriptions which appeared to implicate the 

accused). I instructed coders how to code the responses. Then, for the purposes of 

training, we each coded the same 10% of participants’ responses. We compared our 

codes, discussing where we disagreed and settling on agreed-upon codes. We did not 

track disagreements on this set of codes as the purpose of this training phase was to 

ensure that all coders understood how to consistently assign codes to participants’ 

responses. After this training phase, all three coders independently coded approximately 

30% (29.3%) of the same participant responses and then worked together to compare our 

codes for the purposes of inter-rater reliability. We noted and discussed disagreements to 

determine an agreed-upon code. Inter-rater reliability was high (Fleiss’ kappa = .96). 

Finally, each coder individually coded approximately one-third of the remaining 

responses.  
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5.3. Hypotheses 

5.3.1. Incriminating Misinterpretations 

Hypothesis 1/Manipulation Check  

I expected that participants who received written transcripts would exhibit 

confirmation bias by making significantly more incriminating misinterpretations than 

participants who did not receive written transcripts.  

Hypothesis 2a  

I expected a main effect of instructions on the degree to which participants made 

incriminating misinterpretations (see Figure 12 for hypothetical data pattern). 

Specifically, I expected that if the Canadian Model Jury Instructions are effective in 

reducing the impact of incriminating written transcripts on participants’ evaluations of 

innocuous degraded audio recordings, participants who received instructions would make 

fewer incriminating misinterpretations than participants who did not receive these 

instructions (see A.1 and A.2 in Figure 12).  

Hypothesis 2b 

Second, I expected a main effect of delay on the degree to which participants 

made incriminating misinterpretations. Participants who received incriminating 

transcripts should make fewer incriminating misinterpretations in the one-week delay 

condition than participants in the no delay condition across instructions conditions (see B 

in Figure 12). I expected to observe this data pattern because introducing a delay should 

make participants less likely to remember the incriminating transcripts they previously 

read. Support for this prediction comes from research on priming which shows that 

primed constructs are less likely to impact judgments as the delay between priming and 

stimulus presentation increases, though the persistence of priming effects across delays 

may vary based on the type of stimuli and task (Cave, 1997; DeCoster & Claypool, 2004; 

Higgins et al., 1985; Weingarten et al., 2016). 
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Figure 12  Hypothetical Data Pattern for the Proportion of Incriminating 
Misinterpretations that Participants will Make as a Function of 
Instructions and Delay in Study 3 

 

5.3.2. Likelihood of Guilt 

Overall, I expected that the data pattern for participants’ likelihood of guilt ratings 

would be identical to the data pattern I predicted for participants’ incriminating 

misinterpretations.  

Hypothesis 3/Manipulation Check 

I expected that participants who received written transcripts would assign higher 

likelihood of guilt ratings to the speakers in the audio recordings than participants who 

did not receive written transcripts.  

Hypothesis 4a 

I expected a main effect of instructions on participants’ likelihood of guilt ratings 

(see Figure 13 for hypothetical data pattern). Specifically, if the Canadian Model Jury 

Instructions are effective in mitigating confirmation bias in the presence of incriminating 

written transcripts, I expected that participants who received the instructions would give 

lower likelihood of guilt ratings to the accused speakers than participants who did not 

receive these instructions (see A.1 and A.2 in Figure 13). 
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Hypothesis 4b  

Finally, I expected a main effect of delay on participants’ likelihood of guilt 

ratings (see Figure 13 for hypothetical data pattern). I expected that participants would 

assign lower likelihood of guilt ratings to the accused in the one-week delay condition 

than in the no delay condition, across instructions conditions (see B in Figure 13).  

 

Figure 13  Hypothetical Data Pattern for Participants’ Likelihood of Guilt 
Ratings as a Function of Instructions and Delay in Study 3 

 

5.4. Results 

5.4.1. Incriminating Misinterpretations 

First, to ensure that written transcripts were eliciting confirmation bias, I 

conducted an Analysis of Covariance (ANCOVA) with transcripts (no transcripts vs. 

written transcripts) as the independent variable, proportion of incriminating 

misinterpretations as the dependent variable, and LexTALE score as the covariate. In the 

transcripts condition, I only included participants who did not experience a delay or 

receive instructions given that I hypothesized that both delay and instructions would 

reduce participants’ tendency to make incriminating misinterpretations. Consistent with 

Hypothesis 1, this analysis revealed that participants in the no transcripts condition (M = 
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.26) made fewer incriminating misinterpretations than participants who received 

incriminating transcripts (M = .33), F(1, 170) = 8.43, p = .004, 𝜂𝜂𝑝𝑝2 = .05 , 95% CI [-.12, -

.02] (BFINCL = 6.06). Thus, incriminating written transcripts did, in fact, produce the 

expected confirmation bias effect.  

Next, to determine whether the presence of instructions or a delay mitigated this 

effect, I conducted a 2 (instructions: present; absent) x 2 (delay: no delay; one-week 

delay) ANCOVA with proportion of incriminating misinterpretations as the dependent 

variable and LexTALE score as the covariate. Consistent with Hypotheses 2a and 2b (see 

Figure 12), there was a main effect of instructions, F(1, 309) = 9.61, p = .002, 𝜂𝜂𝑝𝑝2= .03 

(BFINCL =  21.73) as well as a main effect of delay, F(1, 309) = 4.71, p = .031, 𝜂𝜂𝑝𝑝2= .02 

(BFINCL = 0.69). However, these main effects were qualified by an interaction between 

instructions and delay, F(1, 309) = 5.18, p = .024, 𝜂𝜂𝑝𝑝2= .02 (BFINCL = 1.99), which I did 

not hypothesize (see Figure 14). Follow up ANCOVAs revealed that when there was no 

delay, participants in the instructions absent condition (M = .33) made significantly more 

incriminating misinterpretations than participants in the instructions present condition (M 

= .24), F(1, 161) = 11.18, p = .001, 𝜂𝜂𝑝𝑝2= .07,  95% CI [.04, .14] (BFINCL = 27.62). 

However, when there was a delay, there was no difference in the proportion of 

incriminating misinterpretations that participants made between the instructions absent 

(M = .26) and instructions present (M = .24) conditions, F(1, 147) = .54, p = .463, 𝜂𝜂𝑝𝑝2 = 

.004, 95% CI [-.02, .05] (BFINCL = .23).   
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Figure 14  Proportion of Incriminating Misinterpretations that Participants 
Made as a Function of Instructions and Delay in Study 3 

 
Note. Error bars are 95% Confidence Intervals. 

5.4.2. Likelihood of Guilt 

First, to ensure that written transcripts were eliciting higher likelihood of guilt 

ratings, I conducted an ANCOVA with transcripts (no transcripts vs. written transcripts) 

as the independent variable, average likelihood of guilt ratings as the dependent variable, 

and LexTALE score as the covariate. Once again, I only included participants who did 

not experience a delay or receive instructions in the written transcripts condition given 

that I hypothesized that both delay and instructions would reduce confirmation bias. 

Additionally, I only included likelihood of guilt ratings on trials for which participants 

gave a valid response. In contradiction to Hypothesis 3, this analysis revealed no 

significant differences between the transcript absent (M = 5.32) and transcript present (M 

= 5.12) conditions, F(1, 170) = 0.56, p = .456, 𝜂𝜂𝑝𝑝2 = .003, 95% CI [-0.33, 0.74] (BFINCL = 

0.22; See Figure 15). Given that written transcripts did not lead to significantly higher 

likelihood of guilt ratings, I did not conduct any additional analyses to determine whether 

instructions or delay would reduce perceptions of guilt.  
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Figure 15  Average Likelihood of Guilt Ratings as a Function of Instructions and 
Delay in Study 3 

 
Note. Error bars are 95% Confidence Intervals. 

5.5. Discussion 

The purpose of Study 3 was to determine whether (a) transcripts containing 

incriminating errors elicited more incriminating misinterpretations and higher likelihood 

of guilt ratings (i.e., confirmation bias); (b) the Canadian Model Jury Instructions for 

audio recordings and written transcripts could mitigate this confirmation bias effect; and 

(c) a delay between participants’ exposure to the incriminating transcripts and when they 

transcribed the statements decreased participants’ tendency to make incriminating 

misinterpretations. With respect to (a), I once again found that incriminating contextual 

information in the form of written transcripts biased participants’ interpretations of 

degraded audio recordings. Compared to participants with no contextual information 

about the recordings, those who received written transcripts containing incriminating 

errors were more likely to perceive the statements as incriminating.  

With respect to (b), I found that the Canadian Model Jury Instructions for audio 

recordings and written transcripts effectively mitigated this confirmation bias effect when 

there was no delay between participants’ exposure to the incriminating transcripts and 
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when they transcribed their interpretations of the audio recordings. Participants who 

received these jury instructions made significantly fewer incriminating misinterpretations 

than participants who did not receive these instructions. This is an important and 

encouraging finding given that administering instructions is one of the simplest and most 

cost-effective ways to address biases in legal cases.  

In general, previous research has demonstrated that jury instructions have 

minimal impact on mock jurors’ judgments (Alvarez et al., 2016; Lieberman, 2009). For 

example, jury instructions do not influence mock jurors’ perceptions of eyewitness 

accuracy (Perez & Miller, 2015), reduce mock jurors’ perceptions of guilt in recanted 

confession cases (Gomes et al., 2016; Kassin & Sukel, 1997), or decrease mock jurors’ 

reliance on inadmissible evidence learned through pretrial publicity (Fein et al., 1997). 

However, other research shows that in some cases, jury instructions can limit the use of 

inadmissible evidence when judges indicate the reason why inadmissible evidence should 

be excluded and the instructions do not contain complicated legal jargon and convoluted 

legal issues (Alvarez et al., 2016; Nietzel et al., 1999; Steblay et al., 2006). Additionally, 

some research shows that presenting jury instructions before the evidence in the case, 

rather than after all the evidence has been presented, can increase comprehension and 

produce more favorable outcomes for the accused (Bourgeois et al., 1995; Conklin, in 

press; ForsterLee et al., 1993; Kassin & Wrightsman, 1979). Given that the Canadian 

Model Jury Instructions for audio recordings and written transcripts are written in simple 

language, are presented before triers of fact evaluate the evidence, and clearly indicate 

that the transcripts are only an aid to help jurors follow the recordings rather than being 

direct evidence, participants might be able to more easily and effectively follow these 

instructions.  

Furthermore, this provides initial evidence that these instructions can lead to more 

critical evaluation of audio recordings and written transcripts. This is important given that 

these instructions are currently administered in cases involving this type of evidence, but 

their effectiveness has not, until now, been formally tested through research. This is also 

an important finding given that written transcripts are often produced by individuals with 

information about the context from which the recordings were taken. For example, in 
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some jurisdictions, police officers are responsible for producing written transcripts to 

accompany degraded audio recordings (French & Fraser, 2018). Police officers clearly 

have a suspicion of guilt (otherwise, they wouldn’t suspect the individual committed an 

offense), and this belief can lead them to perceive the recordings as incriminating 

(Charman et al., 2017; Lange et al., 2011). Even when police officers are not responsible 

for producing transcripts, we know that other people’s general knowledge that the 

recordings came from a criminal investigation can similarly bias their interpretations. 

When incriminating transcripts make their way into the courtroom, they can bias triers’ 

interpretations of degraded audio. Thus, it is important that there is a safeguard to 

decrease the prejudicial effects of such transcripts.    

While it is encouraging that these instructions seem to be effective in the face of 

incriminating transcripts, future research should consider whether this remains true when 

there is additional incriminating evidence presented in the case. Oftentimes, wrongful 

conviction cases involve multiple lines of incriminating evidence (Kassin et al., 2012). 

Thus, even if an accused person is factually innocent, there can be multiple forms of 

evidence which seem to incriminate him. It is important to determine whether, in the face 

of multiple lines of incriminating evidence, these instructions are still effective in 

mitigating participants’ tendency to make incriminating misinterpretations of degraded 

audio evidence. This will provide important information about the utility of these 

instructions across various contexts.  

Although instructions were effective in the no delay condition, there were no 

differences between the instructions absent and instructions present conditions when 

there was a one-week delay between participants’ exposure to the incriminating 

transcripts and when they transcribed the statements. I did not hypothesize this data 

pattern, but rather, expected a main effect of instructions and a main effect of delay. This 

data pattern seemed to be due, in part, to the fact that participants in the one-week delay 

condition made fewer incriminating misinterpretations overall than participants in the no 

delay condition. Thus, participants in the one-week delay condition may not have been 

able to remember the transcripts they saw one week prior. Indeed, when I compared 

participants in the delay condition to those in the no transcripts condition, there was no 
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difference in the proportion of incriminating misinterpretations made between 

participants who received transcripts (M = 0.25) and those who did not (M = 0.26), F(1, 

242) = 0.63, p = .429, 𝜂𝜂𝑝𝑝2 = .003, 95% CI [-.02, .04] (BFINCL = 0.21). This finding lends 

support to the notion that participants in the one-week delay condition could not 

remember the transcripts. This is an important finding given that, in some cases, written 

transcripts are only shown to triers of fact in the courtroom when they initially listen to 

degraded audio evidence but are not filed as exhibits. Thus, the transcripts cannot be used 

during the deliberation process. If a delay truly reduces participants’ tendency to make 

incriminating misinterpretations because participants can no longer remember the 

transcripts when making their final evaluations of the audio, perhaps there is some 

support for allowing triers of fact to consider written transcripts in their initial evaluations 

of degraded audio evidence but not in their deliberation.  

While this study suggests that a delay on its own might sufficiently suppress the 

biasing effects of presenting incriminating transcripts, future research should replicate 

this interaction and explore the bounds of this delay effect. For example, it is unclear 

whether we could expect to observe this same effect if the delay were shorter. 

Additionally, if there were fewer target statements to evaluate, such as what might be 

expected in a real criminal trial involving one accused person, participants might be more 

likely to recall, and subsequently rely on, the incriminating transcripts after a delay. 

Furthermore, it is unclear whether multiple exposures to the written transcripts would 

impact this effect. In this study, participants only saw each of the transcribed statements 

once. Perhaps listening to the statements with the transcripts multiple times would not 

only increase participants’ memory of the transcripts, but also increase their tendency to 

hear in the degraded recordings what they read in the written transcripts. Indeed, similar 

research on auditory hindsight bias found that the more times participants were primed 

with the clear version of a word before hearing a degraded version of the same word in a 

later test phase, the more likely they were to identify that degraded word in the test phase 

(Bernstein et al., 2018).  

While incriminating transcripts led to significantly more incriminating 

misinterpretations, they did not significantly increase participants’ perceptions of the 
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speakers’ guilt. This finding contradicts what a confirmation bias effect would predict. 

However, one important factor that might have impacted these results is that participants 

with no contextual information were asked to rate the likelihood that the individuals 

speaking in the recordings were guilty. Because they had no previous reason to believe 

the recordings were nefarious, being asked to indicate the likelihood that the accused was 

guilty might have surprised them. Therefore, they may have been more skeptical about 

the incriminating nature of all the statements, including statements that they ultimately 

transcribed as non-incriminating. Alternatively, participants in the written transcript 

condition expected to hear incriminating statements. Consequently, when they heard 

statements that they perceived as non-incriminating, they may have assigned lower 

likelihood of guilt ratings than participants in the no transcripts condition.  

To determine whether this was in fact the case, I conducted an ANCOVA with 

transcripts (no transcripts vs. written transcripts) as the independent variable, average 

likelihood of guilt ratings for non-incriminating interpretations only (including accurate 

interpretations and non-incriminating errors) as the dependent variable, and LexTALE 

score as the covariate. I found that, indeed, participants in the no transcripts condition 

assigned higher likelihood of guilt ratings to non-incriminating statements (M = 4.49) 

than participants in the written transcripts condition (M = 3.93), F(1, 170) = 5.04, p = 

.026, 𝜂𝜂𝑝𝑝2 = .03, 95% CI [.07, 1.07] (BFINCL = 13.27). Thus, while participants in the 

written transcripts condition assigned lower likelihood of guilt ratings to speakers when 

they interpreted their statements as non-incriminating, participants in the no transcripts 

condition appeared to be more skeptical of the speakers’ guilt (see Table 2).  
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Table 2.  Participants’ Mean Likelihood of Guilt Ratings [and Confidence 
Intervals] in Study 3 

 No 
Transcripts Transcripts 

  No Delay One-Week Delay 

  No 
Instructions Instructions No 

Instructions Instructions 

Overall 
Likelihood of 
Guilt  

5.32  
[4.96, 5.68] 

5.12  
[4.72, 5.52] 

4.56  
[4.23, 4.88] 

4.89  
[4.54, 5.24] 

4.74  
[4.44, 5.03] 

Likelihood of 
Guilt for 
Incriminating 
Interpretations   

7.62  
[7.25, 7.98] 

7.89  
[7.48, 8.29] 

7.79  
[7.49, 8.10] 

7.36  
[7.00, 7.72] 

7.49  
[7.18, 7.79] 

Likelihood of 
Guilt for Non-
Incriminating 
Interpretations  

4.49  
[4.16, 4.83] 

3.93  
[3.56, 4.29] 

3.56  
[3.28, 3.85] 

4.05  
[3.72, 4.39] 

3.90  
[3.62, 4.18] 

 

5.6. Limitations 

Unfortunately, it is challenging to assess the no transcripts condition’s likelihood 

of guilt ratings without inadvertently providing them with some context about the case. 

The very nature of asking them to rate the speakers’ likelihood of guilt may have led 

them to believe the recordings were incriminating. Thus, in much the same way that 

asking participants to rate the speakers’ likelihood of guilt appeared to affect their overall 

perceptions of guilt in the no transcripts condition, this may have similarly affected 

participants’ interpretations of the audio recordings. While I found that participants in the 

written transcripts condition made significantly more incriminating misinterpretations 

than participants in the no transcripts condition, it is likely that this effect was 

underestimated in the current data due to there being more incriminating 

misinterpretations in the “no context” condition than what I would typically expect to 

observe. Indeed, the proportion of incriminating misinterpretations that participants in the 

no context (i.e., no transcripts) condition made in Study 3 (M = .26) was notably higher 
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than the proportion made in Study 1 (M = .22) and Study 2 (M = .13; collapsed across 

degradation level).  

Another limitation of this work is that participants made their decisions alone 

rather than in groups. Given that juries deliberate in groups, it is possible that these 

results do not fully capture the processes that would operate in a jury deliberation after a 

delay. For example, if some participants remember the incriminating transcripts after the 

delay, they could remind other mock jury members of what they read in the transcripts. 

This could subsequently lead the group as a whole to perceive the recordings as more 

incriminating. Previous work on confirmation bias has shown that this bias can operate in 

group decision-making (Schulz-Hardt et al., 2000). Thus, it is possible that asking 

participants to deliberate in groups would lead to confirmation bias in the delay condition 

as well. Future work should test the effects of delay and instructions on mock jury’s 

decisions.  
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Chapter 6.  
 
General Discussion 

Audio recordings are increasingly being used as evidence in criminal trials 

(Fishman, 2006; Fraser, 2018; Lange et al., 2011). In some circumstances, these 

recordings may be hard to hear due to factors such as wiretapping, poor connections in 

phone calls, or background noise. Despite the increased prevalence of degraded forensic 

audio evidence, there is a lack of research exploring how cognitive biases such as 

confirmation bias may affect individuals’ evaluations of such evidence. Thus, the goal of 

the current research was to examine how confirmation bias influences individuals’ 

evaluations of degraded forensic audio evidence.  

Across three studies, I demonstrated the pervasiveness of confirmation bias in 

cases involving degraded audio recordings. In Study 1, I replicated and extended Lange 

et al.’s (2011) findings by exploring the effects of contextual information on participants’ 

interpretations of degraded audio recordings. I investigated whether participants’ 

knowledge that the recordings came from wiretapped conversations with criminal 

suspects influenced their interpretations of degraded audio. Furthermore, I explored 

whether there is an additive effect of contextual information on confirmation bias by 

informing some participants that there was also eyewitness evidence implicating the 

accused. I found that compared to participants with no contextual information, 

participants with contextual information (i.e., in the criminal suspect and criminal suspect 

+ eyewitness evidence conditions) made more incriminating misinterpretations (see 

Figure 2).  

This finding provides clear evidence that confirmation bias can operate in these 

types of judgments. However, learning additional contextual information did not increase 

this confirmation bias effect. Thus, I found no support for additivity. This may have been 

due to the nature of the additional contextual information presented in this research. For 

example, the eyewitness evidence may not have been detailed enough to further impact 

participants’ judgments. Alternatively, perhaps other types of evidence (e.g., confession 



95 

evidence) would have been more suggestive of the accused’s guilt, and thus, would have 

increased participants’ tendency to make incriminating misinterpretations. Future work 

should further explore this question. Regardless, this work has important implications for 

understanding the circumstances under which people’s pre-existing beliefs influence their 

evaluations of degraded forensic audio evidence. Simply learning that the recordings 

came from a criminal context led to systematic misinterpretations of degraded audio. This 

can have serious consequences for legal cases involving degraded audio evidence.  

In Study 2, I examined whether fluency misattribution is a mechanism that 

underlies confirmation bias in cases involving degraded audio evidence. This is an 

important contribution to the field given that research has not yet begun to explore the 

mechanisms that underlie confirmation bias in these cases. To test whether fluency is a 

mechanism for confirmation bias in cases involving degraded audio recordings, I 

manipulated the degree to which the audio recordings were degraded and the amount of 

contextual information participants learned. I found that as the recordings became more 

degraded, it took longer for participants to transcribe what they heard (see Figure 7). This 

suggests that degrading the recordings reduced perceptual fluency.  

I also found that across degradation levels, participants with more contextual 

information made more incriminating misinterpretations than participants with less 

contextual information (see Figure 6). Additionally, compared to participants in the no 

context and criminal suspect conditions, participants in the written transcripts condition 

more quickly reached their decisions about what they heard in the recordings as 

evidenced by quicker reaction times (see Figure 7). This suggests that participants with 

more contextual information experienced increased conceptual fluency. However, it is 

important to note that the criminal suspect condition’s reaction times did not significantly 

differ from the no context condition’s reaction times.   

Furthermore, participants’ reaction times partially mediated participants’ tendency 

to make incriminating misinterpretations for minimally and moderately degraded 

recordings, providing preliminary evidence that fluency misattribution contributes to 

confirmation bias for degraded audio recordings. Given the increased prevalence of 
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recorded conversations as evidence and the potential for erroneous decision-making in 

legal contexts, it is essential to understand when and why confirmation bias influences 

people’s interpretations of degraded audio recordings. Future work should continue to 

explore objective and subjective measures of fluency as well as other potential 

mechanisms.  

Finally, given the risks that written transcripts containing incriminating errors 

pose, I tested whether the current Canadian Model Jury Instructions for audio recordings 

and written transcripts effectively mitigate biased evaluations of degraded audio evidence 

in Study 3. A major assumption of the current Canadian Model Jury Instructions is that 

individuals can identify discrepancies between what they read in the written transcripts 

and what they hear in the degraded audio recordings. However, this assumption has not 

been formally tested. Additionally, in some cases, transcripts may only be administered 

to triers in the courtroom. That is, triers may not be permitted to utilize the transcripts 

when they deliberate. Thus, it is important to understand how previous exposure to 

transcripts influences individuals’ later evaluations of degraded audio recordings without 

transcripts.  

I found an interaction between the presence of instructions and the presence of a 

delay in Study 3 (see Figure 14). Specifically, when participants transcribed the 

recordings immediately after an exposure phase in which they saw the transcripts while 

listening to the recordings, the instructions effectively reduced participants’ tendency to 

make incriminating misinterpretations. Alternatively, when participants transcribed the 

recordings one week after their exposure to the incriminating transcripts, there were no 

differences between the instruction present and instruction absent conditions. Thus, the 

instructions appeared to reduce incriminating misinterpretations, but only when 

participants made their final decisions about what they heard in the recordings shortly 

after exposure to incriminating transcripts (i.e., in the no delay condition). It is possible 

that there were no effects of instructions in the one-week delay condition given that 

participants did not remember the incriminating transcripts after the delay. In any case, 

these results suggest that it may be possible to reduce confirmation bias in cases 

involving degraded audio evidence. This is an important contribution to the literature 
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because it can help to reduce erroneous decision-making in legal settings. Future work 

should explore the effectiveness of these instructions and impacts of delay in the context 

of individual cases involving additional forms of evidence and multiple exposures to the 

incriminating transcripts.  

Overall, participants’ exposure to both the general legal context (Studies 1 and 2), 

and incriminating transcripts specifically (Studies 2 and 3) systematically biased their 

interpretations of degraded audio recordings. While this finding is concerning in its own 

right, it is important to note that in real criminal cases, triers of fact will almost certainly 

encounter more contextual information than what participants learned in the current set of 

studies (Lange et al., 2011). Thus, we might expect to see even stronger bias in real 

criminal cases. Furthermore, people’s incriminating misinterpretations of degraded audio 

evidence could subsequently influence their evaluations of other evidence in a case. Once 

they hear an accused incriminate himself, this can further strengthen their belief in the 

accused’s guilt and lead them to evaluate other evidence in a more incriminating manner 

(Dror et al. 2017; Kassin et al., 2013). 

These findings also suggest the need for more standardization in the processes of 

both producing written transcripts and determining their admissibility. The current 

research establishes that people’s knowledge that audio recordings may contain 

incriminating content can systematically influence their interpretations. Thus, if written 

transcripts must be produced, they should ideally be developed by individuals with no 

contextual information, including the fact that the recordings come from a legal 

investigation. To further limit the biasing effects of context, transcriptionists may even 

consider identifying words from the recordings in isolation rather than in the context of 

complete sentences. We naturally use the other words in a sentence to provide context to 

our interpretations of ambiguous words (Miller et al., 1951; Whittlesea, 1993). It is much 

harder to identify single words in isolation than it is to identify words in the context of a 

sentence. Therefore, perhaps transcriptionists should try to interpret words, and 

particularly ambiguous words, in isolation rather than in the context of sentences. This 

approach may also work for triers without transcripts, although the context of the 

criminal case may be enough to bias their interpretations. However, I acknowledge that 
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this approach may be challenging to implement practically given that the recordings are 

collected as full sentences rather than single words. Regardless, limiting as much 

contextual information as possible can help to mitigate some of this bias (Dror et al., 

2015).  

Additionally, when possible, multiple individuals should produce their own 

transcripts and their interpretations should be compared and verified. If there is no clear 

consensus on what is said in the recordings, this may be grounds for determining that 

transcripts should not be permitted to accompany the audio. Alternatively, triers could be 

made aware of the reliability of the transcripts. As Lange et al. (2011) suggest, reporting 

precise reliability information about the proportion of transcriptionists who agreed with a 

particular interpretation (e.g., 10 out of 20) may help to adjust triers’ perceptions of the 

evidence, though this assertion should be tested. Another option is to omit inaudible 

words from transcripts. That is, if a word is so unclear that a reasonable decision cannot 

be reached about what the speaker said, it should be noted as such in the transcripts (e.g., 

by putting “[inaudible]” in place of the word(s) in the transcripts).  

Judges ultimately determine the admissibility of audio recordings and written 

transcripts, and they have broad discretion in making this determination (State v. Lavers, 

1991; U.S. v. Harrell, 1986; U.S. v. Stephens, 2002). However, previous research shows 

that judges are not immune to bias (Oeberst & Goeckenjan, 2016; Parks, 2015; 

Rachlinski et al., 2008). Judges’ knowledge of other evidence in the case or their 

examination of the written transcripts are likely to influence their beliefs about the quality 

of audio recordings and the reliability of associated transcripts. Furthermore, how judges 

determine the quality and reliability of such evidence is likely to vary across judges. At 

the very least, judges should be made aware of the potential issues associated with such 

evidence. Ideally, there should be standardized procedures for determining the 

admissibility of degraded audio evidence and written transcripts. 
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6.1. Conclusion 

In the current set of studies, I consistently found that incriminating contextual 

information biased participants’ interpretations of degraded audio recordings. Whether 

participants learned general information about the recordings coming from a criminal 

context or received written transcripts containing incriminating errors, they were more 

likely than participants without contextual information to make incriminating 

misinterpretations. This work not only contributes to the growing literature on 

confirmation bias in forensic settings (Kassin et al., 2013), but also has methodological, 

theoretical, and applied significance.  

I contributed to methodology by creating a large set of degraded audio recordings 

that elicit confirmation bias given various types of incriminating contextual information. I 

contributed to theory by providing preliminary evidence that fluency misattribution, as 

measured through reaction time, plays a role in confirmation bias for degraded audio 

recordings. This may also inform future research exploring the mechanisms that underlie 

confirmation bias across different modalities. Finally, I contributed to practice by (1) 

demonstrating the impacts of different types of forensically-relevant contextual 

information on participants’ evaluations of degraded audio recordings and (2) producing 

the first empirical evidence that the Canadian Model Jury Instructions for audio 

recordings and written transcripts can mitigate the biasing effects of context in these 

cases. As audio recordings become increasingly prevalent as evidence in legal cases, it is 

imperative that we continue to study the factors that affect people’s interpretations of this 

type of evidence and understand the implications of using audio recordings in civil and 

criminal cases. 
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Appendix A. 
 
Pilot 1 Stimuli 

Note: Italicized items were included in Studies 1-3; Items with an asterisk were included 
in Studies 1 and 3 only. 

Target Statements [expected incriminating misinterpretation in brackets]: 

1. I kept my wife [knife] hidden from him. 

2. Next thing I knew, there was mud [blood] everywhere.  

3. She didn’t know it, but I was charmed [armed].  

4. I knew I needed to call [kill] him. 

5. She was scared of what it [I] was going to do to her. 

6. I had to get rid of that hobby [body]. 

7. I packed [snapped] because I was so pissed at him.  

8. After everything he’d done to me, it was time for a pact [payback].*  

9. I didn’t feel bad when I saw what it’d [I’d] done to him. 

10. I looked at him and told him he was red [dead].* 

11. He was becoming a real boredom [problem] to have around. 

12. I looked in his eyes and I could tell he was lying [dying]. 

13. He asked me to stop working [hurting] him. 

14. He stopped leaving [breathing], and I knew it was over. 

15. I never mean to hinder [injure] him. 

16. I bet he never expected me to hug [mug] him. 

17. I borrowed [buried] all of his stuff, even his clothes. 

18. He never even heard me humming [coming]. 

19. I passed [bashed] him while he wasn’t looking. 

20. I left him there to dry [die] off.  

21. I shocked [shot] him over and over again.*  
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22. I went over and grabbed [stabbed] him. 

23. He wouldn’t listen to me so I started poking [choking] him. 

24. I picked her up and placed [raped] her on the bed.  

25. He saw me pull out my gum [gun].  

26. I was drunk and thriving [driving] when they found me. 

27. I remember the day that I sold [stole] her car. 

28. I wrangled [strangled] them late that night.  

29. I never meant to skirt [hurt] her. 

30. I woke [broke] in their house in the middle of the night. 

31. I took all her honey [money] while she wasn’t looking. 

32. I kissed [slit] her neck when she turned away from me. 

33. I was eating [speeding] in my car when I got in the accident. 

34. I wound [drowned] them behind my house. 

35. I chilled [killed] them in my house. 

36. She didn’t know that I locked [robbed] the bank that night. 

37. I darted [started] the fire in the house right in time. 

38. I told him I could give him a deal on some trucks [drugs]. 

39. I’ll admit that I loved [mugged] her.  

40. I chugged [drugged] her drink while she wasn’t looking.  

41. I checked to make sure he wasn’t grieving [breathing]. 

42. I soaked [choked] them in the water.*  

43. He begged me to stop nagging [stabbing] him. 

44. I dunked [dumped] both of them in the lake. 

45. As she turned to walk away, I grabbed her note [throat]. 

46. She wouldn’t stop crying so I stroked [broke] her arm. 

47. I calmed [bombed] down everyone in that place.   

48. I went to go do the climb [crime] with him. 
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Filler statements: 

1. I met him when we were in high school.  

2. I never thought he was as smart as me. 

3. I had to pay whenever we went out for drinks. 

4. I would always ask him to help me with chores.  

5. We spent a lot of time together.  

6. We had long talks about our lives.  

7. He came over to help me with some yard work.  

8. He knew a lot about me. 

9. Sometimes he ditched me to hang out with other people. 

10. We argued every now and then.  

11. I asked him if he was seeing anyone at the moment.  

12. I asked him to water the grass and the flowers. 

13. We were laying mulch together outside. 

14. I was annoyed that he kept talking about his other friends.  

15. I would always give him money when he asked. 

16. I went inside to cool off. 

17. Sometimes, I felt like he took advantage of me. 

18. It started to get dark out and I was tired.   

19. He went to leave and I started yelling at him. 

20. He told me he was going to give me the money he owed me.  

21. We liked to go out to bars and go dancing. 

22. I really don’t have that many good friends. 

23. We used to stay up all night long talking about our lives.  

24. We liked to play sports together, like baseball and basketball.  

25. We always helped each other out.  

26. We both liked to work on cars together.  
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27. I remember I went to the grocery store earlier that day.  

28. I had just gotten over a bad cold earlier that week.  

29. I told him I would go inside and make some coffee.  

30. My phone kept ringing and I couldn’t find it.  

31. It was a really hot day outside.  

32. I told him I would make some burgers for dinner.  

33. I own a furniture moving company.  

34. I knew I needed to mow the lawn that day.  

35. He brought me a new sprinkler for my yard.  

36. I was watching tv when he called me. 
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Appendix B. 
 
Demographic Questionnaire  

 
1. Please indicate your gender:  

o Female 
o Male 
o Other: __________ 

  
2. How old are you? ______________  
 
3. What is your ethnicity?  __________________ 

 
4. What is your first language (e.g., English)?   ________________________ 

 
5. Approximately how long have you been speaking English (in years)? 

________________ 
 

6. How well (fluently) do you speak English?  
o Very 
o Moderately                      
o Poorly 

 
7. How well (fluently) do you write English?  

o Very 
o Moderately                      
o Poorly 

 
8. How often do you use English? (circle one) 

o Everyday 
o Every few days         
o Once a week         
o Once a month            
o Once a year 

 
9. What is the highest level of education you have completed? 

o None 
o GED 
o High School Diploma 
o Associates 
o Bachelors 
o Masters 
o Doctorate (including Ph.D., M.D., and J.D.) 
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o Other:  _________________ 
 

10.   Do you have any hearing impairments? 
o Yes 
o No 
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Appendix C. 
 
The Proportion of Participants who Made Incriminating 
Misinterpretations and Accurate Interpretations Across 
Degradation Levels and Contextual Information 
Conditions in Pilot 1 

Statement Incriminating 
Misinterpretations  

Accurate Interpretations 

Target 1 No Context Criminal No Context Criminal 
600 hz 0.00 0.13 0.60 0.63 
800 hz 0.00 0.00 0.88 0.89 
1000 hz 0.00 0.00 0.88 1.00 
1200 hz 0.00 0.00 0.92 1.00 
1400 hz 0.00 0.00 0.82 1.00 
1600 hz 0.00 0.00 1.00 0.92 

Target 2 No Context Criminal No Context Criminal 
600 hz 0.00 0.27 0.40 0.18 
800 hz 0.13 0.22 0.75 0.44 
1000 hz 0.00 0.25 0.88 0.75 
1200 hz 0.00 0.11 0.77 0.67 
1400 hz 0.00 0.00 0.55 0.80 
1600 hz 0.00 0.08 0.92 0.92 

Target 3 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.00 0.00 
800 hz 0.00 0.00 0.00 0.11 
1000 hz 0.00 0.00 0.57 0.43 
1200 hz 0.00 0.00 0.57 0.67 
1400 hz 0.00 0.11 0.91 0.78 
1600 hz 0.00 0.00 0.89 1.00 
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Target 4 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.67 0.78 
800 hz 0.00 0.00 1.00 1.00 
1000 hz 0.00 0.00 1.00 1.00 
1200 hz 0.00 0.00 1.00 1.00 
1400 hz 0.00 0.00 1.00 1.00 
1600 hz 0.00 0.00 1.00 1.00 

Target 5 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.45 0.56 
800 hz 0.00 0.00 0.86 0.78 
1000 hz 0.00 0.13 1.00 0.75 
1200 hz 0.00 0.00 0.92 0.78 
1400 hz 0.00 0.00 0.91 1.00 
1600 hz 0.00 0.00 0.92 1.00 

Target 6 No Context Criminal No Context Criminal 
600 hz 0.00 0.08 0.17 0.33 
800 hz 0.11 0.11 0.89 0.56 
1000 hz 0.00 0.00 0.86 0.71 
1200 hz 0.00 0.00 0.75 0.83 
1400 hz 0.00 0.00 0.83 0.89 
1600 hz 0.00 0.00 0.89 0.78 

Target 7 No Context Criminal No Context Criminal 
600 hz 0.13 0.00 0.25 0.14 
800 hz 0.00 0.00 0.62 0.60 
1000 hz 0.00 0.00 0.91 0.70 
1200 hz 0.00 0.08 0.77 0.54 
1400 hz 0.00 0.00 1.00 0.73 
1600 hz 0.00 0.00 0.75 1.00 

Target 8 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.20 0.00 
800 hz 0.08 0.08 0.08 0.15 
1000 hz 0.00 0.00 0.50 0.56 
1200 hz 0.00 0.00 0.71 0.78 
1400 hz 0.00 0.00 1.00 1.00 
1600 hz 0.00 0.00 0.83 0.90 
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Target 9 No Context Criminal No Context Criminal 
600 hz 0.11 0.22 0.00 0.11 
800 hz 0.29 0.50 0.11 0.13 
1000 hz 0.63 0.50 0.25 0.00 
1200 hz 0.27 0.67 0.55 0.22 
1400 hz 0.22 0.56 0.67 0.11 
1600 hz 0.31 0.25 0.62 0.75 

Target 10 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.00 0.17 
800 hz 0.00 0.00 0.15 0.00 
1000 hz 0.00 0.00 0.40 0.20 
1200 hz 0.00 0.00 0.50 0.75 
1400 hz 0.00 0.00 0.60 0.67 
1600 hz 0.00 0.00 0.63 0.56 

Target 11 No Context Criminal No Context Criminal 
600 hz 0.13 0.17 0.00 0.00 
800 hz 0.08 0.00 0.08 0.00 
1000 hz 0.00 0.11 0.67 0.56 
1200 hz 0.00 0.00 0.92 1.00 
1400 hz 0.00 0.10 0.89 0.60 
1600 hz 0.00 0.00 0.88 0.88 

Target 12 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.56 0.33 
800 hz 0.00 0.00 0.83 0.86 
1000 hz 0.00 0.00 1.00 1.00 
1200 hz 0.00 0.00 0.92 1.00 
1400 hz 0.00 0.00 0.75 0.78 
1600 hz 0.00 0.00 0.83 1.00 

Target 13 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.08 0.27 
800 hz 0.09 0.11 0.36 0.33 
1000 hz 0.00 0.00 0.88 0.78 
1200 hz 0.00 0.13 0.78 0.75 
1400 hz 0.00 0.00 0.92 0.89 
1600 hz 0.00 0.00 0.82 0.90 
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Target 14 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.29 0.13 
800 hz 0.38 0.17 0.13 0.50 
1000 hz 0.38 0.50 0.15 0.00 
1200 hz 0.09 0.44 0.27 0.11 
1400 hz 0.08 0.54 0.08 0.15 
1600 hz 0.30 0.36 0.30 0.27 

Target 15 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.00 0.00 
800 hz 0.00 0.00 0.11 0.00 
1000 hz 0.00 0.00 0.08 0.09 
1200 hz 0.11 0.11 0.11 0.22 
1400 hz 0.00 0.44 0.50 0.22 
1600 hz 0.25 0.00 0.75 0.57 

Target 16 No Context Criminal No Context Criminal 
600 hz 0.00 0.30 0.17 0.10 
800 hz 0.00 0.00 0.67 0.63 
1000 hz 0.13 0.00 0.75 1.00 
1200 hz 0.00 0.11 1.00 0.78 
1400 hz 0.00 0.00 1.00 1.00 
1600 hz 0.00 0.00 1.00 1.00 

Target 17 No Context Criminal No Context Criminal 
600 hz 0.15 0.20 0.46 0.10 
800 hz 0.00 0.11 0.78 0.89 
1000 hz 0.08 0.08 0.92 0.92 
1200 hz 0.00 0.00 1.00 1.00 
1400 hz 0.00 0.00 1.00 1.00 
1600 hz 0.00 0.00 1.00 1.00 

Target 18 No Context Criminal No Context Criminal 
600 hz 0.11 0.22 0.22 0.11 
800 hz 0.18 0.58 0.55 0.08 
1000 hz 0.11 0.75 0.44 0.00 
1200 hz 0.71 0.43 0.29 0.43 
1400 hz 0.25 0.67 0.75 0.33 
1600 hz 0.18 0.33 0.82 0.56 
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Target 19 No Context Criminal No Context Criminal 
600 hz 0.09 0.22 0.18 0.36 
800 hz 0.18 0.08 0.64 0.85 
1000 hz 0.09 0.09 0.64 0.64 
1200 hz 0.00 0.00 0.88 1.00 
1400 hz 0.00 0.00 0.89 1.00 
1600 hz 0.00 0.11 0.92 0.78 

Target 20 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.56 0.56 
800 hz 0.00 0.00 1.00 1.00 
1000 hz 0.00 0.00 1.00 0.78 
1200 hz 0.00 0.00 1.00 1.00 
1400 hz 0.00 0.00 1.00 1.00 
1600 hz 0.00 0.00 1.00 1.00 

Target 21 No Context Criminal No Context Criminal 
600 hz 0.15 0.38 0.00 0.00 
800 hz 0.30 0.67 0.00 0.00 
1000 hz 0.63 0.56 0.00 0.00 
1200 hz 0.75 0.33 0.00 0.17 
1400 hz 0.00 0.22 0.75 0.67 
1600 hz 0.18 0.10 0.55 0.80 

Target 22 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.83 0.83 
800 hz 0.00 0.00 1.00 0.00 
1000 hz 0.00 0.00 0.85 0.90 
1200 hz 0.00 0.00 0.89 1.00 
1400 hz 0.00 0.00 1.00 1.00 
1600 hz 0.00 0.00 1.00 0.53 

Target 23 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.44 0.44 
800 hz 0.08 0.09 0.92 0.91 
1000 hz 0.00 0.00 1.00 0.88 
1200 hz 0.00 0.00 1.00 1.00 
1400 hz 0.13 0.00 0.88 1.00 
1600 hz 0.00 0.00 1.00 1.00 
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Target 24 No Context Criminal No Context Criminal 
600 hz 0.00 0.13 0.44 0.00 
800 hz 0.00 0.00 0.63 1.00 
1000 hz 0.00 0.00 0.77 0.80 
1200 hz 0.00 0.00 0.89 0.88 
1400 hz 0.00 0.00 0.92 1.00 
1600 hz 0.00 0.00 1.00 0.90 

Target 25 No Context Criminal No Context Criminal 
600 hz 0.50 0.33 0.25 0.00 
800 hz 0.46 0.27 0.00 0.00 
1000 hz 0.45 0.70 0.27 0.10 
1200 hz 0.38 0.69 0.54 0.15 
1400 hz 0.10 0.60 0.90 0.40 
1600 hz 0.25 0.56 0.63 0.44 

Target 26 No Context Criminal No Context Criminal 
600 hz 0.23 0.00 0.00 0.09 
800 hz 0.22 0.44 0.22 0.00 
1000 hz 0.29 0.42 0.36 0.33 
1200 hz 0.67 0.30 0.22 0.60 
1400 hz 0.29 0.25 0.71 0.33 
1600 hz 0.25 0.57 0.75 0.29 

Target 27 No Context Criminal No Context Criminal 
600 hz 0.18 0.11 0.09 0.33 
800 hz 0.23 0.25 0.69 0.58 
1000 hz 0.00 0.36 1.00 0.36 
1200 hz 0.00 0.22 0.63 0.67 
1400 hz 0.25 0.00 0.75 0.83 
1600 hz 0.08 0.11 0.92 0.78 

Target 28 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.00 0.08 
800 hz 0.00 0.27 0.70 0.27 
1000 hz 0.00 0.00 0.70 1.00 
1200 hz 0.00 0.00 0.75 1.00 
1400 hz 0.00 0.00 0.92 0.89 
1600 hz 0.00 0.00 0.78 0.78 
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Target 29 No Context Criminal No Context Criminal 
600 hz 0.10 0.11 0.00 0.00 
800 hz 0.00 0.00 0.00 0.00 
1000 hz 0.40 0.20 0.20 0.10 
1200 hz 0.50 0.11 0.25 0.56 
1400 hz 0.25 0.33 0.13 0.17 
1600 hz 0.08 0.22 0.42 0.33 

Target 30 No Context Criminal No Context Criminal 
600 hz 0.00 0.14 0.13 0.14 
800 hz 0.00 0.10 0.62 0.50 
1000 hz 0.00 0.00 0.45 0.90 
1200 hz 0.00 0.08 0.85 0.62 
1400 hz 0.00 0.00 0.70 0.55 
1600 hz 0.00 0.11 0.88 0.56 

Target 31 No Context Criminal No Context Criminal 
600 hz 0.29 0.00 0.00 0.00 
800 hz 0.13 0.33 0.38 0.00 
1000 hz 0.15 0.20 0.69 0.50 
1200 hz 0.10 0.33 0.70 0.56 
1400 hz 0.08 0.17 0.85 0.75 
1600 hz 0.10 0.00 0.90 1.00 

Target 32 No Context Criminal No Context Criminal 
600 hz 0.00 0.14 0.13 0.29 
800 hz 0.00 0.20 0.54 0.10 
1000 hz 0.09 0.11 0.55 0.44 
1200 hz 0.15 0.08 0.62 0.69 
1400 hz 0.00 0.00 0.55 0.55 
1600 hz 0.00 0.11 1.00 0.78 

Target 33 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.00 0.25 
800 hz 0.00 0.00 0.29 0.38 
1000 hz 0.00 0.00 0.50 0.17 
1200 hz 0.00 0.00 0.50 0.33 
1400 hz 0.00 0.00 0.56 0.89 
1600 hz 0.00 0.00 1.00 1.00 
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Target 34 No Context Criminal No Context Criminal 
600 hz 0.00 0.20 0.00 0.00 
800 hz 0.00 0.13 0.33 0.25 
1000 hz 0.00 0.00 0.29 0.29 
1200 hz 0.00 0.00 0.71 0.33 
1400 hz 0.00 0.00 0.33 0.22 
1600 hz 0.00 0.00 0.44 0.11 

Target 35 No Context Criminal No Context Criminal 
600 hz 0.14 0.44 0.00 0.00 
800 hz 0.63 0.33 0.00 0.00 
1000 hz 0.77 0.40 0.08 0.00 
1200 hz 0.64 0.40 0.09 0.20 
1400 hz 0.15 0.31 0.38 0.46 
1600 hz 0.20 0.27 0.60 0.36 

Target 36 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.18 0.00 
800 hz 0.00 0.00 0.54 0.46 
1000 hz 0.00 0.00 0.50 0.55 
1200 hz 0.00 0.00 0.63 0.89 
1400 hz 0.00 0.33 0.75 0.17 
1600 hz 0.08 0.00 0.67 0.78 

Target 37 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.00 0.00 
800 hz 0.29 0.11 0.00 0.00 
1000 hz 0.23 0.38 0.00 0.00 
1200 hz 0.56 0.45 0.22 0.00 
1400 hz 0.43 0.44 0.00 0.00 
1600 hz 0.75 0.50 0.00 0.17 

Target 38 No Context Criminal No Context Criminal 
600 hz 0.00 0.20 0.00 0.00 
800 hz 0.00 0.00 0.27 0.33 
1000 hz 0.00 0.07 0.86 0.64 
1200 hz 0.10 0.00 0.80 0.67 
1400 hz 0.00 0.11 0.63 0.78 
1600 hz 0.00 0.00 1.00 1.00 
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Target 39 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.13 0.17 
800 hz 0.00 0.00 0.38 0.20 
1000 hz 0.00 0.00 0.67 0.78 
1200 hz 0.00 0.00 0.92 1.00 
1400 hz 0.00 0.00 1.00 0.44 
1600 hz 0.00 0.00 1.00 0.86 

Target 40 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.00 0.00 
800 hz 0.00 0.00 0.00 0.00 
1000 hz 0.17 0.14 0.17 0.14 
1200 hz 0.14 0.00 0.43 0.33 
1400 hz 0.09 0.44 0.73 0.22 
1600 hz 0.11 0.00 0.67 0.67 

Target 41 No Context Criminal No Context Criminal 
600 hz 0.00 0.10 0.11 0.00 
800 hz 0.00 0.13 0.00 0.00 
1000 hz 0.44 0.50 0.22 0.13 
1200 hz 0.55 0.50 0.18 0.10 
1400 hz 0.36 0.50 0.36 0.30 
1600 hz 0.54 0.79 0.38 0.21 

Target 42 No Context Criminal No Context Criminal 
600 hz 0.00 0.22 0.00 0.00 
800 hz 0.00 0.00 0.13 0.00 
1000 hz 0.00 0.00 0.38 0.30 
1200 hz 0.00 0.00 0.00 0.54 
1400 hz 0.00 0.08 0.54 0.92 
1600 hz 0.00 0.00 0.90 0.64 

Target 43 No Context Criminal No Context Criminal 
600 hz 0.08 0.10 0.00 0.00 
800 hz 0.11 0.11 0.00 0.00 
1000 hz 0.50 0.75 0.00 0.08 
1200 hz 0.33 0.50 0.33 0.38 
1400 hz 0.43 0.71 0.43 0.14 
1600 hz 0.71 0.50 0.29 0.50 
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Target 44 No Context Criminal No Context Criminal 
600 hz 0.08 0.33 0.00 0.00 
800 hz 0.33 0.44 0.11 0.00 
1000 hz 0.46 0.67 0.08 0.08 
1200 hz 0.78 0.44 0.11 0.00 
1400 hz 0.71 0.50 0.00 0.00 
1600 hz 0.50 0.43 0.00 0.00 

Target 45 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.11 0.20 
800 hz 0.00 0.00 0.56 0.33 
1000 hz 0.00 0.17 0.88 0.50 
1200 hz 0.00 0.00 0.92 0.89 
1400 hz 0.00 0.00 0.78 0.89 
1600 hz 0.00 0.00 0.85 1.00 

Target 46 No Context Criminal No Context Criminal 
600 hz 0.00 0.10 0.00 0.00 
800 hz 0.17 0.25 0.00 0.00 
1000 hz 0.00 0.14 0.14 0.29 
1200 hz 0.00 0.00 0.57 0.33 
1400 hz 0.00 0.00 0.91 0.56 
1600 hz 0.00 0.00 0.67 0.78 

Target 47 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.18 0.33 
800 hz 0.00 0.00 0.85 0.77 
1000 hz 0.00 0.00 1.00 0.70 
1200 hz 0.00 0.00 1.00 1.00 
1400 hz 0.00 0.00 1.00 1.00 
1600 hz 0.00 0.00 1.00 1.00 

Target 48 No Context Criminal No Context Criminal 
600 hz 0.00 0.00 0.00 0.17 
800 hz 0.08 0.00 0.15 0.00 
1000 hz 0.00 0.30 0.27 0.00 
1200 hz 0.23 0.31 0.54 0.46 
1400 hz 0.18 0.11 0.36 0.33 
1600 hz 0.38 0.44 0.25 0.44 
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Appendix D. 
 
Additional Target Statements Generated for Pilot 2 

Note: Italicized items were included in Studies 1-3; Items with an asterisk were included 
in Studies 1 and 3 only. 

49. I stopped [stabbed] him over and over again. 

50. I had to snap [stab] them before it was too late.* 

51. I made sure he was buying [dying]. 

52. He begged me not to work [hurt] him. 

53. I left them there to dry [die]. 

54. I ranked [raped] her body in front of all those guys. 

55. I hugged [mugged] her so I could get some money. 

56. I told him we needed to fill [kill] them. 

57. I shut [shot] all of those guys up. 

58. I got scared when I saw what it’d [I’d] done to him.* 

59. I dropped my gum [gun] on the floor. 

60. I couldn’t take it anymore, so I stopped [stabbed] him. 

61. I carried [buried] her outside my house. 
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Appendix E.  
 
The Proportion of Participants who Made Incriminating 
Misinterpretations and Accurate Interpretations Across 
Degradation Levels and Contextual Information 
Conditions as well as the Average Percentage of the 
Statements Identified for Each Degradation Level in Pilot 2 

Statement Incriminating 
Misinterpretations Accurate Interpretations 

% of 
statement 
identified 

Target 1 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.40 0.11 30.16 
800 hz 0.09 0.10 0.18 0.70 37.34 

1000 hz 0.00 0.13 0.40 0.47 48.58 
1200 hz 0.00 0.25 0.45 0.25 51.19 
1400 hz 0.00 0.00 0.75 0.67 81.51 
1600 hz 0.00 0.00 0.90 0.92 92.09 

Target 2 No Context Criminal No Context Criminal  
600 hz 0.09 0.50 0.27 0.25 51.57 
800 hz 0.00 0.18 0.76 0.64 72.63 

1000 hz 0.00 0.08 0.70 0.85 82.26 
1200 hz 0.17 0.10 0.67 0.90 90.42 
1400 hz 0.00 0.00 0.93 1.00 94.59 
1600 hz 0.00 0.00 0.87 1.00 90.97 

Target 3 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.00 0.00 52.64 
800 hz 0.00 0.17 0.00 0.00 57.3 

1000 hz 0.00 0.00 0.41 0.45 75.94 
1200 hz 0.00 0.00 0.40 0.54 82.7 
1400 hz 0.00 0.00 0.75 0.90 90.32 
1600 hz 0.00 0.00 0.86 0.93 86.67 

Target 4 No Context Criminal No Context Criminal  
600 hz 0.27 0.22 0.07 0.00 24.45 
800 hz 0.00 0.17 0.18 0.00 34.04 

1000 hz 0.06 0.00 0.35 0.55 48.23 
1200 hz 0.00 0.00 0.40 0.92 62.58 
1400 hz 0.00 0.00 0.73 0.80 73.9 
1600 hz 0.00 0.00 0.87 0.93 84.29 
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Target 6 No Context Criminal No Context Criminal  
600 hz 0.00 0.11 0.40 0.22 73.33 
800 hz 0.00 0.00 0.73 0.83 79.17 

1000 hz 0.00 0.00 0.82 0.73 86.06 
1200 hz 0.00 0.00 0.80 1.00 90.92 
1400 hz 0.00 0.00 0.92 0.90 93.44 
1600 hz 0.00 0.00 0.87 0.93 93.34 

Target 7 No Context Criminal No Context Criminal  
600 hz 0.00 0.08 0.00 0.15 74.1 
800 hz 0.00 0.00 0.75 0.70 92.78 

1000 hz 0.07 0.00 0.67 0.93 91.49 
1200 hz 0.07 0.00 0.60 0.56 92.72 
1400 hz 0.09 0.00 0.82 0.92 94.46 
1600 hz 0.00 0.00 0.82 1.00 94.21 

Target 8* No Context Criminal No Context Criminal  
600 hz 0.00 0.07 0.00 0.00 83.89 
800 hz 0.00 0.33 0.07 0.11 68.61 

1000 hz 0.00 0.17 0.50 0.50 73.61 
1200 hz 0.06 0.00 0.35 0.73 74.18 
1400 hz 0.10 0.00 0.50 0.85 84.17 
1600 hz 0.08 0.20 0.42 0.60 83.75 

Target 9 No Context Criminal No Context Criminal  
600 hz 0.18 0.42 0.00 0.08 51.74 
800 hz 0.29 0.36 0.00 0.00 67.52 

1000 hz 0.20 0.69 0.20 0.15 73.98 
1200 hz 0.50 0.50 0.17 0.20 84.10 
1400 hz 0.27 0.67 0.47 0.33 82.78 
1600 hz 0.53 0.22 0.33 0.78 88.98 

Target 10* No Context Criminal No Context Criminal  
600 hz 0.00 0.08 0.00 0.08 23.00 
800 hz 0.08 0.10 0.08 0.50 26.67 

1000 hz 0.00 0.00 0.47 0.60 61.34 
1200 hz 0.00 0.00 0.33 0.44 66.00 
1400 hz 0.00 0.00 0.73 0.82 68.75 
1600 hz 0.00 0.09 0.76 0.73 82.36 

Target 11 No Context Criminal No Context Criminal  
600 hz 0.20 0.08 0.00 0.00 58.04 
800 hz 0.00 0.10 0.00 0.00 71.06 

1000 hz 0.00 0.00 0.60 0.80 84.82 
1200 hz 0.00 0.00 0.80 0.89 90.87 
1400 hz 0.00 0.00 0.91 0.82 87.50 
1600 hz 0.00 0.00 0.82 1.00 92.90 
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Target 14 No Context Criminal No Context Criminal  
600 hz 0.13 0.09 0.25 0.09 38.41 
800 hz 0.20 0.23 0.00 0.31 65.52 

1000 hz 0.33 0.60 0.17 0.10 69.91 
1200 hz 0.71 0.53 0.14 0.13 80.38 
1400 hz 0.33 0.67 0.13 0.11 86.17 
1600 hz 0.27 0.58 0.18 0.17 82.89 

Target 15 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.00 0.10 20.69 
800 hz 0.00 0.07 0.00 0.00 14.45 

1000 hz 0.07 0.33 0.00 0.00 29.08 
1200 hz 0.09 0.25 0.18 0.08 37.50 
1400 hz 0.06 0.18 0.47 0.64 61.13 
1600 hz 0.20 0.08 0.60 0.92 72.89 

Target 16 No Context Criminal No Context Criminal  
600 hz 0.00 0.42 0.45 0.25 48.15 
800 hz 0.18 0.18 0.65 0.82 72.26 

1000 hz 0.10 0.15 0.80 0.85 83.46 
1200 hz 0.17 0.00 0.58 1.00 84.54 
1400 hz 0.08 0.00 0.92 1.00 88.89 
1600 hz 0.07 0.11 0.80 0.78 78.89 

Target 18 No Context Criminal No Context Criminal  
600 hz 0.36 0.47 0.29 0.20 60.00 
800 hz 0.33 0.67 0.13 0.11 60.75 

1000 hz 0.18 0.33 0.45 0.17 54.17 
1200 hz 0.41 0.36 0.41 0.55 71.93 
1400 hz 0.30 0.46 0.50 0.54 85.10 
1600 hz 0.33 0.00 0.67 1.00 87.09 

Target 19 No Context Criminal No Context Criminal  
600 hz 0.07 0.13 0.33 0.33 54.76 
800 hz 0.00 0.11 0.53 0.56 71.90 

1000 hz 0.00 0.17 0.92 0.67 91.67 
1200 hz 0.06 0.00 0.71 0.82 87.86 
1400 hz 0.00 0.00 0.80 0.77 91.16 
1600 hz 0.00 0.00 0.92 1.00 92.86 

Target 21* No Context Criminal No Context Criminal  
600 hz 0.44 0.67 0.19 0.11 84.29 
800 hz 0.36 0.75 0.36 0.00 77.98 

1000 hz 0.47 0.64 0.29 0.27 84.82 
1200 hz 0.10 0.46 0.60 0.54 82.86 
1400 hz 0.17 0.10 0.75 0.90 82.74 
1600 hz 0.07 0.00 0.87 1.00 84.76 
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Target 23 No Context Criminal No Context Criminal  
600 hz 0.07 0.21 0.43 0.64 67.34 
800 hz 0.07 0.00 0.73 1.00 84.67 

1000 hz 0.00 0.08 0.82 0.92 79.17 
1200 hz 0.00 0.00 0.88 1.00 85.62 
1400 hz 0.00 0.00 0.90 1.00 92.85 
1600 hz 0.00 0.00 0.92 1.00 93.92 

Target 26 No Context Criminal No Context Criminal  
600 hz 0.40 0.40 0.10 0.00 39.24 
800 hz 0.50 0.20 0.14 0.27 68.89 

1000 hz 0.47 0.67 0.27 0.22 85.68 
1200 hz 0.45 0.33 0.45 0.50 87.50 
1400 hz 0.18 0.09 0.65 0.73 94.16 
1600 hz 0.20 0.31 0.60 0.69 91.07 

Target 27 No Context Criminal No Context Criminal  
600 hz 0.36 0.40 0.29 0.20 74.08 
800 hz 0.20 0.44 0.60 0.44 75.06 

1000 hz 0.09 0.42 0.64 0.50 81.95 
1200 hz 0.24 0.18 0.65 0.73 87.32 
1400 hz 0.10 0.00 0.70 0.92 91.07 
1600 hz 0.08 0.10 0.83 0.90 91.49 

Target 28 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.00 0.00 52.96 
800 hz 0.09 0.08 0.45 0.67 67.36 

1000 hz 0.00 0.00 0.76 0.91 84.63 
1200 hz 0.00 0.00 0.80 0.69 83.97 
1400 hz 0.00 0.00 0.83 0.90 86.25 
1600 hz 0.00 0.07 0.87 0.80 87.22 

Target 29 No Context Criminal No Context Criminal  
600 hz 0.43 0.33 0.00 0.00 49.45 
800 hz 0.47 0.67 0.00 0.11 65.56 

1000 hz 0.09 0.42 0.36 0.08 70.14 
1200 hz 0.12 0.09 0.47 0.55 87.57 
1400 hz 0.10 0.38 0.30 0.62 86.38 
1600 hz 0.08 0.20 0.42 0.60 86.09 

Target 30 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.10 0.23 54.23 
800 hz 0.08 0.10 0.50 0.70 73.03 

1000 hz 0.00 0.07 0.67 0.73 76.97 
1200 hz 0.00 0.00 0.67 1.00 81.01 
1400 hz 0.00 0.17 0.73 0.33 79.93 
1600 hz 0.06 0.09 0.65 0.55 80.22 
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Target 31 No Context Criminal No Context Criminal  
600 hz 0.00 0.27 0.19 0.18 30.90 
800 hz 0.00 0.31 0.10 0.00 43.92 

1000 hz 0.08 0.40 0.67 0.60 74.45 
1200 hz 0.07 0.27 0.93 0.67 77.04 
1400 hz 0.20 0.33 0.67 0.67 80.99 
1600 hz 0.09 0.58 0.91 0.42 80.56 

Target 32 No Context Criminal No Context Criminal  
600 hz 0.00 0.31 0.00 0.00 25.50 
800 hz 0.17 0.20 0.00 0.00 34.09 

1000 hz 0.00 0.20 0.47 0.53 77.34 
1200 hz 0.13 0.22 0.40 0.33 71.67 
1400 hz 0.00 0.00 0.91 0.92 90.00 
1600 hz 0.12 0.09 0.76 0.91 93.67 

Target 34 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.00 0.00 36.49 
800 hz 0.00 0.17 0.09 0.25 65.98 

1000 hz 0.00 0.00 0.18 0.09 77.85 
1200 hz 0.00 0.00 0.40 0.38 79.36 
1400 hz 0.08 0.00 0.08 0.40 75.84 
1600 hz 0.00 0.00 0.43 0.40 78.89 

Target 35 No Context Criminal No Context Criminal  
600 hz 0.19 0.27 0.00 0.00 43.80 
800 hz 0.60 0.77 0.00 0.08 59.55 

1000 hz 0.42 0.90 0.00 0.10 66.67 
1200 hz 0.60 0.53 0.13 0.33 77.22 
1400 hz 0.47 0.67 0.27 0.22 84.08 
1600 hz 0.27 0.33 0.45 0.25 82.64 

Target 36 No Context Criminal No Context Criminal  
600 hz 0.00 0.07 0.14 0.40 55.34 
800 hz 0.00 0.00 0.47 0.56 64.11 

1000 hz 0.09 0.00 0.45 0.82 70.84 
1200 hz 0.00 0.09 0.82 0.91 89.15 
1400 hz 0.00 0.08 0.80 0.85 91.46 
1600 hz 0.00 0.00 0.67 0.90 91.00 

Target 37 No Context Criminal No Context Criminal  
600 hz 0.10 0.00 0.00 0.00 27.96 
800 hz 0.07 0.13 0.07 0.00 44.67 

1000 hz 0.47 0.56 0.07 0.11 75.89 
1200 hz 0.18 0.42 0.36 0.17 66.67 
1400 hz 0.12 0.09 0.18 0.45 75.83 
1600 hz 0.20 0.46 0.10 0.00 57.08 
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Target 38 No Context Criminal No Context Criminal  
600 hz 0.00 0.10 0.00 0.10 19.13 
800 hz 0.07 0.20 0.40 0.07 63.06 

1000 hz 0.20 0.11 0.60 0.56 77.32 
1200 hz 0.00 0.25 0.82 0.50 73.96 
1400 hz 0.00 0.09 0.65 0.73 86.06 
1600 hz 0.10 0.08 0.80 0.92 90.03 

Target 40 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.00 0.00 17.92 
800 hz 0.09 0.00 0.00 0.00 29.69 

1000 hz 0.12 0.09 0.06 0.09 45.59 
1200 hz 0.10 0.08 0.10 0.08 53.85 
1400 hz 0.17 0.10 0.25 0.70 73.02 
1600 hz 0.29 0.13 0.43 0.53 78.33 

Target 41 No Context Criminal No Context Criminal  
600 hz 0.09 0.00 0.00 0.00 13.02 
800 hz 0.07 0.27 0.00 0.00 27.80 

1000 hz 0.30 0.67 0.20 0.08 51.06 
1200 hz 0.25 0.80 0.33 0.00 69.90 
1400 hz 0.53 0.67 0.20 0.27 79.17 
1600 hz 0.33 0.78 0.53 0.22 84.03 

Target 42* No Context Criminal No Context Criminal  
600 hz 0.00 0.09 0.06 0.00 60.37 
800 hz 0.00 0.08 0.20 0.31 67.18 

1000 hz 0.00 0.00 0.33 0.80 84.17 
1200 hz 0.00 0.07 0.79 0.40 85.56 
1400 hz 0.07 0.11 0.67 0.44 87.04 
1600 hz 0.00 0.00 0.91 0.67 89.59 

Target 44 No Context Criminal No Context Criminal  
600 hz 0.17 0.70 0.17 0.10 59.07 
800 hz 0.50 0.47 0.29 0.40 81.07 

1000 hz 0.53 0.67 0.33 0.22 84.59 
1200 hz 0.27 0.50 0.64 0.42 84.90 
1400 hz 0.24 0.36 0.59 0.55 88.39 
1600 hz 0.40 0.08 0.50 0.77 91.06 

Target 46 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.00 0.00 39.51 
800 hz 0.09 0.17 0.18 0.08 50.47 

1000 hz 0.00 0.00 0.47 0.45 71.51 
1200 hz 0.00 0.00 0.70 0.77 89.79 
1400 hz 0.00 0.10 0.83 0.70 91.20 
1600 hz 0.00 0.00 0.80 1.00 91.11 



139 

Target 48 No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.00 0.00 18.33 
800 hz 0.00 0.00 0.00 0.20 32.60 

1000 hz 0.07 0.27 0.27 0.27 49.26 
1200 hz 0.20 0.67 0.33 0.22 61.85 
1400 hz 0.00 0.42 0.45 0.42 60.19 
1600 hz 0.24 0.55 0.53 0.36 69.85 

Target 49 No Context Criminal No Context Criminal  
600 hz 0.33 0.42 0.08 0.00 49.41 
800 hz 0.24 0.55 0.47 0.00 74.37 

1000 hz 0.30 0.62 0.40 0.38 85.06 
1200 hz 0.42 0.50 0.42 0.40 85.00 
1400 hz 0.67 0.33 0.27 0.60 89.05 
1600 hz 0.53 0.67 0.40 0.22 89.69 

Target 50* No Context Criminal No Context Criminal  
600 hz 0.00 0.25 0.64 0.33 69.17 
800 hz 0.12 0.36 0.47 0.55 80.67 

1000 hz 0.10 0.08 0.30 0.77 85.43 
1200 hz 0.17 0.10 0.58 0.90 91.84 
1400 hz 0.07 0.07 0.86 0.80 89.00 
1600 hz 0.07 0.11 0.87 0.89 91.00 

Target 51 No Context Criminal No Context Criminal  
600 hz 0.00 0.11 0.88 0.67 87.39 
800 hz 0.00 0.00 0.17 0.00 40.98 

1000 hz 0.00 0.00 0.65 0.27 55.92 
1200 hz 0.00 0.08 0.60 0.62 75.00 
1400 hz      
1600 hz 0.00 0.07 0.93 0.93 96.11 

Target 52 No Context Criminal No Context Criminal  
600 hz 0.55 0.30 0.09 0.10 53.34 
800 hz 0.50 0.50 0.07 0.36 62.39 

1000 hz 0.07 0.22 0.93 0.78 72.86 
1200 hz 0.00 0.08 1.00 0.92 80.36 
1400 hz 0.00 0.00 1.00 1.00 82.84 
1600 hz 0.00 0.00 0.90 1.00 80.88 

Target 53 No Context Criminal No Context Criminal  
600 hz 0.50 0.33 0.29 0.53 72.78 
800 hz 0.33 0.67 0.60 0.33 84.08 

1000 hz 0.09 0.08 0.82 0.67 80.56 
1200 hz 0.00 0.09 0.88 0.91 89.08 
1400 hz 0.00 0.08 0.90 0.85 89.68 
1600 hz 0.00 0.00 0.75 1.00 90.00 
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Target 54 No Context Criminal No Context Criminal  
600 hz 0.00 0.09 0.06 0.00 45.80 
800 hz 0.20 0.31 0.00 0.00 69.58 

1000 hz 0.42 0.40 0.00 0.30 84.92 
1200 hz 0.36 0.33 0.43 0.60 87.00 
1400 hz 0.20 0.33 0.60 0.56 93.78 
1600 hz 0.27 0.25 0.45 0.67 85.42 

Target 55 No Context Criminal No Context Criminal  
600 hz 0.00 0.09 0.18 0.27 50.57 
800 hz 0.00 0.08 0.80 0.77 81.07 

1000 hz 0.00 0.00 0.83 1.00 88.52 
1200 hz 0.00 0.00 0.86 1.00 90.75 
1400 hz 0.00 0.00 0.93 1.00 95.19 
1600 hz 0.00 0.00 0.91 1.00 92.59 

Target 56 No Context Criminal No Context Criminal  
600 hz 0.00 0.31 0.00 0.00 37.65 
800 hz 0.33 0.36 0.25 0.27 58.34 

1000 hz 0.13 0.33 0.60 0.40 75.00 
1200 hz 0.40 0.56 0.53 0.33 87.22 
1400 hz 0.18 0.33 0.55 0.67 89.06 
1600 hz 0.00 0.36 0.71 0.64 90.15 

Target 57 No Context Criminal No Context Criminal  
600 hz 0.00 0.17 0.09 0.00 50.60 
800 hz 0.06 0.00 0.24 0.27 75.41 

1000 hz 0.20 0.08 0.20 0.38 80.77 
1200 hz 0.08 0.20 0.67 0.70 86.19 
1400 hz 0.07 0.20 0.93 0.67 91.43 
1600 hz 0.20 0.22 0.73 0.78 93.18 

Target 58* No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.00 0.00 70.18 
800 hz 0.00 0.20 0.00 0.40 84.85 

1000 hz 0.14 0.07 0.36 0.40 80.61 
1200 hz 0.07 0.00 0.33 0.44 87.68 
1400 hz 0.00 0.08 0.55 0.08 80.68 
1600 hz 0.00 0.09 0.12 0.27 84.42 

Target 59 No Context Criminal No Context Criminal  
600 hz 0.42 0.40 0.33 0.60 84.41 
800 hz 0.21 0.13 0.71 0.87 89.53 

1000 hz 0.07 0.44 0.80 0.56 93.49 
1200 hz 0.09 0.17 0.82 0.83 90.48 
1400 hz 0.00 0.18 0.94 0.82 95.82 
1600 hz 0.11 0.08 0.78 0.85 92.47 



141 

Target 60 No Context Criminal No Context Criminal  
600 hz 0.10 0.08 0.80 0.58 91.20 
800 hz 0.09 0.08 0.73 0.83 86.58 

1000 hz 0.04 0.00 0.85 0.96 94.24 
1200 hz 0.00 0.00 0.92 1.00 97.13 
1400 hz 0.07 0.00 0.86 0.93 93.15 
1600 hz 0.07 0.22 0.93 0.78 95.56 

Target 61 No Context Criminal No Context Criminal  
600 hz 0.14 0.13 0.29 0.40 60.56 
800 hz 0.00 0.11 0.67 0.67 81.49 

1000 hz 0.00 0.08 0.82 0.83 84.03 
1200 hz 0.00 0.00 0.88 0.91 92.03 
1400 hz 0.00 0.00 1.00 1.00 96.03 
1600 hz 0.00 0.00 1.00 1.00 95.00 

Target 5** No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.45 0.56 43.67 
800 hz 0.00 0.00 0.86 0.78 37.96 

1000 hz 0.00 0.13 1.00 0.75 72.72 
1200 hz 0.00 0.00 0.92 0.78 72.92 
1400 hz 0.00 0.00 0.91 1.00 81.42 
1600 hz 0.00 0.00 0.92 1.00 90.88 

Target 17** No Context Criminal No Context Criminal  
600 hz 0.15 0.20 0.46 0.10 65.52 
800 hz 0.00 0.11 0.78 0.89 77.46 

1000 hz 0.08 0.08 0.92 0.92 88.30 
1200 hz 0.00 0.00 1.00 1.00 88.71 
1400 hz 0.00 0.00 1.00 1.00 86.86 
1600 hz 0.00 0.00 1.00 1.00 99.08 

Target 25** No Context Criminal No Context Criminal  
600 hz 0.50 0.33 0.25 0.00 35.12 
800 hz 0.46 0.27 0.00 0.00 40.41 

1000 hz 0.45 0.70 0.27 0.10 55.13 
1200 hz 0.38 0.69 0.54 0.15 68.14 
1400 hz 0.10 0.60 0.90 0.40 72.47 
1600 hz 0.25 0.56 0.63 0.44 80.56 

Target 45** No Context Criminal No Context Criminal  
600 hz 0.00 0.00 0.11 0.20 32.91 
800 hz 0.00 0.00 0.56 0.33 55.48 

1000 hz 0.00 0.17 0.88 0.50 67.86 
1200 hz 0.00 0.00 0.92 0.89 92.22 
1400 hz 0.00 0.00 0.78 0.89 75.55 
1600 hz 0.00 0.00 0.85 1.00 93.57 
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Note. Degradation levels highlighted in blue represent the degradation levels used for recordings 
in Studies 1 and 3. Degradation levels highlighted in yellow represent the minimally degraded 
recordings selected for Study 2. Degradation levels highlighted in green represent the moderately 
degraded recordings selected for Study 2. Target statements highlighted in red were not included 
in any of the studies. For Target statement 51 1400 Hz (highlighted in grey), the wrong statement 
played, and thus, there is not data for this degradation level.  
*These recordings were not included in Study 2.  
**These recordings were not included in Pilot 2 but were included in Pilot 1 and used in Studies 
1-3.  
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Appendix F. 
 
Incriminating Transcripts Used in Studies 2 and 3  

Note: Items with an Asterisk were Used in Study 3 Only.  

 

I kept my knife hidden from him. 

Next thing I knew, there was blood everywhere.  

She didn’t know it, but I was armed.  

I knew I needed to kill him. 

She was scared of what I was going to do to her. 

I had to get rid of that body. 

I snapped because I was so pissed at him.  

After everything he’d done to me, it was time for payback.*  

I didn’t feel bad when I saw what I’d done to him. 

I looked at him and told him he was dead.* 

He was becoming a real problem to have around. 

He stopped breathing, and I knew it was over. 

I never mean to injure him. 

I bet he never expected me to mug him. 

I buried all of his stuff, even his clothes. 

I bashed him while he wasn’t looking.  

I shot him over and over again.  
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He wouldn’t listen to me so I started choking him. 

He saw me pull out my gun.  

I remember the day that I stole her car. 

I strangled them late that night.  

I never meant to hurt her. 

I broke in their house in the middle of the night. 

I took all her money while she wasn’t looking. 

I slit her neck when she turned away from me. 

I drowned them behind my house. 

I killed them in my house. 

She didn’t know that I robbed the bank that night. 

I started the fire in the house right in time. 

I told him I could give him a deal on some drugs. 

I checked to make sure he wasn’t breathing. 

I choked them in the water.*  

I dumped both of them in the lake. 

As she turned to walk away, I grabbed her throat. 

She wouldn’t stop crying so I broke her arm. 

I went to go do the crime with him. 

I stabbed him over and over again.* 

I had to stab them before it was too late.* 

I made sure he was dying. 

He begged me not to hurt him. 
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I left them there to die. 

I raped her body in front of all those guys. 

I mugged her so I could get some money. 

I told him we needed to kill them. 

I shot all of those guys up. 

I got scared when I saw what I’d done to him.* 

I dropped my gun on the floor. 

I buried her outside my house. 
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Appendix G. 
 
Directions Participants Received Across the Different 
Conditions in Study 3 

 

No Transcripts 

Part 1:  

Throughout this survey, you will hear a series of audio recordings. On each page, you 

will hear one recording. Once the recording finishes, you can proceed to the next page. 

You will do this until you've listened to all of the recordings. Please listen to the 

recordings carefully. 

 

Part 2:  

In the second part of this study, you will hear the same audio recordings that you heard in 

the first part of the study. You will hear each recording once and you will be asked to 

transcribe what you hear. Please listen to the recordings carefully and type what you hear 

into a box on the screen. If you're not sure, give your best guess. Once you have finished 

typing, please proceed to the next page.  

 

(No) Delay/No Instructions 

Part 1:  

Imagine you are a juror in a series of criminal trials. The primary evidence against each 

of the accused is a series of audio recordings that come from wiretapped conversations 
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with the accused. You will see written transcripts of each statement that are presented at 

the same time as the statement. Please listen to the statements and read the transcriptions 

carefully. 

 

On each page, you will hear one recording and see the corresponding transcript. Once the 

recording finishes, you can proceed to the next page. You will do this until you've 

listened to all of the recordings. Please listen to the recordings carefully. 

 

Part 2:  

In the second part of this study, you will hear the same audio recordings that you heard in 

the first part of the study without the transcripts. You will hear each recording once and 

you will be asked to transcribe what you hear. Please listen to the recordings carefully 

and type what you hear into a box on the screen. If you're not sure, give your best guess. 

Once you have finished typing, please proceed to the next page.  

 

 

(No) Delay/Instructions 

Part 1:  

Imagine you are a juror in a series of criminal trials. The primary evidence against each 

of the accused is a series of audio recordings that come from wiretapped conversations 

with the accused. You will see written transcripts of each statement that are presented at 

the same time as the statement. Please listen to the statements and read the transcriptions 

carefully. 

 

The transcripts are just an aid to help you follow the recordings as they are played. The 

transcripts are not evidence. Only the recordings themselves are evidence. If what you 
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read on the transcripts differs from what you hear in the recordings, you are to go by what 

you hear for yourself, and not what you read in the transcript. Please follow carefully as 

the recordings are played.  

 

On each page, you will hear one recording and see the corresponding transcript. Once the 

recording finishes, you can proceed to the next page. You will do this until you've 

listened to all of the recordings. Please listen to the recordings carefully. 

 

Part 2:  

You will hear the same audio recordings that you heard in the first part of the study 

without the transcripts. Remember that the transcripts were just an aid to help you follow 

the recordings. The transcripts were not evidence. Only the recordings themselves are 

evidence. If what you read on the transcripts differs from what you hear in the recordings, 

you are to go by what you hear for yourself. 

The recordings will now be played once again, without the transcripts. Please listen to 

each recording and type the statement as you heard it in the box. If you're not sure, give 

your best guess. Once you have finished typing, please proceed to the next page.  
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