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Abstract

The Constraint Satisfaction Problem (CSP) provides a general framework for a wide range
of combinatorial problems dealing with mappings and assignments, including satisfiability,
graph colorability, and systems of polynomial equations. Followed by seminal work of Feder
and Vardi 1993, universal algebraic techniques have been developed and quite successfully
employed in studies of CSPs from different perspectives. In this dissertation, we consider
two significant generalizations of CSPs, namely the Ideal Membership Problem (IMP) and
Valued CSP (VCSP), and study them through the lens of universal algebra.

IMP is a fundamental algorithmic problem in which we are given a real polynomial f and
an ideal I and the question is to decide whether f belongs to the ideal I. We consider a
systematic study of IMPs arising from CSPs where the type of constraints is limited to
relations from a constraint language. We show that many CSP techniques can be translated
to IMPs thus allowing us to significantly improve the methods of studying the complexity
of the IMP. We also develop universal algebraic techniques for the IMP that have been so
useful in the study of the CSP. This allows us to prove a general necessary condition for the
tractability of the IMP, and several sufficient ones. We furthermore introduce a variant of
the IMP and study its complexity. We prove several algorithmic consequences of it such as
a unifying framework to design polynomial-time algorithm to construct Gröbner Bases for
many combinatorial problems. Finally, we study applications of our results in automatability
of Sum-of-Squares (SoS) proofs and construction of Theta Bodies of combinatorial problems.

We then turn our attention to the most general optimization variant of the CSP namely,
Valued Constraint Satisfaction Problem (VCSP), which deals with both feasibility and op-
timization. We consider the Minimum Cost H-coloring problem which is an important type
of VCSP and is a natural optimization version of the classical H-coloring problem. We give
a complete classification of graphs, in terms of their polymorphisms, for which the Mini-
mum Cost H-coloring is approximable within a constant factor, and present several positive
results regarding digraphs. From a more practical point of view, VCSPs are at the core of
many machine learning and data mining tasks and in numerous number of such applica-
tions the underlying VCSPs satisfy the submodularity property. We study central topics in
machine learning, namely differential privacy and sparsification, in the context of submod-
ularity, and present several algorithmic results.
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Chapter 1

Introduction

Computational problems from many different areas involve finding an assignment of values
to a set of variables, where that assignment must satisfy some specified feasibility conditions
and perhaps optimize some specified objective function. This includes classical problems
such as graph coloring problems and integer programming, to name a few . In this thesis we
focus on a generic framework for such problems that captures their general form. Bringing
all such problems into a common framework draws attention to common aspects that they
all share, and allows a very general algebraic approach for analysing their complexity to
be developed. The primary motivation for this line of research is to understand the general
picture of complexity within this general framework, rather than to develop specialized
techniques for specific applications.

This thesis revolves around the Constraint Satisfaction Problems (CSPs). In a CSP we
are given a set of variables and a collection of constraints, and we have to decide whether the
variables can simultaneously be assigned values so that all the constraints are satisfied. This
provides a general framework for a wide range of combinatorial problems. CSPs are at the
core of many combinatorial optimization problems arising in machine learning, graph theory,
economics, game theory, to name a few. For instance, many fundamental problems such as
Minimum/Maximum Cut, Minimum Vertex Cover, Maximum Clique, and etc, are examples of
various optimization versions of CSPs.

As a consequence of these applications, CSPs and their (optimization) variants have
been the subject of extensive body of research. In particular, following the seminal works of
Schaefer 1978 [196] and Feder and Vardi 1993 [78], universal algebraic techniques have been
developed and quite successfully employed in studies of CSPs from different perspectives,
such as their approximability and complexity classifications [18]. The heart of the universal
algebraic technique is to study the high level symmetry of the solution sets. As Jeavons et
al. [121] discovered in the mid 90s, symmetries or lack thereof of combinatorial structures in
many cases determine the complexity of the corresponding computational problems. This
is a very intuitive and natural property with an elegant theory evolved around it, and
over the course of 20 years has been instrumental in resolving a number of long standing
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open problems, most important of which is the CSP Dichotomy Conjecture by Feder and
Vardi [78] which was recently confirmed by Bulatov and Zhuk in [35, 222]. The main focus
of this thesis is to investigate and advance these techniques and theories for fundamental
problems in mathematics and theoretical computer science, namely polynomial ideal mem-
bership problem, graph coloring problems, and central topics in machine learning, namely
differential privacy and sparsification.

1.1 Constraint Satisfaction Problems

Let D be a finite set, it will often be referred to as a domain. An n-ary relation on D is
a set of n-tuples of elements from D; we use RD to denote the set of all finitary relations
on D. A constraint language is a subset of RD, and may be finite or infinite. Note that if
we order (or just name) relations in a constraint language Γ with domain D, then Γ can
be viewed as a relational structure (D;R1, R2, . . . ), or equivalently as a relational database,
with universe D.

A constraint over a constraint language Γ ⊆ RD is a pair ⟨s, R⟩ with s = (x1, . . . , xk) a
list of variables of length k (not necessarily distinct), called the constraint scope, and R a
k-ary relation on D, belonging to Γ, called the constraint relation. Another common way to
denote a constraint ⟨s, R⟩ is by R(s), that is, to treat R as a predicate, and we will use both
notations interchangeably. A constraint is satisfied by a mapping φ : {x1, . . . , xk} → D if
(φ(x1), . . . , φ(xk)) ∈ R.

Definition 1.1.1 (Constraint Satisfaction Problem). The constraint satisfaction problem
over a constraint language Γ ⊆ RD, denoted CSP(Γ), is defined to be the decision problem
with instance P = (X,D,C), where X is a finite set of variables, D is the domain, and C

is a set of constraints over Γ with variables from X. The goal is to decide whether or not
there exists a solution, i.e. a mapping φ : X → D satisfying all of the constraints. We will
use Sol(P) to denote the (possibly empty) set of solutions of P.

Throughout this thesis we work with CSPs arising from a fixed constraint language e.g.,
constraint languages over a fixed domain and with relations of fixed arities. The CSP over
a fixed language can also be formulated as the homomorphism problem between relational
structures with a fixed target structure [65, 78]. Assume that we have two relational struc-
tures ∆ = (E;S1, S2, . . . ) and Γ = (D;R1, R2, . . . ) which are similar, i.e. they have the same
number of relations and the corresponding relations have the same arity. A homomorphism
from ∆ to Γ is a mapping φ : E → D such that, for all i, if a = (a1, a2, . . . ) ∈ Si then
φ(a) = (φ(a1), φ(a2), . . . ) ∈ Ri. Then CSP(Γ) is equivalent to the problem of deciding
whether a given relational structure ∆ similar to Γ has a homomorphism to Γ.

Example 1.1.2. In the k-Coloring problem we need to decide the existence of a proper
k-coloring of a given graph G. It can be stated as a CSP by treating the vertices of G
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as variables that need to be assigned one of the k colors, and edges of G as constraints
requiring that if uv ∈ E(G) then the values of u, v satisfy the predicate ̸=k (u, v), which
is the disequality relation on the set of colors. Note that k-Coloring can also be naturally
represented in the homomorphic form: Any proper k-coloring of G is a homomorphism from
G to the complete graph on k vertices. Accordingly, one can generalize k-Coloring to H-
Coloring, where H is a fixed graph. The goal in this problem is to decide the existence of a
homomorphism from a given graph G to H.

Example 1.1.3. A constraint language for the 3-SAT problem is as follows

Γ3-SAT = {Rijk | i, j, k ∈ {0, 1}}, where Rijk = {0, 1}3 \ {(i, j, k)}.

For instance, the formula,

(x1 ∨ ¬x2 ∨ x3) ∧ (¬x4 ∨ x5 ∨ x1) ∧ (¬x1 ∨ ¬x4 ∨ ¬x3)

corresponds to the following instance of CSP(Γ3-SAT)

R010(x1, x2, x3), R100(x4, x5, x1), R111(x1, x4, x3).

It is known [35, 222] that for any constraint language Γ (finite or infinite) on a finite set
the problem CSP(Γ) is either solvable in polynomial time or is NP-complete.

1.2 Ideal Membership Problem and CSPs

The Ideal Membership Problem. The study of polynomial ideals and algorithmic
problems related to them goes back to David Hilbert [114]. In spite of such a heritage,
methods developed in this area till these days keep finding a wide range of applications
in mathematics and computer science. In this thesis we consider the Ideal Membership
Problem (IMP for short), in which the goal is to decide whether a given polynomial belongs
to a given ideal. It underlies such proof systems as Nullstellensatz, Polynomial Calculus,
and Ideal Proof System [92].

To introduce the problem more formally, let F be a field and F[x1, x2, . . . , xn] denote
the ring of polynomials over F with indeterminates x1, . . . , xn. In this thesis F is always the
field of real or complex numbers. A set of polynomials I ⊆ F[x1, x2, . . . , xn] is said to be an
ideal if it is closed under addition and multiplications by elements from F[x1, x2, . . . , xn].
By the Hilbert Basis Theorem every ideal I has a finite generating set [113], that is, there
exists P = {f1, f2, . . . , fr} ⊆ F[x1, x2, . . . , xn] such that for every f0 ∈ F[x1, x2, . . . , xn] the
polynomial f0 belongs to I if and only if there exists a proof, that is, polynomials h1, . . . , hr

such that the identity f0 = h1f1 + · · · + hrfr holds. Such proofs will also be referred to as
ideal membership proofs. We then write I = ⟨P ⟩. The Hilbert Basis Theorem allows one
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to state the IMP as follows: given polynomials f0, f1, . . . , fr decide whether there exists a
proof that f0 ∈ ⟨f1, . . . , fr⟩.

In many cases combinatorial or optimization problems can be encoded as collections of
polynomials, and the problem is then reduced to proving or refuting that some polynomial
vanishes at specified points or is nonnegative at those points. Polynomial proof systems can
then be applied to find a proof or a refutation of these facts. Polynomial Calculus, Nullstel-
lensatz, and the Ideal Proof System are some of the standard techniques to check for zeroes
of a polynomial, and Sum-of-Squares (SOS) allows to prove or refute the nonnegativity of a
polynomial. We may be interested in the length or degree of a proof in one of those systems.
Sometimes such proofs can also be efficiently found — such proof systems are referred to
as automatable — and in those cases we are also concerned with the complexity of finding
a proof.

The general IMP is a difficult problem and it is not even obvious whether or not it is
decidable. The decidability was established in [111, 194, 197]. Then Mayr and Meyer [164]
were the first to study the complexity of the IMP. They proved an exponential space lower
bound for the membership problem for ideals generated by polynomials with integer and
rational coefficients. Mayer [163] went on establishing an exponential space upper bound for
the IMP for ideals over Q, thus proving that such IMPs are EXPSPACE-complete. The
source of hardness here is that a proof that f0 ∈ ⟨P ⟩ may require polynomials of exponential
degree. In the cases when the degree of a proof has a linear bound in the degree of f0, the
IMP can be solved more efficiently. (There is also the issue of exponentially long coefficients
that we will mention later.)

Combinatorial ideals. By Hilbert’s Nullstellensatz, polynomial ideals can often be char-
acterized by the set of common zeroes of all the polynomials in the ideal. Such sets are
known as affine varieties and provide a link between ideals and combinatorial problems,
where an affine variety corresponds to the set of feasible solutions of a problem. Combinato-
rial problems give rise to a fairly narrow class of ideals known as combinatorial ideals. The
corresponding varieties are finite, and therefore the ideals itself are zero-dimensional and
radical. The former implies that the IMP can be decided in single-exponential time [62],
while the latter will be important later for IMP algorithms. Indeed, if the IMP is restricted
to radical ideals, it is equivalent to (negation of) the question: given f0, f1, . . . , fr does there
exists a zero of f1, . . . , fr that is not a zero of f0.

To illustrate the connection we consider the following simple example. We claim that
the graph in Figure 1.1 is 2-colorable if and only if polynomials

x(1− x), y(1− y), z(1− z), x+ y − 1, x+ z − 1, y + z − 1
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have a common zero. Indeed, denoting the two possible colors 0 and 1, the first three
polynomials guarantee that the only zeroes this collection of polynomials can have are such
that x, y, z ∈ {0, 1}. Then the last three polynomials make sure that in every common
zero the values of x, y, z are pairwise different, and so correspond to a proper coloring of the
graph. Of course, the graph in the picture is not 2-colorable, and by the Weak Nullstellensatz
this is so if and only if the constant polynomial 1 belongs to the ideal generated by the
polynomials above. A proof of that can be easily found

1 = (−4) [x(x− 1)] + (2x− 1) ([x+ y − 1]− [y + z − 1] + [x+ z − 1]) .

x

y z

Figure 1.1: Graph 2-colorability

The special case of the IMP with f0 = 1 has been studied for combinatorial problems
in the context of lower bounds on Polynomial Calculus, Nullstellensatz proofs, and the
Ideal Proof System, see e.g. [20, 46, 91, 92]. A broader approach of using polynomials to
represent finite-domain constraints has been explored in [53, 122]. Clegg et al., [53], discuss a
propositional proof system based on a bounded degree version of Buchberger’s algorithm [30]
for finding proofs of unsatisfiability. Jefferson et al., [122] use a modified form of Buchberger’s
algorithm that can be used to achieve the same benefits as the local-consistency algorithms
which are widely used in constraint processing.

Complexity of the IMP and its applications in other proof systems. Whenever
the degree of a proof h1, . . . , hr is bounded, that is, the degree of each hi is bounded by
a constant, there is an LP or SDP program of polynomial size whose solutions are the
coefficients of the proof. If in addition the solution of the LP or SDP program can be
represented by a polynomial number of bits (thus having low bit complexity), a proof can be
efficiently found. This property also applies to SOS and provides one of the most powerful
algorithmic methods for optimization problems.

It was recently observed by O’Donnell [178] that low degree of proofs does not necessarily
implies its low bit complexity. More precisely, he presented a collection of polynomials and
a polynomial such that there are low degree proofs of nonnegativity for these polynomials,
that is, there also exists a polynomial size SDP whose solutions represent a SOS proof of
that. However, the size of those solutions are always exponential (or the proof has high bit
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complexity), and therefore the Ellipsoid method will take exponential time to find them. It
therefore is possible that every low degree SOS proof has high bit complexity. Raghavendra
and Weitz [192] also demonstrated an example showing that this is the case even if all the
constraints in the instance are Boolean, that is, on a 2-element set.

The examples of O’Donnell and Raghavendra-Weitz indicate that it is important to
identify conditions under which low degree proofs (Nullstellensatz, Polynomial Calculus,
or SOS) exist and also have low bit complexity. Raghavendra and Weitz [192] suggested
some sufficient conditions of this kind for SOS proofs that are satisfied for a number of well
studied problems such as Matching, TSP, and others. More precisely, they formulate three
conditions that a polynomial system ought to satisfy to yield for a low bit complexity SOS
proof. Two of these conditions hold for the majority of combinatorial ideals, while the third,
the low degree of Nullstellensatz, is the only nontrivial one. Noting that Nullstellensatz
proofs are basically witnesses of ideal membership, the IMP is at the core of all the three
proof systems.

IMP and CSP. Following [122, 212, 161] every CSP can be associated with a polyno-
mial ideal. Let CSP P be given on variables x1, . . . , xn that can take values from a set
D = {0, . . . , t − 1}. The ideal I(P) of F[x1, . . . , xn] whose corresponding variety equals
the set of solutions of P is constructed as follows. First, for every xi the ideal I(P) con-
tains a domain polynomial fD(xi) whose zeroes are precisely the elements of D. Then for
every constraint R(xi1 , . . . , xik), where R is a predicate on D, the ideal I(P) contains a
polynomial fR(xi1 , . . . , xik) that interpolates R, that is, for (xi1 , . . . , xik) ∈ Dk it holds
fR(xi1 , . . . , xik) = 0 if and only if R(xi1 , . . . , xik) is true. Note that for a fixed constraint
language of fixed arity the polynomials fR have constant degree. This model generalizes a
number of constructions used in the literature to apply Nullstellensatz or SOS proof systems
to combinatorial problems, see, e.g., [20, 46, 91, 192].

The construction above also provides useful connections between the IMP and the CSP.
For instance, the CSP P is unsatisfiable if and only if the variety associated with I(P) is
empty, or equivalently, if and only if 1 ∈ I(P) (1 here denotes the polynomial of degree 0).
In this sense it is related to the standard decision version of the CSP. However, since I(P) is
radical for any instance P, the IMP reduces to verifying whether every point in the variety
of I(P) is a zero of f0. Thus, it is probably closer to the CSP Containment problem (given
two CSP instances over the same variables, decide if every solution of the first one is also
a solution of the second one), which has mainly been studied in the context of Database
theory and Conjunctive Query Containment, see, e.g., [135].

Mastrolilli in [161] initiated a study of the IMP parameterized by constraint languages.
Let IMP(Γ) be the IMP restricted to ideals produced by instances from CSP(Γ). As
was observed above, the complement of CSP(Γ) reduces to IMP(Γ), and so IMP(Γ) is
coNP-complete whenever CSP(Γ) is NP-hard. Therefore the question posed in [161] is:
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Problem 1.2.1. For which constraint languages Γ is it possible to efficiently find a gener-
ating set for the ideal I(P), P ∈ CSP(Γ), that allows for a low bit complexity proof of ideal
membership?

Mastrolilli [161] (along with [25]) resolved this question in the case when Γ is a Boolean
language, that is, over the set {0, 1}. He proved that in this case IMP(Γ) is polynomial
time solvable, and moreover ideal membership proofs can be efficiently found, too, for any
Boolean Γ for which CSP(Γ) is polynomial time solvable. However, IMP(Γ) in [161] satisfies
two restrictions. First, the result is obtained under the assumption that Γ contains the
constant relations that allows one to fix a value of a variable. Mastrolilli called such languages
idempotent. We will show that this suffices to obtain a more general result. Second, in the
majority of cases a bound on the degree of the input polynomial f0 has to be introduced. The
IMP where the input polynomial has degree at most d will be denoted by IMPd, IMPd(Γ).
The exact result is that for any idempotent Boolean language Γ the problem IMPd(Γ) is
polynomial time solvable for any d when CSP(Γ) is polynomial time solvable, and an ideal
membership proof can be efficiently found, otherwise there is a constant d ∈ {0, 1, 2} such
that IMPd(Γ) is coNP-complete. We will reflect on the distinction between IMP and IMPd

later in the thesis, but do not go deeply into that. The case when CSP(Γ) is equivalent
to solving systems of linear equations modulo 2 was also considered in [25] fixing a gap
in [161]. There has been very little work done on IMP(Γ) beyond 2-element domains. The
only results we are aware of are [24, 26]. In [24], authors prove IMPd(Γ) is polynomial time
when Γ is on a 3-element domain and is invariant under the so-called dual-discriminator
operation. This is extended to the case where Γ is on any finite domain and is invariant
under the dual-discriminator operation [26]. Being invariant under the dual-discriminator
operation imposes very strong restrictions on the relations from Γ; we will discuss this case
in greater details in Section 4.1.

The main tool for proving the tractability of IMP(Γ) is constructing a Gröbner Basis of
the corresponding ideal. It is not hard to see that the degree of polynomials in a Gröbner
Basis of an ideal of F[x1, . . . , xn] that can occur in IMP(Γ) is only bounded by n|D|, where Γ
is over a set D. Therefore the basis and polynomials themselves can be exponentially large in
general. In fact, this is the main reason why considering IMPd(Γ) instead makes the problem
easier. For solving this problem it suffices to find a d-truncated Gröbner Basis, in which the
degree of polynomials is bounded by d, and so such a basis always has polynomial size.
Thus, the (possible) hardness of IMPd(Γ) is due to the hardness of constructing a Gröbner
Basis.

Our contributions. In this thesis we expand on [161] and [24, 25] in several ways. We
consider IMP(Γ) for languages Γ over arbitrary finite set and attempt to obtain general
results about such problems. However, we mainly focus on a slightly different problem than
Problem 1.2.1.
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IMPd(Γ)

Input: An instance P of CSP(Γ) and polynomial f ∈ F[X] of degree at most d,
Goal: Decide if f ∈ I(P).

Note that answering whether f0 belongs to a certain ideal does not necessarily mean
finding an ideal membership proof of that. However, we will argue that, firstly, in many
applications this is the problem we need to solve and therefore our results apply. Secondly, in
Section 5.1.2 we will show that in all the known cases if the existence of an ideal membership
proof can be efficiently decided, such a proof can also be efficiently found.

In Chapter 2 we provide the necessary definitions and notion and give a fairly detailed
overview of our results. Our results are based on papers [41, 42, 43] and can be separated
into the following groups.

Expanding the constraint language. In Section 3.1 we study reductions between
IMP’s when the language Γ is enlarged in certain ways. The methods we apply are standard
in the CSP research and include adding constant relations, primitive-positive (pp-) defin-
able and pp-interpretable relations. We prove that in each case the IMP over the resulting
constraint language is polynomial time reducible to the IMP over the original language.

Theorem 1.2.2. Let Γ be a constraint language over D and Γ∗ denote Γ with added constant
relations. The problem IMP(Γ∗) is polynomial time reducible to IMP(Γ), and for any d the
problem IMPd(Γ∗) is polynomial time reducible to IMPd+|D|(|D|−1)(Γ).

Expanding a constraint language by means of pp-definitions and pp-interpretations is
at the core of the so-called algebraic approach to the CSP. This approach was first applied
to various proof systems in [6], although that work is mostly concerned with proof com-
plexity rather than computational complexity. Mastrolilli [161] ventured into pp-definability
without proving any reductions. In particular, our first reductions techniques from [161] for
projections of ideals. It will later allow us to develop further universal algebra techniques
for the IMP. The second part of the following theorem will also work towards more powerful
universal algebra methods.

Theorem 1.2.3. (1) Let Γ,∆ be constraint languages over the same set D, ∆ is finite,
and every relation from ∆ is pp-definable in Γ. Then IMP(∆) is polynomial time
reducible to IMP(Γ) and IMPd(∆) is polynomial time reducible to IMPd(Γ) for any
d.

(2) Let Γ,∆ be constraint languages, ∆ is finite, and ∆ is pp-interpretable in Γ. Then
there is a constant k such that IMPd(∆) is polynomial time reducible to IMPkd(Γ)
for any d.
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In Section 3.3 we introduce a technique new to the IMP research, although it has been
extensively used for the CSP. This technique is multi-sorted problems in which every variable
has its own domain of values. This framework is standard for the CSP, and also works very
well for the IMP, as long as the domain of each variable can be embedded into the field of real
or complex numbers. However, many concepts such as pp-definitions, pp-interpretations,
polymorphisms have to be significantly adjusted, and several existing results have to be
reproved in this more general setting. However, in spite of this extra work, the multi-sorted
IMP may become the standard framework in this line of research.

Polymorphisms and algebras. A polymorphism of a constraint language Γ over a set
D is a multi-ary operation on D that can be viewed as a multi-dimensional symmetry of
relations from Γ. As in the case of the CSP, our reductions imply polymorphisms of Γ is
what determines the complexity of IMP(Γ). This allows us to represent IMPs through
polymorphisms and classify the complexity of IMPs according to the corresponding poly-
morphisms.

Theorem 1.2.4. Let Γ,∆ be constraint languages on a finite set D and ∆ finite and let
Pol(Γ),Pol(∆) denote the set of all polymorphisms of Γ and ∆, respectively. If Pol(Γ) ⊆
Pol(∆) then IMP(∆) [IMPd(∆)] is polynomial time reducible to IMP(Γ) [IMPd(Γ)].

In Section 3.2.2, we shall open the way to the use of a further set of powerful analytical
tools by making the final translation step, from sets of operations (e.g., polymorphisms) to
algebras. We prove that the standard features of the universal algebraic approach to the CSP
work for IMP as well. These include reductions for standard algebraic constructions such as
subalgebras, direct powers, and homomorphic images. One implication of these results is a
necessary condition for tractability of IMP(Γ) that follows from a similar one for the CSP.

Sufficient conditions for tractability. The method of classifying the complexity of
IMPs through polymorphisms has been initiated by Mastrolilli and Bharathi [24, 25, 161],
although mainly for 2-element sets and one case of finite domain. In Chapter 4, we apply this
approach to obtain several sufficient conditions for tractability of the IMP(Γ): when Γ has
a semilattice or the dual-discriminator polymorphism, or the affine polymorphism modulo a
prime number. The latter case covers all problems IMP(Γ), in which every relation from Γ
can be represented by a system of linear equations modulo a prime number. We furthermore
prove tractability of IMP(Γ) when Γ has the affine operation of an Abelian group as its
polymorphism; these types of constraint languages are considered one of the most important
types of tractable CSPs.

Theorem 1.2.5. Let Γ be a constraint language over a set D. Then if one of the following
conditions holds, IMPd(Γ) is decidable in polynomial time for any d.
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1. Γ has the dual-discriminator polymorphism (i.e. a ternary operation g such that
g(x, y, z) = x unless y = z, in which case g(x, y, z) = y);

2. Γ has a semilattice polymorphism (i.e. a binary operation f such that f(x, x) = x,
f(x, y) = f(y, x), and f(f(x, y), z) = f(x, f(y, z)));

3. |D| = p, p prime, and Γ has an affine polymorphism modulo p (i.e. a ternary oper-
ation h(x, y, z) = x ⊖ y ⊕ z, where ⊕,⊖ are addition and subtraction modulo p, or,
equivalently, of the field GF(p)). In this case every CSP can be represented as a system
of linear equations over GF(p).

4. D is an Abelian group and the affine operation x − y + z of D is a polymorphism of
Γ.

The three polymorphisms mentioned above have played an important role in the CSP
research. For one reason they completely cover the tractable cases when |D| = 2 and there-
fore the results of [161, 25], although we used some results (on semilattice polymorphisms)
from [161]. Second, it has been observed that there are two main algorithmic approaches
to solving the CSP. The first one is based on the local consistency of the problem. CSPs
that can be solved solely by establishing some kind of local consistency are said to have
bounded width [40, 17]. The property to have bounded width is related to a rather surpris-
ing number of other seemingly unrelated properties, see e.g. [6, 208]. CSP algorithms of the
second type are based on the few subalgebras property and achieve results similar to those
of Gaussian elimination: they construct a concise representation of the set of all solutions of
a CSP [36, 118]. Problems CSP(Γ) where Γ has an affine polymorphism were pivotal in the
development of few subpowers algorithms, and, in a sense, constitute the main nontrivial
case of them. Among our results on the IMP, IMP(Γ) for Γ invariant under a semilattice or
dual-discriminator polymorphism (a special kind of majority polymorphisms) belong to the
local consistency part of the algorithmic spectrum, while those for Γ invariant with respect
to an affine operation are on the ‘few subalgebras’ part of it. It is therefore important to
observe differences in approaches to the IMP in these two cases.

The IMP with indeterminate coefficients. Chapter 5 consists of a number of appli-
cations of the techniques developed in Chapters 3 and 4. The key to those applications is an
extension of the IMP defined as follows. Given an ideal I ⊆ F[x1, . . . , xn] and a vector of ℓ
polynomials M = (g1, . . . , gℓ), the χIMP asks if there exist coefficients c = (c1, . . . , cℓ) ∈ Fℓ

such that cM = ∑ℓ
i=1 cigi belongs to the ideal I.

As with the regular IMP, χIMP can be parametrized by specifying a constraint language
Γ, in which case the resulting problem χIMP(Γ) (or χIMPd(Γ) if the degree of input
polynomials is bounded) only allows ideal produced by instances of CSP(Γ).
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We prove that χIMPd(Γ) can be solved in polynomial time when a (d-truncated)
Gröbner Basis can be efficiently generated, and also admits the same reductions as the
IMP. This theorem allows us to show that for every Γ for which IMPd(Γ) is polynomial
time solvable, so is χIMPd(Γ). This includes constraint languages invariant under dual-
discriminator, semilattice, and affine polymorphisms.

In Section 5.1.2 we use χIMP along with the factor ring F[X]/I modulo an ideal I to
generate a basis for the factor ring consisting of monomials of degree at most d, and then
use it to construct a d-truncated Gröbner Basis for I.

Theorem 1.2.6. Let H be a class of ideals for which χIMPd is polynomial time solvable.
Then there exists a polynomial time algorithm that constructs a degree d Gröbner Basis (with
respect to a grlex ) of an ideal I ∈ H, I ⊆ F[x1, . . . , xn], in time O(nd).

This makes it possible to construct d-truncated Gröbner Bases in all cases IMP(Γ) is
known to be polynomial time. Thus, it basically eliminates the gap between deciding the
existence of an ideal membership proof and finding such a proof.

Applications to SOS and Theta bodies. The problem χIMP and the results men-
tioned above can also be used to study some semialgebraic proof systems such as the SOS.
It also finds applications in the study of theta-bodies. These and other applications are
presented in Sections 5.3 and 5.4.

1.3 Valued Constraint Satisfaction Problems

There are several natural optimization versions of the CSP. Let Γ be a constraint language
over D, then one optimization version of CSP(Γ) is, for every instance P = (X,D,C) of
CSP(Γ), to find a mapping φ : X → D that maximizes (minimizes) the number of satisfied
(unsatisfied) constraints. This problem is known under the name of Max CSP (Min CSP).
For example, the most basic Boolean Max 2-CSP problem is Max Cut where Γ is the graph
containing only one edge. This line of research has received a lot of attention in the literature
and there are very strong results concerning various aspects of approximability of Max 2-CSP
and Min 2-CSP [7, 86, 100, 131, 148]. See [159] for a recent survey on this and approximation
of Max k-CSP and Min k-CSP. Another natural optimization version of the CSP(Γ) is where
not only we are interested in the existence of a satisfying assignment, but want to find the
“best satisfying assignmen”. Examples of such setting include Minimum Cost Homomorphism
[103, 187], (Weighted) Min Ones [4, 60, 129], Min Sol [124, 210], a large class of bounded
integer linear programs, retraction problems [77], Minimum Sum Coloring [13, 85, 141], and
various optimum cost chromatic partition problems [99, 120, 123, 140].

The most general optimization variant of the CSP is the Valued Constraint Satisfaction
Problem, or VCSP for short, which deals with both feasibility and optimization. A valued

11



constraint language Γ is a set of functions on a fixed domain and a VCSP instance over Γ
is given by a sum of functions from Γ with the goal to minimize the sum.

We define the VCSP formally as follows. As before, let D be a fixed finite set and
Q = Q∪{∞} denote the set of rational numbers with (positive) infinity. An r-ary weighted
relation over D is a mapping σ : Dr → Q. We write ar(σ) = r for the arity of σ. A valued
constraint language, or just a constraint language, over D is a set of weighted relations over
D. We denote by VCSP(Γ) the class of all VCSP instances in which the weighted relations
are all contained in Γ.

A valued constraint over a valued constraint language Γ and variable X is an expression
of the form σ(x) where σ is a weighted relation in Γ and x ∈ Xar(σ) is a list of variables,
called the scope of the constraint. A valued constraint is satisfied by a mapping φ : X → D

if σ(φ(x)) <∞.

Definition 1.3.1 (Valued Constraint Satisfaction Problem). An instance P of the valued
constraint satisfaction problem (VCSP) over a valued constraint language Γ is specified by
a finite set X = {x1, . . . , xn} of variables, a finite set D, and an objective function ΣP

expressed as follows:

ΣP(x1, . . . , xn) =
q∑
i=1

σi(xi), (1.1)

where each σi(xi), 1 ≤ i ≤ q, is a valued constraint from Γ. Each constraint may appear
multiple times in P. An assignment to P is a map φ : X → D. The goal is to find an
assignment that minimizes the objective function.

Note that CSPs are a special case of VCSPs with {0,∞}-valued relations with the goal to
determine the existence of a satisfying assignment. Similar to the CSPs, a valued constraint
language Γ is called tractable if VCSP(Γ′) can be solved (to optimality) in polynomial time
for every finite subset Γ′ ⊆ Γ, and Γ is called NP-hard if VCSP(Γ′) is NP-hard for some
finite Γ′ ⊆ Γ.

Example 1.3.2 (Digraph Homomorphism). Given two digraphs G = (V (G), E(G)) and
H = (V (H), E(H)), a mapping f : V (G) → V (H) is a homomorphism from G to H if f
preserves edges, that is, (u, v) ∈ E(G) implies (f(u), f(v)) ∈ E(H). The problem whether
an input digraph G admits a homomorphism to a fixed digraph H is also known as the
H-Coloring problem and has been actively studied in graph theory [105], see also [144]. For
any digraph H, let ΓH be the language that contains just the single binary cost function
σH : V (H)2 → Q defined by

σH(x, y) =

0 if (u, v) ∈ E(H),

∞ otherwise.
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If we add all unary crisp1 functions to ΓH then the resulting VCSP is known as List
H-Coloring or List Homomorphism [105].

Fractional polymorphisms. Analogous to constraint languages, multi-dimensional sym-
metry of valued constraint languages can be associated with a set of operations, known
as the polymorphisms. The complexity of exact minimization of VCSPs is well under-
stood [136, 207], and they are formulated in terms of the existences of particular types
of fractional polymorphisms.

A function ψ : Dk → D is called a k-ary operation on D. For a weighted relation
σ : Dr → Q, we denote by Feas(σ) = {x ∈ Dm | σ(x) is finite} the feasibility relation of σ.
We will view Feas(σ) both as a relation and as a {0,∞}-valued cost function.

Definition 1.3.3 (Polymorphism). Let σ : Dr → Q be a weighted relation. We say that a k-
ary operation ψ : Dk → D is a polymorphism of σ if, for any a1, . . . , ak ∈ Feas(σ) we have
that ψ(a1, . . . , ak) ∈ Feas(σ). Here, by ψ(a1, . . . , ak) we understand the component-wise
action of ψ, that is, if ai = (ai1, . . . , air) then

ψ(a1, . . . , ak) = (ψ(a1
1, . . . , a

k
1), . . . , ψ(a1

r , . . . , a
k
r ))

For a valued constraint language Γ, we denote by Pol(Γ) the set of all operations which
are polymorphisms of all σ ∈ Γ. We write Pol(σ) for Pol({σ}).

A probability distribution ω over the set of k-ary operations on D is called an k-ary
fractional operation. We define supp(ω) to be the set of operations assigned positive prob-
ability by ω. We call ω a fractional polymorphism of σ if supp(ω) ⊆ Pol(σ) and for any
a1, . . . , ak ∈ Feas(σ), we have

Eψ∼ω[σ(ψ(a1, . . . , ak))] ≤ avg{σ(a1), . . . , σ(ak)}.

In this thesis, we make advancement in applications of (fractional) polymorphisms in
different algorithmic aspects of VCSPs. We first turn our attention to approximability of
VCSPs where our ultimate goal is to completely characterize valued constraint languages
for which efficient approximation algorithms are feasible. Secondly, we consider central top-
ics in the intersection of machine learning and optimization. VCSPs are at the core many
machine learning and data mining tasks and an intriguing question is to what extend are
the effects of universal algebraic techniques and polymorphisms in designing algorithms in
such areas. More specifically, our focus is on sparsification and differential privacy. As we
will discuss, these two have been the subject of intense studies both in machine learning
and theoretical computer science communities. In this thesis, we focus on valued constraint

1Crisp functions take only the values 0 or ∞.
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languages that admit the submodularity property. In such case, we first focus on design-
ing efficient sparsification algorithms for submodular functions and study applications and
consequences of our results. In the last chapter of this thesis, we consider designing op-
timization algorithms that preserve differential privacy and discuss several applications of
our algorithms. We hope our studies here help to better understand and advance the notion
of polymorphisms and universal algebraic concepts in algorithm design both in theory and
practice, and points towards uniform approaches for general VCSPs.

1.3.1 Approximation of VCSPs and Minimum Cost H-coloring

For a minimization problem, an α-approximation algorithm is a (randomized) polynomial
time algorithm that finds an approximate solution of cost at most α times the minimum
cost. A constant ratio approximation algorithm is an α-approximation algorithm for some
constant α. For finite VCSPs where weighted relations only takes finite values, Raghaven-
dra [190] showed how to use the basic SDP relaxation to obtain a constant factor approx-
imation. Moreover, he proved that the approximation ratio cannot be improved under the
Unique Game Conjecture (UGC). This constant is not explicit, but there is an algorithm
that can compute it with any given accuracy in doubly exponential time with respect to the
domain size, arity, and the accuracy factor [191]. In another line of research, the power of so-
called basic linear program (BLP) concerning constant factor approximation of finite VCSPs
has been recently studied in [61, 74]. However, the approximability of VCSPs for constraint
languages that are not finite-valued remains poorly understood, and [103, 124, 162] are the
only results on approximation of VCSP for languages that have cost functions that can take
infinite values. The results of [103, 162] deal with the Minimum Cost Homomorphism problem
also known as Minimum Cost H-coloring problem to a digraph which is a generalization and
optimization version of Digraph Homomorphism problem in Example 1.3.2.

Minimum Cost Homomorphism. For a digraph G, let V (G) denote the vertex set
of G, and let A(G) denote the arcs of G. We denote the number of vertices of G by |G|.
Instead of (u, v) ∈ A(G), we use the shorthand uv ∈ A(G) or simply uv ∈ G. A graph G

is a symmetric digraph, that is, xy ∈ A(G) if and only if yx ∈ A(G). An edge is just a
symmetric arc.

Recall that a homomorphism of a digraph G to a digraph H (a.k.a H-Coloring) is a
mapping f : V (G) → V (H) such that for each arc xy of G, f(x)f(y) is an arc of H. We
say mapping f does not satisfy arc xy, if f(x)f(y) is not an arc of H. The homomorphism
problem for a fixed target digraph H, HOM(H), takes a digraph G as input and asks
whether there is a homomorphism from G to H. Therefore, by fixing the digraph H we
obtain a class of problems, one for each digraph H. For example, HOM(H), when H is an
edge, is exactly the problem of determining whether the input graph G is bipartite (i.e., the
2-Coloring problem). Similarly, if H is the complete graph on 3 vertices K3, then HOM(H)
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is exactly the classical 3-Coloring problem. More generally, if H is a clique on k vertices,
then HOM(H) is the k-Coloring problem. Of course, HOM(H) is a special case of CSP
in which the constraint language is a binary relation. A celebrated result due to Hell and
Nesetril [104], states that, for graph H, HOM(H) is in P if H is bipartite or contains a
looped vertex, and that it is NP-complete for all other graphs H. See [32] for an algebraic
proof of the same result.

The optimization version of HOM(H) where the goal is to find a mapping f : V (G)→
V (H) that maximizes (minimizes) the number of satisfied (unsatisfied) arcs in G is known
as Max 2-CSP (Min 2-Csp). For instance, the most basic Boolean Max 2-CSP problem is
Max Cut where the target graph H is an edge. This line of research has attracted a great
deal of attention, see [159] and references therein. Our focus is another optimization variant
of the HOM(H) problem, i.e., we are not only interested in the existence of a homomor-
phism, but want to find the “best homomorphism”. The minimum cost homomorphism
problem to H, denoted by MinHOM(H), for a given input digraph G, and a cost function
c(x, i), x ∈ V (G), i ∈ V (H), seeks a homomorphism f of G to H that minimizes the total
cost ∑

x∈V (G)
c(x, f(x)). The cost function c can take non-negative rational values and positive

infinity, that is c : V (G) × V (H) → Q≥0 ∪ {+∞}. The MinHOM was introduced in [97],
where it was motivated by a real-world problem in defence logistics. The MinHOM problem
offers a natural and practical way to model and generalizes many optimization problems.

Example 1.3.4 ((Weighted) Minimum Vertex Cover). This problem can be formulated as
MinHOM(H) where V (H) = {0, 1}, E(H) = {11, 01} and c(u, 0) = 0, c(u, 1) > 0 for every
u ∈ V (G). Note that G and H are graphs in this example.

Example 1.3.5 (Chromatic Sum). In this problem, we are given a graph G, and the ob-
jective is to find a proper coloring of G with colors {1, . . . , k} with minimum color sum.
This can be seen as MinHOM(H) where H is a clique of size k with V (H) = {1, . . . , k} and
the cost function is defined as c(u, i) = i. The Chromatic Sum problem appears in many
applications such as resource allocation problems [13] and scheduling problems [160].

Example 1.3.6 (Min Cut in graphs). Let G be a graph. Each edge e of G has a weight
w(e), and the goal is to partition the vertices of G into P ⊂ V (G) and V (G)\P so that sum
of weights of edges between P and V (G) \ P is minimum. This problem can be formulated
as MinHOM as follows. Add two extra vertices s, t and connect s, t to every vertex in G

and set the edge weights zero. Construct G′ by replacing each edge e = uv of G by a path
u, xe, v. Let H be a graph with vertices α, β, γ and edge set {αα, αβ, βγ, γγ}. For every
vertex u ∈ V (G′) \ {s, t}, set c(u, α) = 0, c(u, γ) = 0, and c(xe, β) = w(e). Set c(s, α) = 0
and c(s, β) = c(s, γ) = |G|. Finally, set c(t, α) = c(t, β) = |G|, and c(t, γ) = 0. Now, finding
a minimum cut in G is equivalent to finding a minimum cost homomorphism from graph
G′ to H.
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Example 1.3.7 (List Homomorphism (LHOM)). LHOM(H), seeks, for a given input digraph
D and lists L(x) ⊆ V (H), x ∈ V (D), a homomorphism f from D to H such that f(x) ∈ L(x)
for all x ∈ V (D). This is equivalent to MinHOM(H) with c(u, i) = 0 if i ∈ L(u), otherwise
c(u, i) = +∞. This problem is also known as List H-Coloring and its complexity is fully
understood due to series of results [14, 31, 33, 34, 76, 108].

Note that in the MinHOM problem the cost function is a part of the input. That is
the corresponding valued constraint language contains infinitely many possible unary cost
functions. A special case of MinHOM problem is where the cost function c is chosen from a
fixed set ∆. This problem is denoted by MinHOM(H,∆) [55, 106, 210, 211]. Interestingly, a
recent work by Cohen et al. [55] proved that VCSPs over a fixed valued constraint language
are polynomial-time equivalent to MinHOM(H,∆) over a fixed digraph and a proper choice
of ∆.

Our contributions. Most of the minimum cost homomorphism problems are NP-hard,
therefore we investigate the approximation of MinHOM(H).

Approximating MinHOM(H)

Input: A digraph G and a vertex-mapping costs c(x, u), x ∈ V (G), u ∈ V (H),
Output: A homomorphism f of G to H with the total cost of ∑

x∈V (G)
c(x, f(x)) ≤

α · Opt, where α is a constant.

Here, Opt denotes the cost of a minimum cost homomorphism of G to H. Moreover, we
assume size of H is constant. Recall that we approximate the cost over real homomorphisms,
rather than approximating the maximum weight of satisfied constraints, as in, say, Max CSP.

Ultimately, our goal is to fully characterize digraphs for which MinHOM(H) admits a
polynomial time constant factor approximation algorithm. We take important steps towards
this goal by providing constant factor approximation algorithms for MinHOM(H) where H
belongs to these two important cases of digraphs, namely

Theorem 1.3.8. Let H be a digraph. MinHom(H) admits a constant factor approximation
algorithm in the following cases

1. H is a bi-arc digraph i.e., it admits a conservative semilattice polymorphism a.k.a
min-ordering,

2. H is a k-arc digraph i.e., it admits a k-min-ordering.

Furthermore, we obtain a full characterization of graphs which admit a constant factor
approximation algorithm.
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Theorem 1.3.9 (Dichotomy for graphs). Let H be a graph. There exists a constant factor
approximation algorithm for MinHOM(H) if H is a bi-arc graph i.e. admits a conservative
majority polymorphism, otherwise, MinHOM(H) is inapproximable unless P = NP.

Finally we conjecture a criteria for approximability of MinHOM(H) when H is a digraph.
Our results are presented in Chapter 6, and are based on the paper [187].

Conjecture 1.3.10. Let H be a digraph. MinHOM(H) admits a constant factor approxima-
tion algorithm when H is a DAT-free digraph, otherwise, MinHOM(H) is not approximable
unless P = NP.

1.3.2 Sparsification of VCSPs and submodularity

VCSPs are at the core of many machine learning and data mining tasks. In many data
intensive applications, however, the number of underlying cost functions in the original
function Σ(x1, . . . , xn) =

q∑
i=1

σi(xi) is so large, q is too large, that we need prohibitively

large amount of time to process it and/or it does not even fit in the main memory. To
overcome this issue, we study the notion of sparsification for VCSPs whose objective is to
obtain an accurate approximation of the original function that is a (weighted) sum of only a
few cost functions. Sparsification is an algorithmic paradigm where a dense object is replaced
by a sparse one with similar “features”, which often leads to significant improvements in
efficiency of algorithms, including running time, space complexity, and communication.

Formally, let Γ be a valued constraint language and P be an instance of VCSP(Γ) with
objective function

ΣP(x1, . . . , xn) =
q∑
i=1

σi(xi).

For 0 < ϵ < 1, an ϵ-sparsification of P is a re-weighted instance Pϵ

ΣPϵ(x1, . . . , xn) =
q∑
i=1

wiσi(xi),

such that for any assignment φ : X → D we have Val(Pϵ, φ) ∈ (1±ϵ)Val(P, φ). The goal here
is to find a sparsifier with minimum number of constraints. Depending on the application
one can define a threshold function τ(n, ϵ) for sparsification. Then a valued constraint
language Γ is called sparsifiable if for every instance P of VCSP(Γ) on n variables and for
every 0 < ϵ < 1 there is an ϵ-sparsification for P with τ(n, ϵ) many cost functions. The
goal is to characterize valued constraint languages that are sparsifiable with respect to a
threshold function τ(n, ϵ). Such a characterization is known for Boolean binary VCSPs and
threshold function τ(n, ϵ) = O( n

ϵ2 ) due to Filtser and Krauthgamer [82], this was extended
to binary VCSPs over finite domain by Butti and Zivný[47]. We extend upon these results
by considering decomposable submodular functions i.e., the corresponding valued constraint
language admits a nice 2-ary fractional polymorphism.
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Sparsification and submodularity. Submodularity of a set function is an intuitive
diminishing returns property, stating that adding an element to a smaller set helps gaining
more return than adding it to a larger set. Formally, a set function f : 2E → R is submodular
if for any S ⊆ T ⊆ E and e ∈ E \ T it holds that

f(T ∪ {e})− f(T ) ≤ f(S ∪ {e})− f(S)

Equivalently, a set function f : 2E → R is called submodular if for all subsets S and T of E

f(S ∩ T ) + f(S ∪ T ) ≤ f(S) + f(T ). (1.2)

This can be expressed in terms of fractional polymorphisms as well. If we set D = {0, 1},
then any set function f on E can be associated with a (|E|-ary) weighted relation σ defined
on the characteristic vectors of subsets of E. The intersection and union operations on
subsets correspond to the Min and Max operations on the associated characteristic vectors.
Hence, f is submodular if and only if the associated cost function σ satisfies the following
inequality:

σ(Max(x1,x2)) + σ(Min(x1,x2)) ≤ σ(x1) + σ(x2).

This means that σ admits the 2-ary fractional polymorphism ωsub, defined by ωsub(Min) =
ωsub(Max) = 1

2 .
Submodularity is a fundamental structure that has emerged as a very beneficial prop-

erty in many combinatorial optimization problems arising in machine learning, graph theory,
economics, game theory, to name a few. The theory of submodular maximization provides
a general and unified framework for various combinatorial optimization problems includ-
ing the Maximum Coverage, Maximum Cut, and Facility Location problems. Furthermore, it
also appears in a wide variety of applications such as viral marketing [128], information
gathering [139], feature selection for classification [138], influence maximization in social
networks [128], document summarization [152], and speeding up satisfiability solvers [204].
For a survey, see [137]. As a consequence of these applications and importance, a wide
range of efficient approximation algorithms have been developed for maximizing submod-
ular functions subject to different constraints [48, 175, 177, 216]. However, the need for
efficient optimization methods that can be used in data-intensive tasks is wide-spread. In
this thesis we address these issues by studying sparsification of decomposable submodular
functions. A submodular function is called decomposable if it can be written as a sum of
several submodular functions i.e.,

F (S) =
N∑
i=1

fi(S) ∀S ⊆ E,

where each fi : 2E → R is a submodular function on the ground set E.
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Submodular sparsification

Input: A decomposable submodular function F (S) = ∑N
i=1 fi(S) and ϵ,

Goal: Find a w ∈ RN with minimum number of non-zero entries such that for
F ′(S) = ∑N

i=1 wifi(S) we have

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S),

for all subsets S ⊆ E.

Our contributions. Given a decomposable submodular function F = ∑N
i=1 fi, we con-

sider the following problem and present a randomized algorithm that yields a sparse rep-
resentation that approximates F . We prove our algorithm yields a sparsifier of small size
(independent of N) with a very good approximation of F .

Theorem 1.3.11. Let F = ∑N
i=1 fi be a decomposable submodular function. For any ϵ > 0,

there exists a vector w ∈ RN with at most O(B·n2

ϵ2 ) non-zero entries such that for the
submodular function F ′ = ∑N

i=1 wifi we have

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S) ∀S ⊆ E.

Moreover, if all fi’s are monotone, then there exists a polynomial-time randomized algorithm
that outputs a vector w ∈ RN with at most O(B·n2.5 logn

ϵ2 ) non-zero entries in expectation
such that for the submodular function F ′ = ∑N

i=1 wifi, with high probability, we have

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S) ∀S ⊆ E.

We furthermore study saprsification under various constraints such as matroid con-
straint, and provide a randomized algorithm that obtains a sparsifier of a smaller size in
comparison to the general setting. We then discuss applications of our results in speeding
up optimization algorithms for submodular maximization/minimization. Finally, we em-
pirically examine our algorithm and demonstrate that it constructs a concise sparsifier on
which we can efficiently perform algorithms. These results are presented in Chapter 7, and
are based on the paper [189].

1.3.3 VCSPs under differential privacy

The need for efficient optimization methods that guarantee the privacy of individuals is wide-
spread across many applications concerning sensitive data about individuals, e.g., medical
data, web search query data, salary data, social networks. Consider the problem of assigning
people using a social network to one of two servers so that most pairs of friends are assigned
to the same server which can be modeled as an instance of the Min Cut problem; or the
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problem of opening a small number of drop-off centers for undercover agents so that each
agent is able to visit some site convenient to her (each providing a list of acceptable sites)
which can be modeled as an instance of the Set Cover problem. In these scenarios and in
many others, the input data (friendship relations, medical history, agents locations) repre-
sent sensitive information about individuals, and it is preferable to use a private algorithm
that gives somewhat suboptimal solutions to a non-private optimal algorithm.

Differential privacy is a rigorous notion of privacy that allows statistical analysis of
sensitive data while providing strong privacy guarantees. Basically, differential privacy re-
quires that computations be insensitive to changes in any particular individual’s record. A
dataset is a collection of records from some domain, and two datasets are neighboring if
they differ in a single record. Simply put, the requirement for differential privacy is that the
computation behaves nearly identically on two neighboring datasets.

Various combinatorial problems have been considered in the differential privacy frame-
work and efficient algorithms have been developed for them, for instance see [94] and ref-
erences therein. However, these approaches are ad hoc and studying differential privacy in
a general and unifying framework for combinatorial problems such as the VCSPs is absent
in the literature. We therefore consider the problem of characterizing of valued constraint
languages Γ that admit efficient and accurate algorithms under differential privacy. In this
thesis, we focus on valued constraint languages with submodular property and present sev-
eral positive results.

Submodular optimization under differential privacy. In this thesis we consider
designing a differentially private algorithm for maximizing nonnegative and monotone sub-
modular functions in low-sensitivity regime. In this regime, informally speaking, the value
of the function is not very sensitive to changes in the dataset, yet this factor must be taken
into consideration. Whilst, a cardinality constraint is a natural one to place on a submodular
maximization problem (e.g., finding a set of size k that maximizes the function), many other
problems, e.g., personalized data summarization [170], require the use of more general types
of constraints, i.e., matroid constraints. The problem of maximizing a submodular function
under a matroid constraint is a classical problem [70], with many important special cases,
e.g., uniform matroid (the subset selection problem, see Example 8.1.1), partition matroid
(submodular welfare/partition problem). We consider the following.

Submodular maximization under differential privacy

Input: A sensitive dataset D associated to a monotone submodular function
FD : 2E → R+ and a matroid M = (E, I),

Goal: Find a subset S ∈ I that approximately maximizes FD in a manner that
guarantees differential privacy with respect to the input dataset D.
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Furthermore, we consider a natural generalization of submodular functions, namely,
k-submodular functions. k-submodular function maximization allows for a richer problem
structure than submodular maximization. For instance, coupled feature selection [199], sen-
sor placement with k kinds of measures [179], and influence maximization with k topics can
be expressed as k-submodular function maximization problems.

The property of k-submodularity can be formulated in terms of polymorphisms as fol-
lows. Let D = {0, . . . , k}. Consider the following two operations on D:

Min0(s, t) =

0 if s ̸= 0, t ̸= 0, s ̸= t

min(s, t) otherwise.

and

Max0(s, t) =

0 if s ̸= 0, t ̸= 0, s ̸= t

max(s, t) otherwise.

where min(s, t) (respectively, max(s, t)) returns the smaller (respectively, the larger) of
s and t with respect to the usual order on the integers. As usual, for vectors s and t
in {0, . . . , k}E we let Min0(s, t) (respectively, Max0(s, t)) denote the vector obtained from
applying Min0 (respectively, Max0) to s and t coordinate-wise. Using these operations we
can define the general class of k-submodular function. Given a natural number k ≥ 1 and
a finite nonempty set E, a function f : {0, . . . , k}E → R+ is called k-submodular if for all s
and t in {0, . . . , k}E ,

f(Min0(s, t)) + f(Max0(s, t)) ≤ f(s) + f(t).

We consider the following problem.

k-submodular maximization under differential privacy

Input: A sensitive dataset D associated to a monotone k-submodular function
FD : (k + 1)E → R+ and a matroid M = (E, I),

Goal: Find S = (S1, . . . , Sk) with ⋃i∈[k] Si ∈ I that approximately maximizes FD
in a manner that guarantees differential privacy with respect to the input
dataset D.

Our contributions. In Chapter 8, we study the problem of maximizing monotone sub-
modular functions subject to matroid constraints in the framework of differential privacy.
We provide a (1− 1

e )-approximation algorithm which improves upon the previous results in

21



terms of approximation guarantee. This is done with an almost cubic number of function
evaluations in our algorithm.

Theorem 1.3.12. Suppose FD is monotone with sensitivity ∆ and M = (E, I) is a ma-
troid with rank r(M). For every ϵ > 0, there is an (ϵr(M)2)-differentailly private al-
gorithm that, with high probability, returns S ∈ I with quality at least (1 − 1

e )OPT −
O
(√

ϵ+ ∆r(M)|E| ln |E|
ϵ3

)
.

Moreover, we study k-submodularity, a natural generalization of submodularity. We
give the first 1

2 -approximation algorithm that preserves differential privacy for maximizing
monotone k-submodular functions subject to matroid constraints. The approximation ratio
is asymptotically tight and is obtained with an almost linear number of function evaluations.

Theorem 1.3.13. Suppose FD : (k + 1)E → R+ is monotone with sensitivity ∆ and
M = (E, I) is a matroid with rank r(M). For any ϵ > 0, there is an O(ϵr(M))-differentially
private algorithm that, with high probability, returns a solution X = (X1, . . . , Xk) ∈ (k+1)E

with
⋃
i∈[k]Xi ∈ I and quality at least 1

2OPT−O(∆r(M) ln |E|
ϵ ).
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Chapter 2

Ideal Membership Problem and
CSPs

2.1 Preliminaries

2.1.1 Ideals, varieties and the Ideal Membership Problem

We follow the same notation and terminology as [59, 161] and the presentation of this
section closely follows [161].

Let F denote an arbitrary field. Let F[x1, . . . , xn] be the ring of polynomials over a field
F and indeterminates x1, . . . , xn. Sometimes it will be convenient not to assume any specific
ordering or names of the indeterminates. In such cases we use F[X] instead, where X is a set
of indeterminates, and treat points in FX as mappings φ : X → F. The value of a polynomial
f ∈ F[X] is then written as f(φ). Let F[x1, . . . , xn]d denote the subset of polynomials of
degree at most d. An ideal of F[x1, . . . , xn] is a set of polynomials from F[x1, . . . , xn] closed
under addition and multiplication by a polynomial from F[x1, . . . , xn]. We will need ideals
represented by a generating set.

Definition 2.1.1. The ideal (of F[x1, . . . , xn]) generated by a finite set of polynomials
{f1, . . . , fm} in F[x1, . . . , xn] is defined as

I(f1, . . . , fm) def=
{ m∑
i=1

tifi | ti ∈ F[x1, . . . , xn]
}
.

Definition 2.1.2. The set of polynomials that vanish in a given set S ⊂ Fn is called the
vanishing ideal of S and denoted

I(S) def= {f ∈ F[x1, . . . , xn] : f(a1, . . . , an) = 0 ∀(a1, . . . , an) ∈ S}.

Definition 2.1.3. An ideal I is radical if fm ∈ I for some integer m ≥ 1 implies that
f ∈ I. For an arbitrary ideal I the smallest radical ideal containing I is denoted

√
I. In

other words
√

I = {f ∈ F[x1, . . . , xn] | fm ∈ I for some m}.
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Another common way to denote I(f1, . . . , fm) is by ⟨f1, . . . , fm⟩ and we will use both
notations interchangeably.

Definition 2.1.4. Let {f1, . . . , fm} be a finite set of polynomials in F[x1, . . . , xn]. We call

V (f1, . . . , fm) def= {(a1, . . . , an) ∈ Fn | fi(a1, . . . , an) = 0 1 ≤ i ≤ m}

the affine variety defined by f1, . . . , fm.
Similarly, for an ideal I ⊆ F[x1, . . . , xn] we denote by V (I) the set V (I) = {(a1, . . . , an) ∈

Fn | f(a1, . . . , an) = 0 ∀f ∈ I}.

The Weak Nullstellensatz states that in any polynomial ring, algebraic closure is enough
to guarantee that the only ideal which represents the empty variety is the entire polynomial
ring itself. This is the basis of one of the most celebrated mathematical results, Hilbert’s
Nullstellensatz.

Theorem 2.1.5 (The Weak Nullstellensatz). Let F be an algebraically closed field and let
I ⊆ F[x1, . . . , xn] be an ideal satisfying V (I) = ∅. Then I = F[x1, . . . , xn].

One might hope that the correspondence between ideals and varieties is one-to-one
provided only that one restricts to algebraically closed fields. Unfortunately, this is not
the case1. Indeed, the reason that the map V fails to be one-to-one is that a power of a
polynomial vanishes on the same set as the original polynomial.

Theorem 2.1.6 (Hilbert’s Nullstellensatz). Let F be an algebraically closed field. If f0,
f1, . . . , fs ∈ F[x1, . . . , xn], then f0 ∈ I(V (f1, . . . , fs)) if and only if fm0 ∈ ⟨f1, . . . , fs⟩ for
some integer m ≥ 1.

By definition, radical ideals consist of all polynomials which vanish on some variety
V . This together with Theorem 2.1.6 suggests that there is a one-to-one correspondence
between affine varieties and radical ideals.

Theorem 2.1.7 (The Strong Nullstellensatz). Let F be an algebraically closed field. If I is
an ideal in F[x1, . . . , xn], then I(V (I)) =

√
I.

The following theorem is a useful tool for finding unions and intersections of varieties.
We will use it in the following subsections where we construct ideals corresponding to
CSP instances.

Theorem 2.1.8 ([59]). If I and J are ideals in F[x1, . . . , xn], then

i. V (I ∩ J) = V (I) ∪V (J),

ii. V (I + J) = V (I) ∩V (J).

1For example V (x) = V
(
x2) = {0} works over any field.
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2.1.2 The ideal-CSP correspondence

Here, we explain how to construct an ideal corresponding to a given instance of CSP. Con-
straints are in essence varieties, see e.g. [122, 212]. Following [161, 212], we shall translate
CSPs to polynomial ideals and back. Let P = (X,D,C) be an instance of CSP(Γ) where,
throughout this thesis, Γ is a fixed constraint language with relations of fixed arities. With-
out loss of generality, we assume that D ⊂ F2. Let Sol(P) be the (possibly empty) set of all
solutions of P. We wish to map Sol(P) to an ideal I(P) ⊆ F[X] such that Sol(P) = V (I(P)).
First, for every xi the ideal I(P) contains a domain polynomial fD(xi) whose zeroes are
precisely the elements of D. Then for every constraint R(xi1 , . . . , xik), where R is a predi-
cate on D, the ideal I(P) contains a polynomial fR(xi1 , . . . , xik) that interpolates R, that
is, for (xi1 , . . . , xik) ∈ Dk it holds fR(xi1 , . . . , xik) = 0 if and only if R(xi1 , . . . , xik) is true.
Note that each fR has bounded degree, this is because D and k are fixed.

Including a domain polynomial for each variable has the advantage that it ensures that
the ideals generated by our systems of polynomials are radical (see Lemma 8.19 of [21]).
Hence, by Theorem 2.1.5 and Theorem 2.1.7, we have the following properties.

Theorem 2.1.9. Let P be an instance of the CSP(Γ) and I(P) constructed as above. Then

V (I(P)) = ∅ ⇔ 1 ∈ I(P)⇔ I(P) = F[X], (Weak Nullstellensatz)

I(V (I(P))) =
√

I(P), (Strong Nullstellensatz)√
I(P) = I(P). (Radical Ideal)

2.1.3 The Ideal Membership Problem

In the general Ideal Membership Problem we are given an ideal I ⊆ F[x1, . . . , xn], usually
by some finite generating set, and a polynomial f0. The question then is to decide whether
or not f0 ∈ I. If I is given through a CSP instance, we can be more specific.

Definition 2.1.10. The Ideal Membership Problem associated with a constraint lan-
guage Γ over a set D is the problem IMP(Γ) in which the input is a pair (f0,P) where
P = (X,D,C) is a CSP(Γ) instance and f0 is a polynomial from F[X]. The goal is to
decide whether f0 lies in the ideal I(P). We use IMPd(Γ) to denote IMP(Γ) when the input
polynomial f0 has degree at most d.

As I(P) is radical, by the Strong Nullstellensatz an equivalent way to solve the mem-
bership problem f0 ∈ I(P) is to answer the following question:

Does there exist an a ∈ V (I(P)) such that f0(a) ̸= 0?

2In fact, we will mainly assume F = R and D = {0, 1, . . . , |D| − 1}
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In the yes case, such an a exists if and only if f0 ̸∈ I(V (I(P))) and therefore f0 is not in
the ideal I(P). This observation also implies

Lemma 2.1.11 ([161]). For any constraint language Γ the problem IMP0(Γ) is equivalent
to not-CSP(Γ).

As was observed in the Introduction, IMP(Γ) belongs to coNP for any Γ over a finite
domain. We say that IMP(Γ) is tractable if it can be solved in polynomial time. We say
that IMP(Γ) is d-tractable if IMPd(Γ) can be solved in polynomial time for every d. Since
IMP(Γ) is in coNP, throughout this thesis by the search IMP we understand the following
problem.

Search version of IMP. Let (f0,P) be an instance of IMP(Γ) such that f0 ̸∈
I(P), the problem is to find an assignment φ ∈ V(I(P)) such that f0(φ) ̸= 0.

2.1.4 IMP and Gröbner Bases

In this section we present a very light introduction to Gröbner Bases and lay down some
notation and background. We follow the standard notation in [59, 161].

A possible way to solve the IMP is via polynomial division. Informally, if a remainder of
division of f0 by generating polynomials of I(P) is zero then f0 ∈ I(P). Let us recall some
standard notations from algebraic geometry that are needed to present a division algorithm
and the notion of Gröbner Bases.

A monomial ordering ≻ on F[x1, . . . , xn] is a relation ≻ on Zn≥0, or equivalently, a
relation on the set of monomials xα, α ∈ Zn≥0 (see [59], Definition 1, p.55). Each monomial
xα = xα1

1 · · ·xαn
n corresponds to an n-tuple of exponents α = (α1, . . . , αn) ∈ Zn≥0. This

establishes a one-to-one correspondence between the monomials in F[x1, . . . , xn] and Zn≥0.
Any ordering ≻ we establish on the space Zn≥0 will give us an ordering on monomials: if
α ≻ β according to this ordering, we will also say that xα ≻ xβ .

Definition 2.1.12. Let α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Zn≥0 and |α| = ∑n
i=1 αi,

|β| = ∑n
i=1 βi. Lexicographic order and graded lexicographic order are defined as follows.

1. We say α ≻lex β if the leftmost nonzero entry of the vector difference α − β ∈ Zn is
positive. We will write xα ≻lex xβ if α ≻lex β.

2. We say α ≻grlex β if |α| > |β|, or |α| = |β| and α ≻lex β.

Definition 2.1.13. For any α = (α1, · · · , αn) ∈ Zn≥0 let xα def= ∏n
i=1 x

αi
i . Let f = ∑

α aαxα

be a nonzero polynomial in F[x1, . . . , xn] and let ≻ be a monomial order.

1. The multidegree of f is multideg(f) def= max(α ∈ Zn≥0 : aα ̸= 0).

2. The degree of f is deg(f) = |multideg(f)| where |α| = ∑n
i=1 αi. In this thesis, this is

always according to grlex order.
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3. The leading coefficient of f is LC(f) def= amultideg(f) ∈ F.

4. The leading monomial of f is LM(f) def= xmultideg(f) (with coefficient 1).

5. The leading term of f is LT(f) def= LC(f) · LM(f).

Definition 2.1.14 (A division algorithm). Let ≻ be a monomial order on Zn≥0, and let
F = {f1, . . . , fs} ⊂ F[x1, . . . , xn]. Then every f ∈ F[x1, . . . , xn] can be written as f =
q1f1+· · ·+qsfs+r, where qi, r ∈ F[x1, . . . , xn], and either r = 0 or r is a linear combination,
with coefficients in F, of monomials, none of which is divisible by any of LT(f1), . . . ,LT(fs).
Furthermore, if qifi ̸= 0, then multideg(f) ⪰ multideg(qifi). We call r a remainder of f on
division by F . Also, we say that f reduces to r modulo F , written f →F r.

The above definition suggests the following procedure to compute a remainder. Re-
peatedly, choose an fi ∈ F such that LT(fi) divides some term t of f and replace f with
f− t

LT(fi)fi, until it cannot be further applied. Note that the order we choose the polynomial
fi is not specified. Unfortunately, depending on the generating polynomials of the ideal a
remainder of division may not be unique. Moreover, such a remainder depends on the order
we do division.

Example 2.1.15. Let f = x2y − xy2 + y and I = ⟨f1, f2⟩ with f1 = x2 and f2 = xy − 1.
Consider the grlex order with x ≻lex y. On one hand, f = 0 · f1 + (x − y) · f2 − x. On the
other hand, f = y · f1 − y · f2 + 0.

The Hilbert Basis Theorem states that every ideal has a finite generating set (see, e.g.,
Theorem 4 on page 77 [59]). Fortunately, for every ideal there is a finite generating set that
suits our purposes. That is, there is a generating set so that the remainder of division by
that set is uniquely defined, no matter in which order we do the division.

Definition 2.1.16. Fix a monomial order on the polynomial ring F[x1, . . . , xn]. A finite
subset G = {g1, . . . , gt} of an ideal I ⊆ F[x1, . . . , xn] different from {0} is said to be a
Gröbner Basis (or standard basis) if

⟨LT(g1), . . . ,LT(gt)⟩ = ⟨LT(I)⟩

where ⟨LT(I)⟩ denotes the ideal generated by the leading terms of elements of I.

Proposition 2.1.17 ([59], Proposition 1, p.83 ). Let I ⊆ F[x1, . . . , xn] be an ideal and let
G = {g1, . . . , gt} be a Gröbner Basis for I. Then given f ∈ F[x1, . . . , xn], there is a unique
r ∈ F[x1, . . . , xn] with the following two properties:

1. No term of r is divisible by any of LT(g1), . . . ,LT(gt),

2. There is g ∈ I such that f = g + r.
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In particular, r is the remainder on division of f by G no matter how the elements of G
are listed when using the division algorithm.

The remainder r is called the normal form of f by G, denoted by f |G. Note that,
although the remainder r is unique, even for a Gröbner Basis, the "quotients" qi produced
by the division algorithm f = q1g1 + · · ·+ qtgt + r can change if we list the generators in a
different order. As a corollary of Proposition 2.1.17, we get the following criterion for when
a given polynomial lies in an ideal.

Corollary 2.1.18 ([59], Corollary 2, p.84). Let G = {g1, . . . , gt} be a Gröbner Basis for an
ideal I ⊆ F[x1, . . . , xn] and let f ∈ F[x1, . . . , xn]. Then f ∈ I if and only if the remainder
on division of f by G is zero.

There is a criterion, known as Buchberger’s criterion, that tells us whether a given
generating set of an ideal is a Gröbner Basis. In order to formally express this criterion, we
need to define the notion of S-polynomials.

Definition 2.1.19 (S-polynomial). Let f, g ∈ F[x1, . . . , xn] be nonzero polynomials. If
multideg(f) = α and multideg(g) = β, then let γ = (γ1, . . . , γn), where γi = max(αi, βi)
for each i. We call xγ the least common multiple of LM(f) and LM(g), written xγ =
lcm(LM(f),LM(g)). The S-polynomial of f and g is the combination

S(f, g) = xγ

LT(f) · f −
xγ

LT(g) · g.

Theorem 2.1.20 (Buchberger’s Criterion [59], Theorem 3, p.105). Let I be a polynomial
ideal. Then a basis G = {g1, . . . , gt} of I is a Gröbner Basis of I if and only if for all pairs
i ̸= j, the remainder on division of S(gi, gj) by G (listed in some order) is zero.

Proposition 2.1.21 ([59], Proposition 4, p.106). We say the leading monomials of two
polynomials f, g are relatively prime if lcm(LM(f),LM(g)) = LM(f) ·LM(g). Given a finite
set G ⊆ F[x1, . . . , xn], suppose that we have f, g ∈ G such that the leading monomials of f
and g are relatively prime. Then S(f, g)→G 0.

If we restrict ourselves to the polynomials of degree at most d then we obtain a d-
truncated Gröbner Basis.

Definition 2.1.22 (d-truncated Gröbner Basis). If G is a Gröbner Basis of an ideal, the
d-truncated Gröbner Basis G′ of G is defined as

G′ = G ∩ F[x1, . . . , xn]d,

where F[x1, . . . , xn]d is the set of polynomials of degree less than or equal to d.
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Solving IMPd and Gröbner Bases. Note that having a Gröbner Basis does not guar-
antee a polynomial time membership test unless the input polynomial has bounded degree.
For instance, consider the following example. Let I ⊆ F[x1, . . . , xn, y1, . . . , yn] be the ideal
generated by set of polynomials G = {x1−y1−1, . . . , xn−yn−1} which is indeed a Gröbner
Basis with respect to the grlex ordering x1 ≻lex ... ≻lex xn ≻lex y1 ≻lex ... ≻lex yn. Now let
the input polynomial be x1 · · ·xn. If we apply the division algorithm, we obtain the expan-
sion of the polynomial (y1 + 1) · · · (yn + 1), which contains exponentially many monomials.
Hence, while the division algorithm solves the problem correctly, it produces exponentially
long intermediate results, and therefore is exponential time.

To solve IMPd or even find a proof of membership it suffices to compute a d-truncated
Gröbner Basis with respect to a grlex order. This is because, for the input polynomial f0

of degree d, the only polynomials from G that can possibly divide f0 are those from Gd.
Moreover, the remainders of such divisions have degree at most d.

2.2 Overview of our contributions

In this thesis we expand on [161] and [24, 25] in several ways. We consider IMP(Γ) for
languages Γ over arbitrary finite set and attempt to obtain general results about such
problems. However, we mainly focus on a slightly different problem than Problem 1.2.1.

Problem 2.2.1. For which constraint languages Γ the problem IMP(Γ) [or IMPd(Γ)] can
be solved in polynomial time?

Note that answering whether f0 belongs to a certain ideal does not necessarily mean
finding an ideal membership proof of that. However, we will argue that, firstly, in many
applications this is the problem we need to solve and therefore our results apply. Secondly,
in Section 5.1.2 we will show that in the majority of cases if the existence of an ideal
membership proof can be efficiently decided, such a proof can also be efficiently found.

Expanding the constraint language. Firstly, in Section 3.1 we study reductions be-
tween IMP’s when the language Γ is enlarged in certain ways. Let Γ be a constraint language
over a set D. By Γ∗ we denote Γ with added constant relations, that is, relations of the form
{(a)}, a ∈ D. Imposing such a constraint on a variable x essentially fixes the allowed values
of x to be a. First, we prove that adding constant relations does not change the complexity
of the IMP. (The case of d = 0 and |D| = 2 of the following theorem was considered in [161]
under the name of singleton expansion.)

Theorem 2.2.2. For any Γ over D the problem IMP(Γ∗) is polynomial time reducible to
IMP(Γ), and for any d the problem IMPd(Γ∗) is polynomial time reducible to IMPd+|D|(|D|−1)(Γ).

Theorem 2.2.2 has two immediate consequences. Since IMP(Γ) is in co-NP, for any
CSP(Γ) instance P there is always a proof that the input polynomial f0 does not belong to
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the ideal I(P). Any solution of P that is not a zero of f0 will do. Finding such a proof may
be treated as a search version of IMP(Γ). Through self-reducibility, Theorem 2.2.2 allows
us to solve the search problem.

Theorem 2.2.3. Let Γ be such that IMP(Γ) [IMPd+|D|(|D|−1)(Γ)] is solvable in polynomial
time. Then for any instance (f0,P) of IMP(Γ) [IMPd(Γ)] such that f0 ̸∈ I(P), a solution
a of P such that f0(a) ̸= 0 can also be found in polynomial time.

Theorem 2.2.2 also provides a hint at a more plausible conjecture for which languages
Γ the problem IMP(Γ) or IMPd(Γ) is polynomial time. In particular, it allows to find an
example of Γ such that CSP(Γ) is tractable while IMPd(Γ) is not, even for a Γ on a 2-
element set and d = 1. Later we state some results that might indicate that IMPd(Γ) is
polynomial time for every Γ such that CSP(Γ∗) is polynomial time. Note that the structure
of such CSPs is now very well understood.

Another way of expanding a constraint language is by means of primitive-positive (pp-)
definitions and pp-interpretations, and it is at the core of the so-called algebraic approach
to the CSP. A relation R is said to be pp-definable in Γ if there is a first order formula Φ
using only conjunctions, existential quantifiers, equality relation, and relations from Γ that
is equivalent to R. Pp-interpretations are more complicated (see Section 3.1.3) and allow
for certain encodings of R.

Theorem 2.2.4. (1) Let Γ,∆ be constraint languages over the same set D, ∆ is finite,
and every relation from ∆ is pp-definable in Γ. Then IMP(∆) is polynomial time
reducible to IMP(Γ) and IMPd(∆) is polynomial time reducible to IMPd(Γ) for any
d.

(2) Let Γ,∆ be constraint languages, ∆ is finite, and ∆ is pp-interpretable in Γ. Then
there is a constant k such that IMPd(∆) is polynomial time reducible to IMPkd(Γ)
for any d.

The approach of Theorem 2.2.4 was first applied to various proof systems in [6], although
that work is mostly concerned with proof complexity rather than computational complexity.
Mastrolilli [161] ventured into pp-definability without proving any reductions. In particular,
the first part of Theorem 2.2.4 uses techniques from [161] for projections of ideals. It will
later allow us to develop further universal algebra techniques for the IMP. The second part
of that theorem will also work towards more powerful universal algebra methods. We extend
the reductions of Theorem 2.2.4 to the multi-sorted case where each variable has its own
domain. The multi-sorted framework is standard for CSPs and is pivotal in proofs of the
dichotomy theorem of CSPs [35, 222] and we anticipate the multi-sorted IMP becomes the
standard framework in this line of research.

Recall that according to [192] in order to find an SOS proof one needs to be able to find
Nullstellensatz proofs efficiently. The reductions from Theorems 2.2.2, 2.2.4 do not always
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allow to recover such a proof efficiently only confirming such a proof exists, and therefore
cannot be directly used in the conditions from [192]. However, in Section 5.3 we address
this issue.

Polymorphisms and sufficient conditions for tractability. Recall that a polymor-
phism of a constraint language Γ over a set D is a multi-ary operation on D that can be
viewed as a multi-dimensional symmetry of relations from Γ. By Pol(Γ) we denote the set
of all polymorphisms of Γ. As in the case of the CSP, Theorem 2.2.4 implies that polymor-
phisms of Γ is what determines the complexity of IMP(Γ). In Section 3.2.1 we show the
following.

Corollary 2.2.5. Let Γ,∆ be constraint languages over the same set D, ∆ is finite. If
Pol(Γ) ⊆ Pol(∆), then IMP(∆) is polynomial time reducible to IMP(Γ) and IMPd(∆) is
polynomial time reducible to IMPd(Γ) for any d.

Corollary 2.2.5 allows us to represent IMPs through polymorphisms and classify the
complexity of IMPs according to the corresponding polymorphisms. The method has been
initiated by Mastrolilli and Bharathi [24, 25, 161], although mainly for 2-element set and
one case of finite domain. We apply this approach to obtain several sufficient conditions for
tractability of the IMP.

Theorem 2.2.6. Let Γ be a constraint language over a set D. Then if one of the following
conditions holds, IMPd(Γ) is decidable in polynomial time for any d.

1. Γ has the dual-discriminator polymorphism (i.e. a ternary operation g such that
g(x, y, z) = x unless y = z, in which case g(x, y, z) = y);

2. Γ has a semilattice polymorphism (i.e. a binary operation f such that f(x, x) = x,
f(x, y) = f(y, x), and f(f(x, y), z) = f(x, f(y, z)));

3. |D| = p, p prime, and Γ has an affine polymorphism modulo p (i.e. a ternary oper-
ation h(x, y, z) = x ⊖ y ⊕ z, where ⊕,⊖ are addition and subtraction modulo p, or,
equivalently, of the field GF(p)). In this case every CSP can be represented as a system
of linear equations over GF(p).

4. D is an Abelian group and the affine operation x − y + z of D is a polymorphism of
Γ.

For the first part of Theorem 2.2.6 we come up with a technique of preprocessing the
input polynomial f0 that allows us to get rid of permutation constraints and greatly simplify
the proof for the dual-discriminator polymorphism, including the special case |D| = 3
considered in [24]. After our results, [26] gave an algorithm to compute a bounded degree
Gröbner Basis for this case.
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In the second part of Theorem 2.2.6 we use the fact, see [181], that any language with a
semilattice polymorphism is pp-interpretable in a language on a 2-element set also having
a semilattice polymorphism. Then Theorem 2.2.6(2) follows from Theorem 2.2.4(2) and the
results of [161].

As is mentioned, the third part of Theorem 2.2.6 is in fact about systems of linear
equations over GF(p), since every instance of CSP(Γ), where Γ has an affine polymorphism,
is equivalent to a system of linear equations over GF(p). Bharathi and Mastrolilli solved this
case for p = 2 showing that IMPd(Γ) is polynomial time for any d. Their approach is based
on FGML algorithm [75] to construct a bounded degree Gröbner Basis. Instead, we map
an instance of IMP(Γ) on a different domain consisting of p-th roots of unity rather than
{0, . . . , p−1}. This transforms the generators of the ideal into very simple polynomials that
form a Gröbner Basis without any further modifications. Such a transformation makes it
difficult to find an ideal membership proof, but this is resolved in Section 5.1.2.

For the fourth part of Theorem 2.2.6 we need to use a completely different approach
than the one used in the third part; system of linear equations over GF(p). The reasons are
that, in the case of Abelian groups, an instance generally cannot be represented as a system
of linear equations, Gaussian elimination does not work on systems of linear equations over
an arbitrary Abelian group, and a reduced row-echelon form cannot be converted into a
Gröbner basis. Given an instance (f0,P) of IMP(Γ) we use the Fundamental Theorem of
Abelian groups and a generalized version of pp-interpretations for the IMP [41] to reduce
(f0,P) to an instance (f ′

0,P ′) of multi-sorted IMP(∆), in which every variable takes values
from a set of the form Zpℓ , p prime. Then we replace the domains Zpℓ of (f ′

0,P ′) by sets
of roots of unity that allows for a more concise representation of polynomials. Finally, we
show that a Gröbner Basis for the resulting problem can be efficiently constructed.

Algebras. In Section 3.2.2 we prove that the standard features of the universal algebraic
approach to the CSP work for IMP as well. These include reductions for standard algebraic
constructions such as subalgebras, direct powers, and homomorphic images. They easily
follow from Theorem 2.2.4(2). A more general construction of direct product requires a
more general version of CSP(Γ), and therefore of IMP(Γ), the multi-sorted one, in which
every variable can have its own domain of values. This is discussed in details in Section 3.3.
One implication of these results is a necessary condition for tractability of IMP(Γ) that
follows from a similar one for the CSP.

The IMP with indeterminate coefficients. In Chapter 5 we consider a number of
applications of the techniques developed in the first part. The key to those applications is
an extension of the IMP defined as follows. Given an ideal I ⊆ F[x1, . . . , xn] and a vector of ℓ
polynomials M = (g1, . . . , gℓ), the χIMP asks if there exist coefficients c = (c1, . . . , cℓ) ∈ Fℓ

such that cM = ∑ℓ
i=1 cigi belongs to the ideal I.
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As with the regular IMP, χIMP can be parametrized by specifying a constraint language
Γ, in which case the resulting problem χIMP(Γ) (or χIMPd(Γ) if the degree of input
polynomials is bounded) only allows ideal produced by instances of CSP(Γ).

We prove that χIMPd can be solved in polynomial time when a (d-truncated) Gröbner
Basis can be efficiently generated, and also admits the same reductions as the IMP.

Theorem 2.2.7. Let Γ,∆ be constraint languages and ∆ is finite. Then

(1) If every relation from ∆ is pp-definable in Γ, then χIMP(∆) is polynomial time re-
ducible to χIMP(Γ) and χIMPd(∆) is polynomial time reducible to χIMPd(Γ) for
any d.

(2) If ∆ is pp-interpretable in Γ, then there is a constant k such that χIMPd(∆) is poly-
nomial time reducible to χIMPkd(Γ) for any d.

The theorem above allows us to show that for every Γ for which IMPd(Γ) is polynomial
time solvable, so is χIMPd(Γ). This includes constraint languages invariant under dual-
discriminator, semilattice, and affine polymorphisms.

In Section 5.1.2 we use χIMP along with the factor ring F[x1, . . . , xn]/I modulo an ideal
I to generate a basis for the factor ring consisting of monomials of degree at most d, and
then use it to construct a d-truncated Gröbner Basis for I. More precisely, we prove the
following.

Theorem 2.2.8. Let H be a class of ideals for which χIMPd is polynomial time solvable.
Then there exists a polynomial time algorithm that constructs a degree d Gröbner Basis (with
respect to a grlex ) of an ideal I ∈ H, I ⊆ F[x1, . . . , xn], in time O(nd).

Theorem 2.2.8 makes it possible to construct d-truncated Gröbner Bases (with respect to
a grlex ) in all cases IMPd(Γ) is known to be polynomial time. Thus, it basically eliminates
the gap between deciding the existence of an ideal membership proof and finding such a
proof.

While our results for tractable cases of χIMPd are proved in an ad hoc manner, they
all share the same scheme. That is, to solve the χIMPd one might reduce the problem at
hand to a problem for which a Gröbner Basis can be constructed in a relatively simple way.
We formally formulate this powerful idea and in Section 5.2 develop a unifying construction
based on substitution reductions that covers all the useful cases so far. We believe our
substitution techniques will find further applications in the study of IMP.

IMP and SOS proofs. In Section 5.3, we apply χIMP and algebraic techniques to
finding Sum-of-Squares (SoS) proofs. For variables x1, . . . , xn a semialgebraic set is given
by a collection of polynomial equalities and inequalities such as

S = {x ∈ Rn | p1(x) = 0, . . . , pm(x) = 0, q1(x) ≥ 0, . . . , qℓ(x) ≥ 0}.
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The goal is to prove that some polynomial r(x) is nonnegative on S. An SOS proof of
r(x) ≥ 0 is given by a polynomial identity of the form

r(x) =
t0∑
i=1

h2
i (x) +

ℓ∑
k=1

(
tk∑
j=1

s2
j (x))qk(x) +

m∑
i=1

λi(x)pi(x). (2.1)

The degree of an SOS proof is often defined to be the maximum degree of the polynomials
involved in the proofs i.e., max{deg(h2

i ), deg(s2
jqk), deg(λipi)}. If the degree is bounded such

a proof can often be found using an SDP program.
O’Donnell [178] discovered that in some cases although an SOS proof of low degree

exists, it may involve exponentially long coefficients, and therefore it may be impossible
to find such a proof efficiently. The example given by O’Donnell essentially contains the
following system

P = {x2
1 − x2, x

2
2 − x3, . . . , x

2
n−1 − xn, x2

n}.

Note that P is indeed a Gröbner Basis however the ideal generated by P, I(P), is not
radical. The polynomial ϵ − x1 is nonnegative on S = {(0, . . . , 0)} and every SOS proof of
nonnegativity of bounded degree must involve polynomials with exponentially large coeffi-
cients [218].

It turns out even adding domain polynomials which makes the ideal radical does not
guarantee low bit complexity of coefficients in (2.1), for instance see the Knapsack example in
[192]. Raghavendra and Weitz [192] suggested three conditions such that if the set S satisfies
them, the existence of a low degree SOS proof of the form (2.1) implies the existence of a
low bit complexity one of the form (2.1). Two of these conditions hold for the majority of
combinatorial problems, and the third one is so called kd-completeness of the IMP part of the
proof. This means the ideal generated by p1, . . . , pm is radical, and furthermore p1, . . . , pm

are k-effective meaning every degree d polynomial in the ideal has a degree kd derivation
from p1, . . . , pm. Ideally, we would like to have k = O(d), this is a very strong condition
and there is no known universal strategy to verify k-effectiveness; even if we are given a
Gröbner Basis of the ideal3. We point out the strategy suggested and used by Raghavandra
and Weitz “is by no means universally applicable, and it had to be applied on a case-by-case
basis”, as marked in [218].

The situation is different if we are interested in SOS proofs of nonnegativity modulo the
ideal I(P) = ⟨p1, . . . , pm⟩ rather than modulo {p1, . . . , pm} — which is sufficient to show
r(x) is nonnegative on S. A polynomial r(x) is called SOS modulo S (or modulo I(P), when

3Obviously, if p1, . . . , pm form a Gröbner Basis then they are 1-effective i.e. every degree d polynomial in
the ideal has a degree d derivation from p1, . . . , pm.
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the ideal is radical) if there are hi, sj , and g ∈ I(P) such that

r(x) =
t0∑
i=1

h2
i (x) +

ℓ∑
k=1

(
tk∑
j=1

s2
j (x))qk(x) + g (2.2)

Note that polynomial g might be of the form g = ∑m
i=1 λi(x)pi(x) + f with f ∈ I(P) and

some nonzero λi(x). It is known that every nonnegative polynomial on S is of the form
(2.2), provided that the ideal I(P) is radical which is a crucial requirement, for example
see [145]. Adapting the proof from [192], it is immediate to prove that any nonnegative
polynomial over S that admits a degree d SOS proof of form (2.2) also admits a degree d
SOS proof of form (2.2) with low bit complexity coefficients.

Theorem 2.2.9. Let P be an instance of CSP(Γ) with domain D, and I(P) = ⟨p1 . . . , pm⟩
be the corresponding ideal to P. Assume that ∀qi, ∀a ∈ S we have qi(a) > ε.

Then if r has a degree d SOS proof of nonnegativity modulo I(P), it also has a degree
d SOS proof of nonnegativity modulo I(P) with coefficients bounded by 2poly(nd,n|D|,log 1

ε
). In

particular, if there are no polynomial inequalities then every coefficient can be written down
with only poly(nd, n|D|) bits.

The above theorem does not tell us how to decide in polynomial time if a polynomial r
is SOS modulo S as opposed to the SOS proofs of the form (2.1) where the problem reduces
to solving an SDP. One approach suggested by Raghavendra and Weitz and Mastrolilli, is
to express the polynomial g in (2.2) in terms of “nice” generating sets of polynomials such
as Gröbner Bases and then use an SDP formulation, see Problem 1.2.1. Here, we present
a different perspective through the lens of χIMP to decide the existence of an SOS proof
modulo S. The following theorem puts forward the idea that the χIMP is the main player
in SOS proofs automatability and allows us to use a much larger tool box than the usual
Gröbner Basis.

Theorem 2.2.10. Let Γ be a constraint language such that χIMPd(Γ) is polynomial time
solvable. Let P be an instance of CSP(Γ) and I(P) = ⟨p1 . . . , pm⟩ be the corresponding ideal
to P. Assume that ∀qi, ∀a ∈ S we have qi(a) > ε.

Then for a polynomial r, the existence of an SOS proof of form (2.2) with

max{deg(h2
i ), deg(s2

jqk)} ≤ d

is polynomial time decidable. Furthermore, such a proof can be found in polynomial time, if
one exists.

Theorem 2.2.10 requires χIMPd(Γ) to be polynomial time solvable. However, in many
cases e.g., Boolean CSPs such as Vertex Cover, Clique, Stable Set, and 2-SAT, the cor-
responding χIMP is polynomial time solvable and a Gröbner Basis can be computed in
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polynomial time. On one hand, in such cases, it is straightforward to impose restrictions on
SOS polynomials, for instance having domain polynomials x2

i − xi allows us to restrict to
multilinear SOS proofs. However, on the other hand, in such cases the degree restriction is
less demanding particularly on the “ideal part”. It would be interesting to see whether this
lead to some improvements on the existing SOS SDP relaxations for problems where the
corresponding χIMP is polynomial time solvable.

IMP and theta bodies. In Section 5.4, we apply our techniques to show that the theta
bodies [90] arising from certain combinatorial problems can be constructed in polynomial
time. One of the core problems in optimization is to understand the conv(S) or a relaxation
of conv(S), where S the set of feasible solutions to a given problem and conv(S) denotes
the convex hull of S. Here, we consider combinatorial ideals arising from CSPs where S is
a finite subset of Rn. Theta body relaxations, introduced by Gouveia, Parrilo and Thomas
[90], obtain a hierarchy of relaxations to conv(S). They are strong relaxations, for instance,
they achieve the best approximation among all symmetric SDPs of a comparable size [218]
and are known to have nice properties [90].

Let THk(I(P)), P ∈ CSP(Γ), denote the k-th theta body of I(P). Theta bodies create a
nested sequence of closed convex relaxations i.e., TH1(I(P)) ⊇ TH2(I(P)) ⊇ · · · ⊇ conv(S).
We say a constraint language Γ is THk-exact if for any instance P of CSP(Γ) the ideal I(P)
is THk-exact. The ideal I(P) is THk-exact if THk(I(P)) = conv(S). Zero-dimensional ideals
are THk-exact for some finite k [145]. An intriguing question is characterizing THk-exact
constraint languages, for constant k: Which constraint languages are THk-exact, for some
constant k?. This is analogous to Lovász’s question [155] where he asked: Which ideals in
R[x1, . . . , xn] are THk-exact 4. This question is partially answered in [90] for the case k = 1
from a completely different perspective. From algorithmic point of view, a natural question
to ask is that for which constraint languages constructing theta bodies is a polynomial time
task.

Problem 2.2.11. For which constraint languages Γ the k-th theta body THk(I(P)) is com-
putable in polynomial time where P is an instance of CSP(Γ)?

In Section 5.4, we provide strong evidence that the polymorphisms of constraint lan-
guages might be the right notion that one should consider to address Problem 2.2.11.
To construct the k-th theta bodies it is sufficient to obtain a basis for the factor ring
R[x1, . . . , xn]k/I modulo ideal I [145, 184]. Our result in Theorem 2.2.8 gives us such a lux-
ury. We point out that the connection between theta bodies and the IMP was first reported
in [161] and efficient constructions of theta bodies of Boolean problems have been addressed

4In fact, Lovász’s asked which ideals in R[x1, . . . , xn] are (1, k)-SOS. An ideal is (1, k)-SOS if every
nonnegative linear polynomial on S is k-SOS mod I. However, it turns out that a radical ideal in R[x1, . . . , xn]
is (1, k)-SOS if and only if it is T Hk-exact [90].
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by Mastrolilli. While there are only very few problems for which efficient construction of
theta bodies are known, we provide a unifying framework to study the computational as-
pects of theta bodies and, ultimately, making progress towards answering Problem 2.2.11.
In particular, we present (rediscover) several positive results for problems such as Stable
Set, Binary Matroids, H-Coloring, Min/Max Ones, and Strict CSPs.
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Chapter 3

Algebraic approach to IMP

3.1 Expanding the constraint language

In this section we discuss constructions on relations that allow us to reduce one IMP with a
fixed constraint language to another. First we show that adding so-called constant relations
does not change the complexity of the problem. Second, we will consider languages on
the same domain, and prove that primitive positive (pp-, for short) definitions between
constraint languages provides a reduction between the corresponding IMPs. Third, we will
turn our attention to the case where two languages are defined on different domains. In this
case, we study a stronger notion called primitive positive interpretability. We prove that if
a language Γ pp-interprets a language ∆, then IMP(∆) is reducible to IMP(Γ). Finally, we
discuss how ideal membership proofs can (or cannot) be recovered under these reductions.

3.1.1 Constant relations and the search problem

We start with expansion of a constraint language Γ on a set D by constant relations. A
constant relation Ra, a ∈ D, is the unary relation, that is, a subset of D, that contains
just one element a. Using it in a CSP is equivalent to pinning a variable to a fixed value
a. Expansion by constant relations is very important for CSPs. It preserves the complexity
of the decision version of the problem when Γ is a core, see [39], and it preserves the
complexity of the counting version of the problem for any Γ, see [37]. For A ⊆ D let ΓA

denote Γ ∪ {Ra | a ∈ A}. We also call constraints of the form ⟨x,Ra⟩ pinning constraints.

Proposition 3.1.1. Let Γ be a constraint language on a set D and A ⊆ D. Then IMPd(ΓA)
is polynomial time reducible to IMPd+|A|(|D|−1)(Γ).

Proof. Let P = (X,D,C) be an instance of CSP(ΓA) and let I(P) be the ideal correspond-
ing to P. Suppose (f0,P) is an instance of IMPd(ΓA) where we want to decide if f0 ∈ I(P).
First, we perform some preprocessing of (f0,P). Note that if P contains constraints ⟨x,Ra⟩,
⟨x,Rb⟩, a ̸= b, then P has no solution and so 1 ∈ I(P) implying f0 ∈ I(P). Let Xa denote
the set of variables x, for which there is a constraint ⟨x,Ra⟩ ∈ C. Introduce new variable
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xa for each a ∈ A and replace every x ∈ Xa, with xa in both f0 and P. In particular, let

X ′ =
(
X \

⋃
a∈A

Xa

)
∪ {xa | a ∈ A}.

The resulting instance (f ′
0,P ′) has the following properties:

– The solutions of P and P ′ are in one-to-one correspondence, since for every solution
φ of P we have φ(x) = a for each x ∈ Xa, and so the mapping φ′ : X ′ → D such that
φ(xa) = a for a ∈ A and φ′(x) = φ(x) otherwise is a solution of P ′ and vice versa.

– f0(φ) = 0 if and only if f ′
0(φ′) = 0.

Now let P∗ = (X ′, D,C∗) be an instance of CSP(Γ) where C∗ consists of all constraint
from C ′ except the ones of the form ⟨x,Ra⟩, a ∈ A. We define a new polynomial f∗

0 as
follows.

f∗
0 =

∏
a∈A

∏
b∈D\{a}

(xa − b)

 · f ′
0.

Observe that, for any a ∈ A and φ∗ : X ′ → D, if φ∗(xa) ̸= a then f∗
0 (φ∗) = 0. Suppose

φ′ ∈ V(I(P ′)). As φ′ satisfies all the pinning constraints in C ′, we have f ′
0(φ′) ̸= 0 if and

only if f∗
0 (φ′) ̸= 0. Moreover, suppose φ∗ ∈ V(I(P∗) and f∗

0 (φ∗) ̸= 0. This implies that

1. ∏
a∈A

∏
b∈D\{a}

(φ∗(xa)− b) ̸= 0, which means φ∗ satisfies all the pinning constraints in C,

and hence φ∗ ∈ V(I(P ′)), and

2. f ′
0(φ′) ̸= 0.

Combining the preprocessing step with the second one there exists φ ∈ V(I(P)) such that
f0(φ) ̸= 0 if and only if there exists φ∗ ∈ V(I(P∗) such that f∗

0 (φ∗) ̸= 0. This completes
the proof of the proposition.

Proposition 3.1.1 together with the fact that IMP(Γ) is a subproblem of IMP(ΓA)
implies a close connection between the complexity of IMP(Γ) and IMP(ΓA).

Corollary 3.1.2. For any constraint language Γ on D and any A ⊆ D, the problem
IMP(ΓA) is tractable (d-tractable) if and only if IMP(Γ) is tractable (d-tractable), and
IMP(ΓA) is coNP-complete if and only if IMP(Γ) is coNP-complete.

Recall that Γ∗ = ΓD. Then

Theorem 3.1.3. For any Γ over D the problem IMP(Γ∗) is polynomial time reducible to
IMP(Γ), and for any d the problem IMPd(Γ∗) is polynomial time reducible to IMPd+|D|(|D|−1)(Γ).

However, Proposition 3.1.1 leaves some room for possible complexity of IMPd(Γ) for
small d, less than |D|(|D| − 1).
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Example 3.1.4. Fix D, ℓ ≤ |D|. Let NEQs, s ≤ |D| denote the s-ary disequality relation
on D given by

NEQs = {(a1, . . . , as) | |{a1, . . . , as}| = s}.

In particular, CSP(NEQ2) is equivalent to |D|-Coloring. Now let a (ℓ + 2)-ary relation R

be defined as follows

R = (NEQ2 × NEQℓ) ∪ {(a1, . . . , a2+ℓ) | |{a1, . . . , a2+ℓ}| < ℓ},

and let Γ = {R}. It is easy to see that CSP(Γ) is polynomial time, as assigning the same
value to all variables always provides a solution. As we observed in Lemma 2.1.11 this
implies that IMP0 is also easy. Actually, f0 of degree 0 never belongs to the ideal except
f0 = 0.

It can also be shown that for any A ⊆ D with |A| < ℓ assigning a constant a ∈ A to
all variables except those bound by the pinning constraints is also a solution of CSP(ΓA).
Therefore, IMP0(ΓA) is easy for any such set. On the other hand, if |A| = ℓ, say, A =
{a1, . . . , aℓ}, then CSP(ΓA) can simulate |D|-Coloring by using R(x, y, a1, . . . , aℓ). (This
will be made more precise in Section 3.1.2.) Therefore, IMP0(ΓA) is coNP-complete in
this case. Clearly that playing with the exact definition of R one can construct a language
Γ such that IMP0(ΓA) becomes coNP-complete for any specified collection of subsets A
while remains easy for the rest of the subsets.

In the case of a 2-element D we can show a more definitive result.

Proposition 3.1.5 (see also [161]). Let Γ be a constraint language on the set {0, 1}. Then

(1) IMPd(Γ∗) is polynomial time equivalent to IMPd+2(Γ).

(2) IMP0(Γ) is polynomial time [coNP-complete] if and only if CSP(Γ) is polynomial
time [NP-complete].

(3) If CSP(Γ{0}) or CSP(Γ{1}) is NP-complete then IMP1(Γ) is coNP-complete.

Items (1),(3) follow from Proposition 3.1.1 and item (2) follows from Lemma 2.1.11.
Moreover, replacing the relation NEQ2 in Example 3.1.4 with the Not-All-Equal relation,
one can construct constraint languages Γ such that the borderline between easiness and
hardness in the sequence IMP0(Γ), IMP1(Γ), IMP2(Γ) lies in any desirable place.

Proposition 3.1.1 also provides a connection between the decision version of the IMP
and its search version. Since IMP(Γ) is in coNP, here by the search IMP we understand the
following problem. Let (f0,P) be an instance of IMP(Γ) such that f0 ̸∈ I(P), the problem
is to find an assignment φ ∈ V(I(P)) such that f0(φ) ̸= 0.

Corollary 3.1.6. A decision problem IMP(Γ) is tractable [d-tractable] if and only if the
corresponding search problem is tractable [d-tractable].
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Proof. One direction is trivial as the tractability of the search problem implies the tractabil-
ity of the corresponding decision problem.

For the converse, let Γ be a constraint language over a finite set D such that IMP(Γ) is
(d-) tractable. Consider (f0,P), an instance of IMP(Γ), where P = (X,D,C) is an instance
of CSP(Γ). By the choice of Γ, we can decide in polynomial time whether there exists φ
such that φ ∈ V(I(P)) but f0(φ) ̸= 0. Suppose such φ exists and hence f0 ̸∈ I(P). Then
for each x ∈ X there must be some a ∈ D, for which in the following instance (f ′

0,P ′) of
the IMP we have f ′

0 ̸∈ I(P ′):

1. define f ′
0 to be the polynomial obtained from f0 by substituting a for x.

2. define P ′ with P ′ = (X,D,C ′ = C ∪ {⟨x, {a}⟩}).

Checking whether f ′
0 ∈ I(P ′) is an instance of IMP(Γ∗) and therefore can be done in

polynomial time. Hence, by considering each possible value a ∈ D we can find a value for
x that is a part of φ ∈ V(I(P)) such that f0(φ) ̸= 0. Having found such a value a for x we
retain x = a and move to the smaller problem. Repeating the process for each variable in
turn we can find a required φ. The algorithm requires solving at most |X| · |D| instances of
IMP(Γ∗), each of which can be solved in polynomial time.

3.1.2 Primitive positive definability

One of the most useful reductions between CSPs is by means of primitive-positive definitions.

Definition 3.1.7 (pp-definability). Let Γ,∆ be constraint languages on the same set D. We
say that Γ pp-defines ∆ (or ∆ is pp-definable from Γ) if for each relation (predicate) R ⊆ Dk

in ∆ there exists a first order formula L over variables {x1, . . . , xm, xm+1, . . . , xm+k} that
uses predicates from Γ, equality relations, and conjunctions such that

R(xm+1, . . . , xm+k) = ∃x1 . . . ∃xmL

Such an expression is often called a primitive positive (pp-) formula.

Mastrolilli showed that there is an analogue of existential quantification on the IMP
side.

Definition 3.1.8. Given I = ⟨f1, . . . , fs⟩ ⊆ F[X], for Y ⊆ X, the Y -elimination ideal IX\Y

is the ideal of F[X \ Y ] defined by

IX\Y = I ∩ F[X \ Y ]

In other words, IX\Y consists of all consequences of f1 = · · · = fs = 0 that do not depend
on variables from Y .
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Theorem 3.1.9 ([161]). Let P = (X,D,C) be an instance of the CSP(Γ), and let I(P) be
the corresponding ideal. For any Y ⊆ X let IY be the (X\Y )-elimination ideal. Then, for any
partial solution φY ∈ V(IY ) there exists an extension ψ : X \Y such that (φ,ψ) ∈ V(I(P)).

Let Γ,∆ be constraint languages on the same domain D such that Γ pp-defines ∆. This
means that for every relation R from ∆ there is a pp-definition in Γ

R(xmR+1, . . . , xmR+kR
) = ∃x1 . . . ∃xmRLR.

Suppose P∆ = (X,D,C) is an instance of CSP(∆). This instance can be converted into an
instance PΓ = (X ′, D,C ′) of CSP(Γ), see Theorem 2.16 in [39], in such a way that X ⊆ X ′

and the instance P∆ has a solution if and only if PΓ does. Moreover, it can be shown that
PΓ,P∆ satisfy the following condition.

The Extension Condition. Every solution of P∆ can be extended to a solution
of PΓ, and, vice versa, the restriction of every solution of PΓ onto variables from
X is a solution of P∆.

As usual, let I(P∆) be the ideal of F[X] corresponding to P∆ and I(PΓ) the ideal of F[X ′]
corresponding to PΓ. We would like to relate the set of solutions of P∆ to the variety
of the X ′ \ X-elimination ideal of I(PΓ). The next lemma states that the variety of the
X ′ \X-elimination ideal of I(PΓ) is equal to the the variety of I(P∆).

Lemma 3.1.10 ([161], Lemma 6.1, paraphrased). Let IX = I(PΓ) ∩ F[X] be the X ′ \X-
elimination ideal of I(PΓ). Then

V(I(P∆)) = V(IX).

We can now prove a reduction for pp-definable constraint languages.

Theorem 3.1.11. If Γ pp-defines ∆, then IMP(∆) [IMPd(∆)] is polynomial time reducible
to IMP(Γ) [respectively, to IMPd(Γ)].

Proof. Let (f0,P∆), P∆ = (X,D,C∆), be an instance of IMP(∆) where X = {xm+1, . . . ,

xm+k}, f0 ∈ F[xm+1, . . . , xm+k], k = |X|, and m will be defined later, and I(P∆) ⊆
F[xm+1, . . . , xm+k]. From this we construct an instance (f ′

0,PΓ) of IMP(Γ) where f ′
0 ∈

F[x1, . . . , xm+k] and I(PΓ) ⊆ F[x1, . . . , xm+k] such that f0 ∈ I(P∆) if and only if f ′
0 ∈ I(PΓ).

Using pp-definitions of relations from ∆ we convert the instance P∆ into an instance
PΓ = ({x1, . . . , xm+k}, D,CΓ) of CSP(Γ) such that every solution of P∆,PΓ satisfy the
Extension Condition above. Such an instance PΓ can be constructed in polynomial time as
follows.
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By the assumption each S ∈ ∆, say, tS-ary, is pp-definable in Γ by a pp-formula involving
relations from Γ and the equality relation, =D. Thus,

S(yqS+1, . . . , yqS+tS ) = ∃y1, . . . , yqS (R1(w1
1, . . . , w

1
l1) ∧ · · · ∧Rr(wr1, . . . , wrlr )),

where w1
1, . . . , w

1
l1
, . . . , wk1 , . . . , w

k
lk
∈ {y1, . . . , yqS+tS} and R1, . . . , Rr ⊆ Γ ∪ {=D}.

Now, for every constraint B = ⟨s, S⟩ ∈ C∆, where s = (xi1 , . . . , xit) create a fresh copy
of {y1, . . . , yqS} denoted by YB, and add the following constraints to CΓ

⟨(w1
1, . . . , w

1
l1), R1⟩, . . . , ⟨(wr1, . . . , wrlr ), Rr⟩.

We then set m = ∑
B∈C |YB| and assume that ∪B∈CYB = {x1, . . . , xm}. Note that the

problem instance obtained by this procedure belongs to CSP(Γ ∪ {=D}). All constraints
of the form ⟨(xi, xj),=D⟩ can be eliminated by replacing all occurrences of the variable xi
with xj . Moreover, it can be checked (see also Theorem 2.16 in [39]) that P∆,PΓ satisfy the
Extension Condition.

Let I(PΓ) ⊆ F[x1, . . . , xm+k] be the ideal corresponding to PΓ and set f ′
0 = f0. Since

f0 ∈ F[xm+1, . . . , xm+k] we also have f0 ∈ F[x1, . . . , xm+k]. Hence, (f0,PΓ) is an instance of
IMP(Γ). We prove that f0 ∈ I(P∆) if and only if f0 ∈ I(PΓ).

Suppose f0 ̸∈ I(P∆), this means there exists φ ∈ V(I(P∆)) such that f(φ) ̸= 0. By
Theorem 3.1.9, φ can be extended to a point φ′ ∈ V(I(PΓ)). This in turn implies that
f0 ̸∈ I(PΓ). Conversely, suppose f0 ̸∈ I(PΓ). Hence, there exists φ′ ∈ V(I(PΓ)) such
that f0(φ′) ̸= 0. Projection of φ′ to its last k coordinates gives a point φ ∈ V(IX). By
Lemma 3.1.10, φ ∈ V(I(P∆)) which implies f0 ̸∈ I(P∆).

Remark 3.1.12. The smallest set of all relations pp-defined from a constraint language
Γ ⊆ RA is called the relational clone of Γ, denoted by ⟨Γ⟩. Hence, as a corollary to
Theorem 3.1.11, for a finite set of relations Γ, IMP(Γ) is tractable [d-tractable] if and
only if IMP(∆) is tractable [d-tractable] for any finite ∆ ⊆ ⟨Γ⟩. Similarly, IMP(Γ) is
coNP-complete if and only if IMP(∆) is coNP-complete for some finite ∆ ⊆ ⟨Γ⟩.

3.1.3 Primitive positive interpretability

Pp-definability is a useful technique that tells us what additional relations can be added to
a constraint language without changing the complexity of the corresponding problem class,
and provides a tool for comparing different languages on the same domain. Next, we discuss
a more powerful tool that can be used to compare the complexity of the IMP for languages
over different domains.

Definition 3.1.13 (pp-interpretability). Let Γ,∆ be constraint languages over finite do-
mains D,E, respectively, and ∆ is finite. We say that Γ pp-interprets ∆ if there exists a
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natural number ℓ, a set F ⊆ Dℓ, and an onto mapping π : F → E such that Γ pp-defines
the following relations

1. the relation F ,

2. the π-preimage of the equality relation on E, and

3. the π-preimage of every relation in ∆,

where by the π-preimage of a k-ary relation S on E we mean the ℓk-ary relation π−1(S) on
D defined by

π−1(S)(x11, . . . , x1k, x21, . . . , x2k, . . . , xℓ1, . . . , xℓk) is true

if and only if
S(π(x11, . . . , xℓ1), . . . , π(x1k, . . . , xℓk)) is true.

Example 3.1.14. Suppose D = {0, 1} and E = {0, 1, 2} and define relations RD =
{(0, 0), (0, 1), (1, 1)} and RE = {(0, 0), (0, 1), (0, 2), (1, 1), (1, 2), (2, 2)}. Note that relations
RD, RE are orders 0 ≤ 1 and 0 ≤ 1 ≤ 2 on D,E, respectively. Set Γ = {RD} and ∆ = {RE}.

Let n = 2 and define F = {(0, 0), (0, 1), (1, 1)} ⊆ D2. The language Γ pp-defines F
i.e. F = {(x, y) | x ≤ y and x, y ∈ {0, 1}}. Now define mapping π : F → E as follows
π((0, 0)) = 0, π((0, 1)) = 1, π((1, 1)) = 2. The π-preimage of the relation RE is the relation

RF = {(0, 0, 0, 0), (0, 0, 0, 1), (0, 0, 1, 1), (0, 1, 0, 1), (0, 1, 1, 1), (1, 1, 1, 1)}.

The language Γ pp-defines Γ′ = {RF } through the following pp-formula

RF = {(x1, x2, y1, y2) | (x1 ≤ y1)∧(x2 ≤ y2)∧(x1 ≤ x2)∧(y1 ≤ y2), and (x1, x2, y1, y2) ∈ {0, 1}4}.

Consider instance ({x, y, z}, E, C) of CSP(∆) where the set of constraints is C =
{⟨(x, y), RE⟩, ⟨(y, z), RE⟩}. This basically means the requirements (x ≤ y) ∧ (y ≤ z). This
instance is equivalent to the following instance of CSP(Γ′):

⟨(x1, x2, y1, y2), RF ⟩ ∧ ⟨(y1, y2, z1, z2), RF ⟩ (3.1)

As was pointed out, Γ pp-defines F as well as RF . Hence, we define ({x1, x2, y1, y2, z1, z2}, D,
C ′), an instance of CSP(Γ), with the constraints

⟨(x1, x2), RD⟩ ∧ ⟨(y1, y2), RD⟩ ∧ ⟨(z1, z2), RD⟩ (3.2)

∧ ⟨(x1, y1), RD⟩ ∧ ⟨(x2, y2), RD⟩ (3.3)

∧ ⟨(y1, z1), RD⟩ ∧ ⟨(y2, z2), RD⟩ (3.4)
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Note that (3.2) is a pp-definition of relation F and forces (x1x2), (y1y2), (z1z2) ∈ F . More-
over, equations (3.3) and (3.4) are equivalent to

(x1 ≤ y1) ∧ (x2 ≤ y2) ∧ (y1 ≤ z1) ∧ (y2 ≤ z2) (3.5)

Applying the mapping π, every solution of the instance ({x1, x2, y1, y2, z1, z2}, D,C ′) can
be transformed to a solution of instance ({x, y, z}, E, C) and back.

One can interpolate mapping π in Definition 3.1.13 by a polynomial of low degree. It is a
known fact that given N + 1 distinct x0, . . . ,xN ∈ Rℓ and corresponding values y0, . . . , yN ,
there exists a polynomial p of degree at most ℓN that interpolates the data i.e. p(xj) = yj for
each j ∈ {0, . . . , N} (such a polynomial can be obtained by a straightforward generalization
of the Lagrange interpolating polynomial, see, e.g., [185]). Hence, we can interpolate the
mapping π by a polynomial of total degree at most ℓ|E|.

Theorem 3.1.15. Let Γ,∆ be constraint languages on sets D,E, respectively, and let Γ
pp-interprets ∆. Then IMPd(∆) is polynomial time reducible to IMPℓ|E|(Γ).

Proof. Let (f0,P∆) be an instance of IMPd(∆) where f0 ∈ F[x1, . . . , xn], P∆ = ({x1, . . . , xn},
E, C∆), an instance of CSP(∆), and I(P∆) ⊆ F[x1, . . . , xn].

The properties of the mapping π from Definition 3.1.13 allow us to rewrite an instance
of CSP(∆) to an instance of CSP(Γ′) over the constraint language Γ′. Recall that, by
Definition 3.1.13, Γ′ contains all the ℓk-ary relations π−1(S) on D where S ∈ ∆ is k-ary
relation.

Note that Γ′ is pp-definable from Γ. By Theorem 3.1.11, IMP(Γ′) is reducible to IMP(Γ).
It remains to show IMPd(∆) is reducible to IMPd(Γ′). To do so, from instance (f0,P∆) of
IMPd(∆) we construct an instance (f ′

0,PΓ′) of IMPd(Γ′) such that f0 ∈ I(P∆) if and only
if f ′

0 ∈ I(PΓ′).
Let p be a polynomial of total degree at most ℓ|E| that interpolates mapping π. For

every f0 ∈ F[x1, . . . , xn], let f ′
0 ∈ F[x11, . . . , xℓ1, . . . , x1n, . . . , xℓn] be the polynomial that

is obtained from f0 by replacing each indeterminate xi with p(x1i, . . . , xℓi). Clearly, for
any assignment φ : {x1, . . . , xn} → E, f0(φ) = 0 if and only if f ′

0(ψ) = 0 for every ψ :
{x11, . . . , xℓn} → D such that

φ(xi) = π(ψ(x1i), . . . , ψ(xℓi))

for every i ≤ n. Moreover, for any such φ,ψ it holds φ ∈ V(I(P∆)) if and only if ψ ∈
V(I(PΓ′)). This yields that

(∃φ ∈ V(I(P∆)) ∧ f0(φ) ̸= 0) ⇐⇒ (∃ψ ∈ V((PΓ′)) ∧ f ′
0(ψ) ̸= 0)
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Note that the condition that f0 has bounded degree is important here, because otherwise f ′
0

may have exponentially more monomials than f0. This completes the proof of the theorem.

3.2 Polymorphisms and algebras

3.2.1 Polymorphisms and a necessary condition for tractability

Sets of relations closed under pp-definitions allow for a succinct representation through
polymorphisms. Let R be a k-ary relation on a set D and ψ an n-ary operation on the
same set. Operation ψ is said to be a polymorphism of R if for any a1, . . . , an ∈ R the
tuple ψ(a1, . . . , an) belongs to R. Here by ψ(a1, . . . , an) we understand the component-wise
action of ψ, that is, if ai = (ai1, . . . , aik) then

ψ(a1, . . . , an) = (ψ(a1
1, . . . , a

n
1 ), . . . , ψ(a1

k, . . . , a
n
k)).

For more background on polymorphisms, their properties, and links to the CSP the reader
is referred to a relatively recent survey [18]. Most of the standard results we use below can
be found in this survey.

A polymorphism of a constraint language Γ is an operation that is a polymorphism of
every relation in Γ. The set of all polymorphisms of the language Γ is denoted by Pol(Γ).
For a set Ψ of operations by Inv(Ψ) we denote the set of relations R such that every
operation from Ψ is a polymorphism of R. The operators Pol and Inv induces so called
Galois correspondence between sets of operations and constraint languages. There is a rich
theory of this correspondence, however, for the sake of this thesis we only need one fact.

Theorem 3.2.1. Let Γ,∆ be constraint languages on a finite set D. Then Pol(Γ) ⊆ Pol(∆)
if and only if Γ pp-defines ∆. In particular, Inv(Pol(Γ)) is the set of all relations pp-definable
in Γ.

Combining Theorem 3.2.1 and Theorem 3.1.11, polymorphisms of constraint languages
provide reductions between IMPs.

Corollary 3.2.2. Let Γ,∆ be constraint languages on a finite set D and ∆ finite. If Pol(Γ) ⊆
Pol(∆) then IMP(∆) [IMPd(∆)] is polynomial time reducible to IMP(Γ) [IMPd(Γ)].

Corollary 3.2.2 amounts to saying that similar to CSP(Γ) the complexity of IMP(Γ) is
determined by the polymorphisms of Γ.

Next we use the known necessary condition for CSP tractability [39] to obtain some
necessary conditions for tractability of IMP(Γ).

A projection is an operation ψ : Dk → D such that there is i ∈ [k] with ψ(x1, . . . , xk) =
xi for any x1, . . . , xk ∈ D. If the only polymorphisms of a constraint language are projections,
every relation is pp-definable in Γ implying that IMP(Γ) is coNP-complete.
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Theorem 3.1.3 is another ingredient for our necessary condition. Recall that for a lan-
guage Γ by Γ∗ we denote the language with added constant relations Ra for all a ∈ D. It
is known that every polymorphism ψ of all the constant relations is idempotent, that is,
satisfies the condition ψ(x, . . . , x) = x. Therefore, by Theorem 3.1.3 it suffices to focus on
idempotent polymorphisms.

Proposition 3.2.3. Let Γ be a constraint language over a finite set D. If the only idempo-
tent polymorphisms of Γ are projections then IMP|D|(|D|−1)(Γ) is coNP-complete.

Example 3.2.4. Consider the relation N = {0, 1}3\{(0, 0, 0), (1, 1, 1)}. This relation corre-
sponds to Not-All-Equal Satisfiability problem and it is known that the idempotent
operations from Pol({N}) are projections [186]. CSP({N}) was shown to be NP-complete
by Schaefer [196] and IMP({N}) is shown to be coNP-complete in [161].

3.2.2 Algebras and a better necessary condition

In this section we briefly review the basics of structural properties of (universal) algebra in
application to the IMP. Universal algebras have been instrumental in the study of CSPs,
and, although we do not go deeper into this theory in this thesis, we expect they should be
useful for IMPs as well. We follow textbooks [45, 165] and texts on the algebraic theory of
the CSP, see, e.g., [15, 16, 39, 37].

Algebras. An algebra is a pair D = (D,Ψ) where D is a set (always finite in this thesis)
and Ψ is a set of operations on D (perhaps multi-ary). The operations from Ψ are called
basic, and any operation that can be obtained from operations in Ψ by means of composition
is called a term operation. The set of all term operations will be denoted by Term(D).
For example, Ψ can be the set Pol(Γ) for some constraint language Γ on D, in which
case D is called the algebra of polymorphisms of Γ and will be denoted Alg(Γ). Thus,
Alg(Γ) = (D,Pol(Γ)).

By Corollary 3.2.2 the algebra Alg(Γ) determines the complexity of IMP(Γ) and IMPd(Γ)
for sufficiently large d. The advantage of using algebras rather than just polymorphisms is
that it unlocks a variety of structural methods that cannot be easily applied if we only use
polymorphisms. Algebra D = (D,Ψ) is said to be tractable [d-tractable] if for any finite
constraint language Γ such that Ψ ⊆ Pol(Γ) the problem IMP(Γ) is tractable [d-tractable].
Algebra D is said to be coNP-complete if for some finite language Γ with Ψ ⊆ Pol(Γ) the
problem IMP(Γ) is coNP-complete. In the rest of this section apart from another necessary
condition of tractability we prove several results that deduce the tractability [d-tractability,
coNP-completeness] of a certain algebra derivative from D from a similar property of D.

Idempotent algebras. The first step will be to reduce the kind of algebras we have to
study. By Theorem 3.1.3 idempotent polymorphisms determine the complexity of IMP(Γ).
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On the algebraic side, an algebra D is said to be idempotent if each of its basic operations
(and therefore each of its term operations) is idempotent. Every algebra D = (D,Ψ) can be
converted into an idempotent algebra simply by throwing out all the non-idempotent term
operations. Let Termid(D) denote the set of all idempotent operations from Term(D). Then
the full idempotent reduct of D = (D,Ψ) is the algebra Id(D) = (D,Termid(D)).

Proposition 3.2.5. For any finite algebra D = (D,Ψ), D is tractable [d-tractable] if and
only if Id(D) is tractable [d-tractable]. Also Id(D) is coNP-complete if and only if D is
coNP-complete.

Proof. Note that an operation ψ on a set D is idempotent if and only if it preserves all
the relations in the set ΓCON = {Ra | a ∈ D}, consisting of all constant relations Ra on
D. Hence, Inv(Termid(D)) is the relational clone generated by Inv(Ψ) ∪ ΓCON, or, in other
words, every relation R such that Termid(D) ⊆ Pol(R) is pp-definable in Inv(Ψ) ∪ ΓCON.

Let ∆ be a finite set from Inv(Termid(D)). By the observation above there is a finite Γ ⊆
Inv(Ψ)∪ΓCON such that Γ pp-defines ∆. By Theorem 3.1.3 for any d the problem IMPd(∆)
can be reduced in polynomial time to IMPd+|D|(|D|−1)(Γ), and the result follows.

Subalgebras, homomorphisms, and direct powers. The following standard algebraic
constructions have been very useful in the study of the CSP.

Definition 3.2.6. Let D = (D,Ψ) be an algebra.

– (Subalgebra) Let E ⊆ D such that, for any ψ ∈ Ψ and for any b1, . . . , bk ∈ E, where
k is the arity of ψ, we have ψ(b1, . . . , bk) ∈ E. In other words, ψ is a polymorphism
of E or E ∈ Inv(Ψ). The algebra E = (E,Ψ|E), where Ψ|E consists of the restrictions
of all operations in Ψ to E, is called a subalgebra of D.

– (Direct power) For a natural number k the k-th direct power Dk of D is the
algebra Dk = (Dk,Ψk), where Ψk consists of all the operations from Ψ acting on Dk

component-wise (see the definition of polymorphism).

– (Homomorphic image) Let E be a set and χ : D → E a mapping such that
for any (say, k-ary) ψ ∈ Ψ and any a1, . . . , ak, b1, . . . , bk ∈ D, if χ(ai) = χ(bi),
i ∈ [k], then χ(ψ(a1, . . . , ak)) = χ(ψ(b1, . . . , bk)). The algebra E = (E,Ψχ) is called
a homomorphic image of D, where for every ψ ∈ Ψ the set Ψχ contains ψ/χ given
by ψ/χ(c1, . . . , ck) = χ(ψ(a1, . . . , ak)) and a1, . . . , ak ∈ D are such that ci = χ(ai),
i ∈ [k].

If an algebra is the algebra of polymorphisms of some constraint language, the concepts
above are related to pp-definitions and pp-interpretations. We will use the following easy
observation.
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Lemma 3.2.7. Let D = (D,Ψ) = Alg(Γ) for a constraint language Γ over D.

– If E = (E,Ψ|E) is a subalgebra of D then E is pp-definable in Γ.

– Every relation from Inv(Ψk) is pp-interpretable in Γ.

– Let E = (E,Ψχ) be a homomorphic image of D. Then every relation from Inv(Ψχ) is
pp-interpretable in Γ.

The standard algebraic constructions also include direct products of different algebras.
Direct products also have a strong connection to the CSP and therefore IMP. However,
they require a more general framework, multi-sorted CSPs and IMPs. These are beyond the
scope of this thesis.

We are now ready to prove the reductions induced by subalgebras, direct powers, and
homomorphic images.

Theorem 3.2.8. Let D be an algebra and E its subalgebra [direct power, homomorphic im-
age]. If D is d-tractable, then so is E. If E is coNP-complete, then D is also coNP-complete.
Moreover, if E is a subalgebra of D, then E is tractable whenever D is.

Proof. The theorem is almost straightforward from Lemma 3.2.7 and Theorems 3.1.11, 3.1.15.
Let D = (D,Ψ), E = (E,Ψ′) and ∆ ⊆ Inv(Ψ′), a finite set. Note that D = Alg(Γ) for
Γ = Inv(Ψ).

If E is a subalgebra of D, that is, Ψ′ = Ψ|E then by Lemma 3.2.7 E is pp-definable in
Γ and therefore ∆ ⊆ Inv(Ψ|E) ⊆ Inv(Ψ). The result follows.

If E is a direct power, say, E = (Dk,Ψk), then since every relation from Inv(Ψk) is pp-
interpretable in Γ, there is a finite set Γ′ ⊆ Γ that pp-interprets ∆. Then by Theorem 3.1.15
IMPd(∆) can be reduced to IMPd(Γ′) in polynomial time. The result follows.

In the case when E is a homomorphic image of Γ, the proof is identical to the previous
case due to Lemma 3.2.7.

Stronger necessary condition for tractability. Subalgebras, direct powers, and ho-
momorphic images allow us to state a stronger condition for tractability of constraint lan-
guages. In the case of the CSP, when a constraint language Γ contains all the constant
relations, CSP(Γ) is NP-complete if and only if Alg(Γ) has a homomorphic image D of a
subalgebra such that all the term operations of D are projections. Using Theorem 3.1.3 we
can make this condition even stronger (although only necessary).

Theorem 3.2.9. Let Γ be a constraint language with the property that there exists a ho-
momorphic image E of a subalgebra of a direct power of Id(Alg(Γ)) such that all the term
operations of E are projections. Then IMP|D|(|D|−1)(Γ) is coNP-complete.

Proof. Let E = (E,Ψ). Since the term operations of E are only projections, by Proposi-
tion 3.2.3 there is a finite set ∆ such that IMP0(∆) is coNP-complete. Then, by Lemma 3.2.7,
Γ∗ pp-interprets ∆, and we obtain the result by Theorems 3.1.3 and 3.1.15.
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3.3 Multi-sorted CSPs and IMP

3.3.1 Multi-sorted problems

In most theoretical studies of the CSP all variables are assumed to have the same domain,
this type of CSPs are known as one-sorted CSPs. However, for various purposes, mainly
for more involved algorithms such as in [35, 222] one might consider CSPs where different
variables of a CSP have different domains, this type of CSPs are known as multi-sorted
CSPs [38]. We study this notion in the context of the IMP and provide a reduction for
multi-sorted languages that are pp-interpretable. This in particular is useful in this thesis as
it provides a reduction between languages that are invariant under an affine polymorphism
over an arbitrary Abelian group and languages over several cyclic p-groups. Definitions
below are from [38].

Definition 3.3.1. For any finite collection of finite domains D = {Dt | t ∈ T}, and any
list of indices (t1, t2, . . . , tm) ∈ Tm, a subset R of Dt1 × Dt2 × · · · × Dtm, together with
the list (t1, t2, . . . , tm), is called a multi-sorted relation over D with arity m and signature
(t1, t2, . . . , tm). For any such relation R, the signature of R is denoted σ(R).

As an example consider D = {D1, D2} with D1 = {0, 1}, D2 = {0, 1, 2}. Then Z6, which
is the direct sum of Z2 and Z3, Z2 ⊕Z3, can be viewed as a multi-sorted relation over D of
arity 2 with signature (1, 2).

Similar to regular one-sorted CSPs, given any set of multi-sorted relations, we can define
a corresponding class of multi-sorted CSPs. Let Γ be a set of multi-sorted relations over a
collection of sets D = {Dt | t ∈ T}. The multi-sorted constraint satisfaction problem over
Γ, denoted MCSP(Γ), is defined to be the decision problem with instance P = (X,D, δ, C),
where X is a finite set of variables, δ : X → T , and C is a set of constraints where each
constraint C ∈ C is a pair ⟨s, R⟩, such that

• s = (x1, . . . , xmC ) is a tuple of variables of length mC , called the constraint scope;

• R is an element of Γ with arity mC and signature (δ(x1), . . . , δ(xmc)), called the
constraint relation.

The goal is to decide whether or not there exists a solution, i.e. a mapping φ : X → ∪D∈DD,
with φ(x) ∈ Dδ(x), satisfying all of the constraints. We will use Sol(P) to denote the (possibly
empty) set of solutions of the instance P.

The multi-sorted IMP, that is, IMP(Γ) for a multi-sorted constraint language Γ is largely
defined in the same way as the regular one. The ideal corresponding to an instance P of
MCSP(Γ) is constructed similar to the one-sorted case, the only difference is that for
an instance P = (X,D, δ, C) the corresponding ideal I(P) contains domain polynomials∏
a∈Dδ(xi)

(xi−a) for each variable xi. As with one-sorted CSPs, the IMP associated with a
multi-sorted constraint language Γ over a set D is the problem IMP(Γ) in which the input
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is a pair (f,P) where P = (X,D, δ, C) is a MCSP(Γ) instance and f is a polynomial from
F[X]. The goal is to decide whether f lies in the ideal I(P). We use IMPd(Γ) to denote
IMP(Γ) when the input polynomial f has degree at most d.

3.3.2 Multi-sorted languages, pp-definability and interpretability

Here we introduce the definition of pp-definitions and the more powerful construction, pp-
interpretations, in the multi-sorted case, and prove that, similar to the one-sorted case, they
give rise to reductions between IMPs.

Definition 3.3.2 (pp-definability). Let Γ be a multi-sorted constraint language on a collec-
tion of sets D = {Dt | t ∈ T}. A primitive-positive (pp-) formula in the language Γ is a first
order formula L over variables X that uses predicates from Γ, equality relations, existential
quantifier, and conjunctions, and satisfies the condition:

if R1(x1, . . . , xk), R2(y1, . . . , yℓ) are atomic formulas in L with signatures σ1, σ2

and such that xi, yj is the same variable, then σ1(i) = σ2(j).

The condition above determines the signature σ : X → T of L.
Let ∆ be another multi-sorted language over D. We say that Γ pp-defines ∆ (or ∆ is

pp-definable from Γ) if for each (k-ary) relation (predicate) R ∈ ∆ there exists a pp-formula
L over variables {x1, . . . , xm, xm+1, . . . , xm+k} such that

R(xm+1, . . . , xm+k) = ∃x1 . . . ∃xmL,

and if σ, σ′ are the signatures of L and R, respectively, then σ′ = σ|{m+1,...,m+k}.

An analog of the following result for one-sorted CSPs is proved in Section 3.1.2.

Theorem 3.3.3. If multi-sorted constraint language Γ pp-defines multi-sorted constraint
language ∆, then IMP(∆) [IMPd(∆)] is polynomial time reducible to IMP(Γ) [respectively,
to IMPd(Γ)].

The proof of Theorem 3.3.3 is very similar to the proof of Theorem 3.1.11 and we defer
the proof to Section 3.3.4.

Multi-sorted pp-interpretations are also similar to the one-sorted case, but require a bit
more care.

Definition 3.3.4 (pp-interpretability). Let Γ,∆ be multi-sorted constraint languages over
finite collections of sets D = {Dt | t ∈ T}, E = {Es | s ∈ S}, respectively, and ∆ is
finite. We say that Γ pp-interprets ∆ if for every s ∈ S there exist is,1, . . . , is,ℓs ∈ T , a set
Fs ⊆ Dis,1 × · · · × Dis,ℓs

, and an onto mapping πs : Fs → Es such that Γ pp-defines the
following relations

1. the relations Fs, s ∈ S,
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2. the πs-preimage of the equality relations on Es, s ∈ S, and

3. the π-preimage of every relation in ∆,

where by the π-preimage of a k-ary relation Q ⊆ Es1 × · · ·×Esk
over E we mean the m-ary

relation π−1(Q) over D, with m = ∑k
i=1 ℓsi, defined by

π−1(Q)(x1,1, . . . , x1,ℓs1
, x2,1, . . . , x2,ℓs2

, . . . , xk,1, . . . , xk,ℓsk
) is true

if and only if

Q(πs1(x1,1, . . . , x1,ℓs1
), . . . , πsk

(xk,1, . . . , xk,ℓsk
)) is true.

Example 3.3.5. Suppose D = {Z2,Z3} and E = {Z6}. Now, any relation on E is pp-
interpretable in a language in D via F = Z2 × Z3 and π : F → Z6 as

π(0, 0) = 0 π(1, 2) = 1 π(0, 1) = 2
π(1, 0) = 3 π(0, 2) = 4 π(1, 1) = 5.

Example 3.3.6. Here we present a very simple example of pp-interpretation that will be
useful later. Suppose D = {D = Z2} and E = {E1, E2} with E1 = E2 = Z2 × Z2. Define
relations RD = {(0, 0), (1, 1)} and

RE =
(

(0, 0) (1, 0) (0, 1) (1, 1)
(0, 0) (0, 1) (1, 0) (1, 1)

)
← x

← y

Note that the relation RE contains all pairs (x, y) ∈ E1 × E2 with x =
(

0 1
1 0

)
y and the

relation RD is the equality. Set Γ = {RD} and ∆ = {RE}.
Set F = D × D and define mapping π : F → E as follows π(x1, x2) = (x1, x2). The

π-preimage of the relation RE is the relation

RF =


0 1 0 1
0 0 1 1
0 0 1 1
0 1 0 1


← x1

← x2

← y1

← y2

The language Γ pp-defines Γ′ = {RF } through the following pp-formula

RF = {(x1, x2, y1, y2) | (x1 = y2) ∧ (x2 = y1), and (x1, x2, y1, y2) ∈ {0, 1}4}.
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Consider instance P = ({x, y, z}, E , δ, C) of MCSP(∆) where the set of constraints is

C = {⟨(x, y), RE⟩, ⟨(y, z), RE⟩}

and δ maps x to 1 and y, z to 2. This basically means the requirements x =
(

0 1
1 0

)
y and

y =
(

0 1
1 0

)
z. This instance is equivalent to the following instance P ′ of CSP(Γ′):

⟨(x1, x2, y1, y2), RF ⟩ ∧ ⟨(y1, y2, z1, z2), RF ⟩

Applying the mapping π, every solution of the instance P ′ can be transformed to a solution
of instance P and back. This in turn is equivalent to the following instance of CSP(Γ)

⟨(x1, y2), RD⟩ ∧ ⟨(x2, y1), RD⟩ ∧ ⟨(y1, z2), RD⟩ ∧ ⟨(x2, z1), RD⟩.

As in the one-sorted case, pp-interpretations give rise to reductions between IMPs.

Theorem 3.3.7. Let Γ, ∆ be multi-sorted constraint languages over collections of sets
D = {Dt | t ∈ T}, E = {Es | s ∈ S}, respectively, and let Γ pp-interprets ∆. Then IMPd(∆)
is polynomial time reducible to IMPO(d)(Γ).

Again, the proof of Theorem 3.3.7 is similar to that of Theorem 3.1.15 and is moved to
Section 3.3.5.

3.3.3 Multi-sorted polymorphisms

Polymorphisms provide a link between constraint languages and relations pp-definable in
those languages.

Proposition 3.3.8 ([28, 84]). Let Γ be a constraint language on set A and R a relation on
the same set. The relation R is pp-definable in Γ if and only if Pol(Γ) ⊆ Pol(R).

Corollary 3.3.9 ([121, 43]). Let Γ,∆ be constraint languages on a set D, ∆ finite, and
Pol(Γ) ⊆ Pol(∆). Then CSP(∆) is polynomial time reducible to CSP(Γ), and IMPd(∆) is
polynomial time reducible to IMPd(Γ), for any d.

We will need a version of polymorphisms adapted to multi-sorted relations. Let D =
{Dt | t ∈ T} be a collection of sets. A multi-sorted operation on D is a functional symbol
f with associated arity k along with an interpretation fDt of f on every set Dt ∈ D,
which is a k-ary operation on Dt. A multi-sorted operation f is said to be a (multi-sorted)
polymorphism of a multi-sorted relation R ⊆ Dt1 × · · · × Dtn , t1, . . . , tn ∈ T , if for any
a1, . . . , ak ∈ R the tuple

f(a1, . . . , ak) = (fDt1 (a1,1, . . . , a1,k), . . . , fDtn (an,1, . . . , an,k))
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belongs to R.

Example 3.3.10. Note that for the sake of defining a multi-sorted operation, the collection
D does not have to be finite. Let A be the class of all finite Abelian groups and f a ternary
functional symbol that is interpreted as the affine operation fA(x, y, z) = x−y+ z on every
A ∈ A, where +,− are operations of A.

Consider the multi-sorted binary relation R ⊆ Z2 × Z4 over D = {Z2,Z4} given by

R = {(0, 1), (0, 3), (1, 0), (1, 2)}.

It is straightforward to verify that f is a polymorphism of R. For instance,

f

((
0
1

)
,

(
1
0

)
,

(
1
2

))
=
(

0− 1 + 1
1− 0 + 2

)
=
(

0
3

)
∈ R.

To make sure f is a polymorphism of R we of course have to check every combination of
pairs from R.

The connection between multi-sorted polymorphisms and pp-definitions is more compli-
cated than that in the one-sorted case [38], and we do not need it here. However, we will
need the following well known fact.

Lemma 3.3.11. Let R ⊆ D1 × · · · ×Dn, f a k-ary polymorphism of R, and let f1, . . . , fk

be m-ary polymorphisms of R. Then the composition of f and f1, . . . , fk given by

gDi(x1, . . . , xm) = fDi(fDi
1 (x1, . . . , xm), . . . , fDi

k (x1, . . . , xm))

for i ∈ [n] is a polymorphism of R.

3.3.4 Proof of Theorem 3.3.3

In this section we provide a proof for Theorem 3.3.3. Our proof is a slight modification
of the one given for one-sorted CSPs. In order to establish the result, we first analyze
the relationship between pp-definability and the notion of elimination ideal from algebraic
geometry. This has been explored in case of one-sorted CSPs in [41, 161]. Here we establish
a relationship in the case of multi-sorted CSPs. The proofs and ideas used here are almost
identical to the ones in [161].

Theorem 3.3.12. Let P = (X,D, δ, C) be an instance of the MCSP(Γ), and let I(P) be
its corresponding ideal. For any Y ⊆ X let IY be the (X \ Y )-elimination ideal. Then, for
any partial solution φY ∈ V(IY ) there exists an extension ψ : X \ Y → ∪t∈TDt such that
(φ,ψ) ∈ V(I(P)).
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Proof. Suppose D = {Dt | t ∈ T}, δ : X → T and set I = I(P). We may assume V (I) ̸= ∅.
This is because if V (I) = ∅ then 1 ∈ I which implies 1 ∈ IY . If the latter holds then the
claim is vacuously true. We proceed by assuming V (I) ̸= ∅ and V (IY ) ̸= ∅.

The proof is by contradiction. Suppose there exists a = (a1, . . . , am) ∈ V (IY ), with m =
|Y |, that does not extend to a feasible solution from V (I). Assume Y = {y1, . . . , ym} ⊆ X,
and define the polynomial

q(y1, . . . , ym) =
m∏
i=1

∏
j∈Dδ(yi)\{ai}

(yi − j).

Observe that q(a1, . . . , am) ̸= 0 however for every b = (b1, . . . , bm) that can be extended to
a feasible solution of V (I) we have q(b) = 0. This implies

q(y1, . . . , ym) ∈ I(V (I)) ∩ F[y1, . . . , ym] = I ∩ F[y1, . . . , ym] = IY

where the first equality follows from the Strong Nullstellensat and I being radical. Having
q(y1, . . . , ym) ∈ IY implies that a = (a1, . . . , am) ̸∈ V (IY ), a contradiction.

Let ∆ and Γ be multi-sorted constraint languages over D where Γ pp-defines ∆. That
is for each (k-ary) relation (predicate) R ∈ ∆ there exists a pp-formula L over variables
{x1, . . . , xm, xm+1, . . . , xm+k} such that

R(xm+1, . . . , xm+k) = ∃x1 . . . ∃xmL, (3.6)

and if σ, σ′ are the signatures of L and R, respectively, then σ′ = σ|{m+1,...,m+k}. Let
S = Sol(L) be the set of satisfying assignments for L and let I(S) be its corresponding
vanishing ideal. Note that I(S) ⊆ F[x1, . . . , xm+k].

Lemma 3.3.13. R = V (IX) where IX = I(S) ∩ F[xm+1, . . . , xm].

Proof. Define the mapping πX : Fm+k → Fk to be the projection

π(a1, . . . , am+k) = (am+1, . . . , am+k).

If we apply πX to S we get πX(S) ⊆ Fk. Now it is easy to see π(S) ⊆ V (IX). This is because
every polynomial in IX vanishes on all the points in π(S). Provided that π(S) ⊆ V (IX)
we can write R as follows

R = πX(S) = {(am+1, . . . , am+k) ∈ V (IX) | ∃a1, . . . , am ∈ F s.t. (a1, . . . , am+k) ∈ S}

This is exactly the set of points in IX that can be extended to a solution in S. However,
by Theorem 3.3.12 all the points in V (IX) can be extended to a solution in S. This means
R = V (IX) as desired.
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We now have all the required ingredients to prove Theorem 3.3.3.

Proof of Theorem 3.3.3. Let (f,P∆), P∆ = (X,D, δ∆, C∆), be an instance of IMP(∆)
where X = {xm+1, . . . , xm+k}, f ∈ F[xm+1, . . . , xm+k], k = |X|, and m will be defined later,
and I(P∆) ⊆ F[xm+1, . . . , xm+k]. From this we construct an instance (f ′,PΓ) of IMP(Γ)
where f ′ ∈ F[x1, . . . , xm+k] and I(PΓ) ⊆ F[x1, . . . , xm+k] such that f ∈ I(P∆) if and only if
f ′ ∈ I(PΓ).

From P∆ we construct an instance PΓ = ({x1, . . . , xm+k},D, , δΓ, CΓ) of CSP(Γ) as
follows. By the assumption each S ∈ ∆, say, tS-ary, is pp-definable in Γ. Thus,

S(yqS+1, . . . , yqS+tS ) = ∃y1, . . . , yqS

L︷ ︸︸ ︷
(R1(w1

1, . . . , w
1
l1) ∧ · · · ∧Rr(wr1, . . . , wrlr )),

where w1
1, . . . , w

1
l1
, . . . , wk1 , . . . , w

k
lk
∈ {y1, . . . , yqS+tS} and R1, . . . , Rr ⊆ Γ∪{=D}. Moreover,

for σ and σS , the signatures of L and S respectively, we have σS = σ|{qS+1,...,qS+tS}. Now,
for every constraint B = ⟨s, S⟩ ∈ C∆, where s = (xi1 , . . . , xit) create a fresh copy of
{y1, . . . , yqS} denoted by YB, and add the following constraints to CΓ

⟨(w1
1, . . . , w

1
l1), R1⟩, . . . , ⟨(wr1, . . . , wrlr ), Rr⟩.

where for each Ri, Rj we have if wik, w
j
k′ are the same variable, then σRi(wik) = σRj (wjk′).

Set m = ∑
B∈C |YB| and assume that ∪B∈CYB = {x1, . . . , xm}. All constraints of the form

⟨(xi, xj),=D⟩ can be eliminated by replacing all occurrences of the variable xi with xj .
Let I(PΓ) ⊆ F[x1, . . . , xm+k] be the ideal corresponding to PΓ and set f ′ = f . Since

f ∈ F[xm+1, . . . , xm+k] we also have f ∈ F[x1, . . . , xm+k]. Hence, (f,PΓ) is an instance of
IMP(Γ). We prove that f ∈ I(P∆) if and only if f ∈ I(PΓ).

Suppose f ̸∈ I(P∆), this means there exists φ ∈ V(I(P∆)) such that f(φ) ̸= 0. By
Theorem 3.3.12, φ can be extended to a point φ′ ∈ V(I(PΓ)). This in turn implies that f ̸∈
I(PΓ). Conversely, suppose f ̸∈ I(PΓ). Hence, there exists φ′ ∈ V(I(PΓ)) such that f(φ′) ̸=
0. Projection of φ′ to its last k coordinates gives a point φ ∈ V(IX). By Lemma 3.3.13,
φ ∈ V(I(P∆)) which implies f ̸∈ I(P∆).

3.3.5 Proof of Theorem 3.3.7

In this section we provide a proof for Theorem 3.3.7.

Proof of Theorem 3.3.7. Recall that Γ, ∆ are multi-sorted constraint languages over col-
lections of sets D = {Dt | t ∈ T}, E = {Es | s ∈ S}, respectively, and Γ pp-interprets
∆.

Let (f,P∆) be an instance of IMPd(∆) where f ∈ F[x1, . . . , xn], P∆ = ({x1, . . . , xn}, E ,
δ∆, C∆), an instance of CSP(∆), and I(P∆) ⊆ F[x1, . . . , xn].
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As Γ pp-interprets ∆ then for every s ∈ S there exist is,1, . . . , is,ℓs ∈ T , a set Fs ⊆
Dis,1 × · · · ×Dis,ℓs

, and an onto mapping πs : Fs → Es such that Γ pp-defines the following
relations. By Definition 3.3.4, according to the properties of π1, . . . , π|S| we can rewrite an
instance of CSP(∆) to an instance of CSP(Γ′) over the constraint language Γ′. Γ′ contains

1. the relations Fs, s ∈ S,

2. the πs-preimage of the equality relations on Es, s ∈ S, and

3. the π-preimage of every relation in ∆.

Note that if δ∆(x) = s then δΓ′(xs,j) = is,j , for all 1 ≤ j ≤ ℓs. Moreover, note that Γ′

is pp-definable from Γ. By Theorem 3.3.3, IMP(Γ′) is reducible to IMP(Γ). It remains to
show IMPd(∆) is reducible to IMPd(Γ′). To do so, from instance (f,P∆) of IMPd(∆) we
construct an instance (f ′,PΓ′) of IMPd(Γ′) such that f ∈ I(P∆) if and only if f ′ ∈ I(PΓ′).

Let ps be a polynomial of total degree at most |Es|(|Dis,1 |+· · ·+|Dis,ℓs
|) that interpolates

mapping πs, s ∈ S. For every f ∈ F[x1, . . . , xn], let

f ′ ∈ F[x1,1, . . . , x1,ℓs1
, x2,1, . . . , x2,ℓs2

, . . . , xk,1, . . . , xk,ℓsk
]

be the polynomial that is obtained from f by replacing each indeterminate xi, with δ∆(xi) =
s, by ps(xs,1, . . . , xs,ℓs).

Now, for any assignment φ : {x1, . . . , xn} → ∪s∈SEs, with the condition φ(xi) ∈ Eδ∆(xi)

for all xi, f(φ) = 0 if and only if f ′(ψ) = 0 for every

ψ : {x1,1, . . . , x1,ℓs1
, x2,1, . . . , x2,ℓs2

, . . . , xk,1, . . . , xk,ℓsk
} → ∪t∈TDt

such that for each xi with δ∆(xi) = s we have

φ(xi) = π(ψ(xs,1), . . . , ψ(xs,ℓs))

Moreover, for any such φ,ψ it holds φ ∈ V(I(P∆)) if and only if ψ ∈ V(I(PΓ′)). This yields
that

(∃φ ∈ V(I(P∆)) ∧ f(φ) ̸= 0) ⇐⇒ (∃ψ ∈ V((PΓ′)) ∧ f ′(ψ) ̸= 0)

Note that the condition that f has bounded degree is important here, because otherwise f ′

may have exponentially more monomials than f . This completes the proof of the theorem.
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Chapter 4

Sufficient conditions for
tractability of IMP

4.1 The dual-discriminator

Here we deal with a majority operation. Over the Boolean domain there is only one ma-
jority operation, called the dual-discriminator. In the Boolean case, Mastrolilli [161] proved
that the IMP(Γ) is tractable when the constraint language Γ is closed under the dual-
discriminator operation. Later, Bharathi and Mastrolilli [24] expand this tractability result
to constraint languages over the ternary domain. We establish tractability result for any
finite domain. We point out that constraint languages closed under the dual-discriminator
operation are also known as 0/1/all constraints. We start off with the definition of a majority
polymorphism and explain an appealing structure of majority closed relations.

Definition 4.1.1. Let µ be a 3-ary operation from D3 to D. If for all x, y ∈ D we have
µ(x, x, y) = µ(x, y, x) = µ(y, x, x) = x, then µ is called a majority operation.

For a (n-ary) relation R and T ⊆ [n] by prTR we denote the projection of R onto T ,
that is, the set of tuples (ai)i∈T such that there is (b1, . . . , bn) ∈ R with bi = ai for each
i ∈ T .

Proposition 4.1.2 ([121]). Let R be a relation of arity n with a majority polymorphism,
and let C = ⟨S,R⟩ constraining the variables in S with relation R. For any problem P with
constraint C, the problem P ′ which is obtained by replacing C by the set of constraints

{((S[i], S[j]), pri,j(R)) | 1 ≤ i ≤ j ≤ n}

has exactly the same solutions as P.

The above proposition suggests that, without loss of generality, we may assume that all
the constraints are binary when a constraint language has a majority polymorphism µ. Let
Γ be a language over a set D such that µ ∈ Pol(Γ), and let P = (X,D,C) be an instance
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of CSP(Γ). We assume each constraint in C is binary. That is

C = {Cij = ⟨(xi, xj), Rij⟩ | Rij ⊆ Di ×Dj where Di, Dj ⊆ D}.

Relations closed under the dual-discriminator operation admit a much nicer structure
that has been characterized, see [205]. Indeed, such a characterization states that constraints
can only be of three types. Let us first define the dual-discriminator operation before for-
mulating the characterization. The dual-discriminator operation is defined as follows.

∇(x, y, z) =

y if y = z,

x otherwise.

Lemma 4.1.3 ([58, 205]). Suppose ∇ ∈ Pol(Γ). Then each constraint Cij = ⟨(xi, xj), Rij⟩
is one of the following three types.

1. A complete constraint: Rij = Di ×Dj for some Di, Dj ⊆ D,

2. A permutation constraint: Rij = {(a, π(a)) | a ∈ Di} for some Di ⊆ D and some
bijection π : Di → Dj, where Dj ⊆ D,

3. A two-fan constraint: Rij = {({a} × Dj) ∪ (Di × {b})} for some Di, Dj ⊆ D and
a ∈ Di, b ∈ Dj.

We introduce two preprocessing steps that we apply to a an instance of a CSP before
solving the IMP. Let Γ be a constraint language such that ∇ ∈ Pol(Γ) and P = (X,D,C)
be an instance of CSP(Γ). The first step is standard in the CSP research and is referred to
as establishing certain local consistency, [5, 18]. In the case of dual discriminator we need
(2, 3)-consistency. This procedure works as follows. First of all we set up a binary constraint
Cuv = ⟨(u, v), Ruv⟩ for every pair u, v of variables from X. Initially, if there is a constraint
on u, v, we set Cuv to be that constraint; for the remaining pairs we set Ruv = D2. Then
iterate the following until further improvements are impossible: pick u, v, w ∈ X and for
every (a, b) ∈ Ruv check whether there is c ∈ D such that (a, c) ∈ Ruw and (b, c) ∈ Rvw.
If such a c does not exist, remove (a, b) from Ruv. The resulting instance P ′ = (V,D,C ′)
satisfies the following conditions. Every solution of P is a solution of P ′,∇ is a polymorphism
of every constraint relation from P ′, and it is impossible to combine a limited number of
constraints to produce a constraint on u, v that is tighter than Cuv.

The second preprocessing step handles permutation constraints and transform the in-
stance into an instance without any permutation constraints. Such a transformation sim-
plifies the problem and yields to an efficient computation of a Gröbner Basis. Let P =
(X,D,C) be an instance of CSP(Γ) such that ∇ ∈ Pol(Γ). We proceed by assuming P
is (2, 3)-consistence. Suppose the set of constraints C contains a permutation constraint
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Cij = ⟨(xi, xj), Rij⟩ with Rij = {(a, π(a)) | a ∈ Di, π(a) ∈ Dj}. Define instance P ′ =
(X \ {xj}, D,C ′) as follows.

1. C ′
st = Cst if s ̸= j and t ̸= j,

2. replace each constraint Csj = ⟨(xs, xj), Rsj⟩ by C ′
si = ⟨(xs, xi), R′

si⟩ where R′
si =

{(a, π−1(b)) | (a, b) ∈ Rsj},

3. replace each constraint Cjs = ⟨(xj , xs), Rjs⟩ by C ′
is = ⟨(xi, xs), R′

is⟩ where R′
is =

{(π−1(a), b) | (a, b) ∈ Rjs}.

Note that instance P has a solution if and only if instance P ′ has a solution. The next
lemma states the above preprocessing step does not change the complexity of the IMP. In
the next lemma we use a polynomial interpolation of permutation π. The permutation π

can be interpolated by a polynomial p : R→ R such that p(a) = π(a) for all a ∈ Di.

Lemma 4.1.4. Let I(P) and I(P ′) be the corresponding ideals to instances P and P ′,
respectively. Given a polynomial f0, define polynomial f ′

0 to be the polynomial obtained from
f0 by replacing every occurrence of xj with p(xi). Then f0 ∈ I(P) if and only if f ′

0 ∈ I(P ′).

Proof. Note that, by our construction, there is a one-to-one correspondence between the
points in V(I(P)) and the points in V(I(P ′)). That is, each a = (a1, . . . , ai, . . . , aj =
p(ai), . . . , an) ∈ V(I(P)) corresponds to a′ = (a1, . . . , aj−1, aj+1, . . . , an) ∈ V(I(P ′)). Fur-
thermore, for all a ∈ V(I(P)) and the corresponding a′ ∈ V(I(P ′)) we have f0(a) = f ′

0(a′).
This yields that

(∃a ∈ V(I(P)) ∧ f0(a) ̸= 0) ⇐⇒ (∃a′ ∈ V(I(P ′)) ∧ f ′
0(a′) ̸= 0)

This finishes the proof of the lemma.

The preprocessing steps and Lemma 4.1.4 suggest that we can massage any instance
of IMP(Γ) and obtain an instance IMP(Γ) without permutation constraints. This can be
carried out in polynomial time by processing permutation constraints one by one in turn,
provided the original polynomial has bounded degree, as otherwise the number of monomials
in the resulting polynomial may be exponentially greater than that of the original one.

Lemma 4.1.5. Let P = (X,D,C) be an instance of CSP(Γ) such that ∇ ∈ Pol(Γ) and C
contains no permutation constraint. Then a Gröbner Basis of the corresponding ideal I(P)
can be computed in polynomial time.

Proof. The satisfiability of the instance P can be decided in polynomial time [58] so we
may assume that 1 ̸∈ I(P), else G = {1} is a Gröbner Basis. Moreover, we assume for every
xi, xj , xk ∈ X if (a, b) ∈ Rij then there exists c such that (a, c) ∈ Rik and (c, b) ∈ Rkj . This
is because of the (2, 3)-consistency. Note that such an assumption does not change Sol(P).
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Equivalently, it does not change V (I(P)) which, by Theorem 2.1.9, means the ideal I(P)
does not change. This arc consistency assumption has a consequence in terms of polynomials
which enables us to prove our set of polynomials is indeed a Gröbner Basis.

First, let us give a set G of polynomials that represent binary constraints. Initially, G
contains all the domain polynomials i.e. G = { ∏

a∈D
(xi−a) | xi ∈ X}. We proceed as follows.

i) To each complete constraint Cij = ⟨(xi, xj), Rij = Di × Dj⟩ we associate two poly-
nomials gi = ∏

a∈Di

(xi − a) and gj = ∏
b∈Dj

(xj − b) and replace ∏
a∈D

(xi − a) by gi, and

replace ∏
a∈D

(xj − a) by gj .

ii) To each two-fan constraint Cij = ⟨(xi, xj), Ri,j = {({a} × Dj) ∪ (Di × {b})}⟩ we
associate polynomial gij = (xi − a)(xj − b) and set G = G ∪ {gij}. Furthermore, we
replace domain polynomial ∏

a∈D
(xi−a) by ∏

a∈Di

(xi−a), and replace domain polynomial∏
a∈D

(xj − a) by ∏
a∈Dj

(xj − a).

Observe that, as a consequence of arc consistency, for every two polynomials f = (xi −
a)(xj − b) and g = (xi − c)(xk − d) in G with a ̸= c polynomial h = (xj − b)(xk − d) is also
in G.

Consider grlex order with x1 ≻lex · · · ≻lex xn. Now, we prove G is a Gröbner Basis with
respect to the grlex by showing for any two polynomials f, g ∈ G we have S(f, g) →G 0.
We dismiss the cases where LM(f) and LM(g) are relatively prime. In these cases, by
Proposition 2.1.21, we have S(f, g) →G 0. Hence, we focus on the cases where LM(f) and
LM(g) are not relatively prime.

1. Suppose f = (xi − a)(xj − b) and g = (xi − a)(xk − d). Then

S(f, g) = xk · f − xj · g = d · xi · xj − b · xi · xk + a · b · xk − a · d · xj = d · f − b · g.

Observe that multideg(S(f, g)) ⪰ multideg(d ·f) and multideg(S(f, g)) ⪰ multideg(b ·
g). Hence, by Definition 2.1.14, we have S(f, g)→{f,g} 0.

2. Suppose f = (xi − a)(xj − b) and g = (xi − c)(xk − d) where a ̸= c. Then S(f, g) =
xk · f −xj · g and S(f, g)→{f,g} (c− a)(xj − b)(xk− d). However, h = (xj − b)(xk− d)
is in G and hence S(f, g)→G 0.

3. Suppose f = ∏
a∈Di

(xi − a) and g = (xi − c)(xj − b) where c ∈ Di ⊆ D. Observe that c

must be in Di due to the (2, 3)-consistency preprocessing. Define f1 = ∏
a∈Di\{c}

(xi−a)
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and g1 = (xj − b). Hence, f = (xi − c) · f1 and g = (xi − c) · g1.

S(f, g) = xj · f − (x|Di|−1
i ) · g

= [(xj − b) + b] · f −

 ∏
a∈Di\{c}

(xi − a)−

 ∏
a∈Di\{c}

(xi − a)− x|Ai|−1
i

 · g
= (xj − b) · f − (b) · f −

∏
a∈Di\{c}

(xi − a) · g +

 ∏
a∈Di\{c}

(xi − a)− x|Di|−1
i

 · g
= (−b) · f +

 ∏
a∈Di\{c}

(xi − a)− x|Di|−1
i

 · g
= (g1 − LT(g1)) · f + (f1 − LT(f1)) · g

We show that multideg(S(f, g)) ⪰ multideg((LT(g1)− g1) · f) and multideg(S(f, g)) ⪰
multideg((f1 − LT(f1)) · g). This follows by showing LM((LT(g1) − g1) · f) ̸= LM((f1 −
LT(f1)) · g). By contradiction, if LM((LT(g1)− g1) · f) = LM((f1 − LT(f1)) · g) then

LM(LT(g1)− g1) · LM(f) = LM(f1 − LT(f1)) · LM(g) =⇒ x
|Ai|
i = x

|Ai|−2
i · xixj

The latter is impossible, hence multideg(S(f, g)) ⪰ multideg((LT(g1)−g1)·f) and multideg(
S(f, g)) ⪰ multideg((f1 − LT(f1)) · g). Therefore, we have S(f, g) →{f,g} 0 (recall Defini-
tion 2.1.14).

We have shown for any two polynomials f, g ∈ G we have S(f, g) →G 0. Hence, by
Buchberger’s criterion (Theorem 2.1.20), G is a Gröbner Basis for I(P).

Theorem 4.1.6. Let Γ be a constraint language. If Γ has the dual-discriminator polymor-
phism, then IMPd(Γ) is decidable in polynomial time.

Note that unlike in the results of [161, 24], due to the preprocessing step, Theorem 4.1.6
does not always allow one to find a proof that a polynomial belongs to the ideal, but this is
resolved in Chapter 5. Indeed we prove that we can find a proof of membership for IMPd(Γ),
if one exists, by constructing a d-truncated Gröbner Basis with respect to a grlex .

4.2 Semilattice polymorphisms

In this section we study the IMP(Γ) for languages Γ where Pol(Γ) contains a semilattice
operation. A binary operation ψ(x, y) satisfying the following three conditions is said to be
a semilattice operation:

1. Associativity: ψ(x, ψ(y, z)) = ψ(ψ(x, y), z)

2. Commutativity: ψ(x, y) = ψ(y, x)
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3. Idempotency: ψ(x, x) = x

Mastrolilli [161] considered this problem for languages over the Boolean domain i.e.,
D = {0, 1}, and proved the following. We remark that a Boolean relation is closed under a
semilattice operation if and only if it can be defined by a conjunction of dual-Horn clauses
or can be defined by a conjunction of Horn clauses [121].

Theorem 4.2.1 ([161]). Let Γ be a finite Boolean constraint language. If Γ has a semilattice
polymorphism, then IMPd(Γ) can be solved in nO(d) time for d ≥ 1.

We extend this tractability result to languages over any finite domain D. That is, we
prove that IMPd(Γ) is polynomial time solvable when Γ is a language over D and it has
a semilattice polymorphism. To do so, we use a well-known result in semilattice theory.
A semilattice is an algebra D = (D, {ψ}), where ψ is a semilattice operation. Informally
speaking, every semilattice is a subalgebra of a direct power of a 2-element semilattice.

Theorem 4.2.2 ([181]). Let D = (D,ψ) be a finite semilattice where ψ is a semilattice
operation. Then there is k such that D is a subalgebra of the direct power Bk of B =
({0, 1}, φ), where φ is a semilattice operation on {0, 1}.

Armed with Theorem 4.2.2 a proof of tractability of semilattice IMPs is straightforward.

Theorem 4.2.3. Let Γ be a finite constraint language over domain D. If Γ has a semilattice
polymorphism, then IMPd(Γ) is decidable in polynomial time.

Proof. Let ψ be a semilattice polymorphism of Γ. Then D = (D,ψ) is a semilattice,
and therefore is a subalgebra of Bk, where B = ({0, 1}, φ) is a 2-element semilattice. By
Lemma 3.2.7, there is a finite constraint language ∆ over {0, 1} such that φ is a polymor-
phism of ∆. By Theorem 3.1.15, IMPd(Γ) reduces to IMPud(∆) in polynomial time for a
constant u. By Theorem 4.2.1, we get the result.

In Chapter 5 we prove that we can indeed find a proof of membership for IMPd(Γ), if
one exists, by constructing a d-truncated Gröbner Basis with respect to a grlex .

Example 4.2.4 (Totally Ordered Domain). Let D = {1, . . . , t} be a finite domain and Γ be
a language defined on D. A semilattice polymorphism ψ is conservative if ψ(x, y) ∈ {x, y}.
Suppose Γ has a conservative semilattice polymorphism ψ : D2 → D. Note that ψ defines a
total ordering on {1, . . . , t} so that u ≤ v if and only if ψ(u, v) = u. Define π : D → {0, 1}t

to be the following mapping

π(i) = (0, . . . , 0,
i︷ ︸︸ ︷

1, . . . , 1).

Let P = (X,D,C) denote an instance of CSP(Γ) where X = {x1, . . . , xn}. Construct CSP
instance P ′ = (X ′, {0, 1}, C ′) with X ′ = {x11, . . . , x1t, . . . , xn1, . . . , xnt} with the following
set of constraints
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1. xij ≤ xik for all 1 ≤ i ≤ n and 1 ≤ k ≤ j ≤ t,

2. if R(xi1 , . . . , xik) ∈ C then π(R)(xi11, . . . , xi1t, . . . , xik1, . . . , xikt) ∈ C ′.

Observe that a ∈ V(I(P)) if and only if π(a) ∈ V(I(P ′)). Given f0 ∈ F[x1, . . . , xn], define
f ′

0 ∈ F[x11, . . . , x1t, . . . , xn1, . . . , xnt] to be the polynomial obtained from f0 where we replace
each indeterminate xi with xi1 + · · ·+xit. It is easy to check that, for a ∈ V(I(P)), we have
f0(a) = 0 if and only if π(a) ∈ V(I(P ′)) and f ′

0(π(a)) = 0. Therefore, deciding if f0 ∈ I(P)
is equivalent to deciding if f ′

0 ∈ I(P ′) where the later one is polynomial time solvable by
Theorem 4.2.1.

4.3 Affine operations I: linear system in GF(p)

In this section and the subsequent section we consider IMPs over languages invariant under
affine operations of GF(p) and arbitrary finite Abelian groups, respectively. This type of
constraint languages played an important role in the study of the CSP for three reasons.
First, it captures a very natural class of problems. Problems CSP(Γ) where Γ is invariant
under an affine operation of a finite field F can be expressed by systems of linear equations
over F and therefore admit a classic solution algorithm such as Gaussian elimination or
coset generation. In the case of a general Abelian group A the connection with systems of
linear equations is more complicated, although it is still true that every instance of CSP(Γ)
in this case can be thought of as a system of linear equations with coefficients from some
ring — the ring of endomorphisms of A.

Problems CSP(Γ) where Γ has an affine polymorphism were pivotal in the development
of few subpowers algorithms, and, in a sense, constitute the main nontrivial case of them.
The few subalgebras algorithms [36, 118] when applied to systems of linear equations serve
as an alternative to Gaussian elimination that also work in a more general situation and
are less sensitive to the algebraic structure behind the problem. There is, therefore, a hope
that studying IMPs with an affine polymorphism may teach us about proof systems that
use the IMP and do not quite work in the affine case.

In this section we focus on constraint languages that are expressible as a system of
linear equations modulo a prime number. Let Γ be a constraint language over a set D with
|D| = p, and p a prime number. Suppose Γ has an affine polymorphism modulo p (i.e. a
ternary operation ψ(x, y, z) = x⊖y⊕z, where ⊕,⊖ are addition and subtraction modulo p,
or, equivalently, of the field GF(p)). In this case every CSP can be represented as a system
of linear equations over GF(p). Without loss of generality, we may assume that the system
of linear equations at hand is already in the reduced row echelon form. Transforming system
of linear equations mod p in its reduced row echelon form to a system of polynomials in
R[X] that are a Gröbner Basis is not immediate and requires substantial work. This is the
case even if we restrict ourselves to lexicographic order.
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A proof based on the Gröbner Bases conversion technique is given in Section 4.5. That
proof is of an independent interest as it relies on the existence of the so-called independent
p-expressions and it is quite technical. Here, we present an alternative simple algorithm that
checks the membership in polynomial time. In section 5.1.2, we will see how this algorithm
can be used to construct a d-truncated Gröbner Basis.

Let P be an instance of CSP(Γ) that is expressed as a system of linear equations S over
Zp with variables x1, . . . , xn. A system of linear equations over Zp can be solved by Gaussian
elimination (this immediately tells us if 1 ∈ I(P) or not, and we proceed only if 1 ̸∈ I(P)).
We assume a lexicographic order ≻lex with x1 ≻lex · · · ≻lex xn. We also assume that the
linear system has r ≤ n equations and it is already in its reduced row echelon form with xi

as the leading monomial of the i-th equation. Let Suppi ⊂ [n] such that {xj : j ∈ Suppi}
be the set of variables appearing in the i-th equation of the linear system except for xi.

Fix a prime p and let ⊕, ⊖, ⊙ denote addition, subtraction, and multiplication modulo p,
respectively. We will call a linear polynomial over Zp a p-expression. Let the i-th equation be
gi = 0 (mod p) where gi := xi⊖fi, with i ∈ [r] and fi is the p-expression (⊕j∈Suppi

αjxj)⊕αi
and αj , αi ∈ Zp. We will assume that each variable xi is associated with its p-expression fi

which comes from the mod p equations. This is clear for i ≤ r; for i > r the p-expression
fi = xi itself. Hence, we can write down the reduced Gröbner Basis in the lex order in an
implicit form as follows.

G1 = {x1 ⊖ f1, . . . , xr ⊖ fr,
∏
i∈Zp

(xr+1 − i), . . . ,
∏
i∈Zp

(xn − i)} (4.1)

Let Up = {ω, ω2, . . . , ωp = ω0 = 1} be the set of p-th roots of unity where ω is a primitive
p-th root of unity. For a primitive p-th root of unity ω we have ωa = ωb if and only if
a ≡ b (mod p). From P we construct a new CSP instance P ′ = (V,Up, C̃) where for each
equation xi ⊖ fi = 0 with fi = (⊕j∈Suppi

αjxj)⊕ αi we add the constraint xi − f ′
i = 0 with

f ′
i = ωαi(

∏
j∈Suppi

x
αj

j ).

Moreover, the domain constraints are different. For each variable xj , r + 1 ≤ j ≤ n, the
domain polynomial is (xj)p − 1. Therefore, we write G over complex number domain as
follows.

G′ = {x1 − f ′
1, . . . , xr − f ′

r, (xr+1)p − 1, . . . , (xn)p − 1} (4.2)

Define univariate polynomial ϕ ∈ C[x] so that it interpolates points (0, ω0), (1, ω), . . . , (p−
1, ωp−1). This polynomial provides a one-to-one mapping between solutions of instance P
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and instance P ′. That is, (a1, . . . , an) is a solution of P if and only if (ϕ(a1), . . . , ϕ(an)) is
a solution of P ′.

Lemma 4.3.1. For a polynomial f ∈ R[x1, . . . , xn] define polynomial f ′ ∈ C[x1, . . . , xn] to
be

f ′(x1, . . . , xn) = f(ϕ−1(x1), . . . , ϕ−1(xn)).

Then f ∈ I(P) if and only if f ′ ∈ I(P ′).

Proof. As I(P) is radical, by the Strong Nullstellensatz we have f ̸∈ I(P) if and only if
there exists a point a ∈ Znp such that a is in Sol(P) and f(a) ̸= 0. Note I(P ′) is also radical
since for all xi ∈ {x1, . . . , xr} the domain polynomial xpi − 1 is in I(P ′) because remainder
of division of xpi − 1 by G′ is 0 = (f ′

i)p − 1. Hence, for I(P ′) we have f ′ ̸∈ I(P ′) if and only
if there exists a point a′ ∈ Unp such that a′ ∈ Sol(P ′) and f ′(a′) ̸= 0.

Suppose f ̸∈ I(P) and consider a point a = (a1, . . . , an) ∈ Znp so that a ∈ Sol(P) and
f(a) ̸= 0. Recall that a ∈ Sol(P) if and only if a′ = (ωa1 , . . . , ωan) ∈ Sol(P ′). Furthermore,

f ′(ωa1 , . . . , ωan) = f(a1, . . . , an) ̸= 0

Therefore, for a′ ∈ Sol(P ′) we have f ′(a′) ̸= 0 which implies f ′ ̸∈ I(P ′). This finishes the
proof.

The next lemma states that IMP(I(P ′)) is polynomial time solvable by showing that
the set of polynomials G′ is in fact a Gröbner Basis for I(P ′).

Lemma 4.3.2. G′ is a Gröbner Basis for I(P ′) with respect to lex order x1 ≻lex · · · ≻lex xn.

Proof. First, we proceed to show G′ is a Gröbner Basis for ⟨G′⟩. Note that for each xi− f ′
i ,

we have LM(xi − f ′
i) = xi. Moreover, the leading monomial of (xj)p − 1, r + 1 ≤ j ≤ n,

is (xj)p. Hence, for every pair of polynomials in G′ the reduced S-polynomial is zero as
the leading monomials of any two polynomials in G′ are relatively prime. By Buchberger’s
Criterion it follows that G′ is a Gröbner Basis for ⟨G′⟩ over C[x1, . . . , xn] (according to the
lex order).

It remains to show ⟨G′⟩ = I(Sol(P ′)). According to our construction we have V (⟨G′⟩) =
Sol(P ′) which implies ⟨G′⟩ ⊆ I(Sol(P ′)). In what follows, we prove I(Sol(P ′)) ⊆ ⟨G′⟩.
Consider a polynomial f ∈ I(Sol(P ′)). Note that f(a) = 0 for all a ∈ Sol(P ′). Let r = f |G′ .
r does not contain variables x1, . . . , xr, and hence it is a polynomial in xr+1, . . . , xn. Now
note that any b = (b1, . . . , bn−r) ∈ Un−r

p extends to a unique point in Sol(P ′). Therefore, all
the points in Un−r

p are zeros of r, hence r = f |G′ is the zero polynomial. Since f ∈ I(Sol(P ′))
was arbitrary chosen, it follows that for every f ∈ I(Sol(P ′)) we have f |G′ = 0. Hence G′ is
a Gröbner Basis of I(Sol(P ′)).

Provided thatG′ is a Gröbner Basis with respect to the lex order, we can test membership
of any bounded degree polynomial in polynomial time. Note that dividing any polynomial
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by x1 − f ′
1, . . . , xr − f ′

r results in a polynomial only in xr+1, . . . , xn where the membership
can be tested using only {(xr+1)p− 1, . . . , (xn)p− 1}, a Gröbner Basis with respect to grlex
in C[xr+1, . . . , xn].

We also remark that the substitution technique used in Lemma 4.3.1 may result in
a polynomial with exponentially many monomials. However, for polynomials of bounded
degree d it yields a polynomial of degree at most pd and polynomially many monomials.
Thus, we obtain the following.

Theorem 4.3.3. Let Γ be a constraint language over domain D = GF(p). If Γ has an affine
polymorphism, then IMPd(Γ) is decidable in polynomial time.

In Chapter 5 we prove that we can indeed find a proof of membership for IMPd(Γ), if
one exists, by constructing a d-truncated Gröbner Basis with respect to a grlex .

4.4 Affine operations II: CSPs over Abelian groups

CSPs over Abelian groups, or more precisely problems of the form CSP(Γ) where Γ is a
constraint language closed under the affine polymorphism x−y+z of an Abelian group, are
well understood. However, they are usually considered as a special case of either arbitrary
finite groups, in which case the coset generation algorithm applies [79], or as a special case
of CSPs with a Mal’tsev polymorphism [36, 118]. In the IMP literature [161, 25, 41] such
CSPs have been mainly considered from the point of view of systems of linear equations.
Such a representation is necessary, because it is used to construct a Gröbner basis of the
corresponding ideal. While it is true that every CSP given by a system of linear equations
over some Abelian group can also be thought of as an instance of CSP(Γ) for an appropriate
language Γ closed under the affine operation, the converse is not true in general. For instance,
the relation RE from Example 3.3.6 is invariant under the affine operation x−y+z of Z2×Z2,
but cannot be represented by a system of linear equations over this group.

Therefore our goal in this section is to show that a CSP over an Abelian group can
always be converted into a (multi-sorted) CSP that admits a representation by a system of
linear equations (with caveats that will be discussed later), and then to demonstrate how
a row-echelon form of such a system can be constructed, ready to be transformed into a
Gröbner basis.

4.4.1 Abelian groups

In this section we state the facts about Abelian groups we will need in this thesis. It is well
known that every finitely generated Abelian group is isomorphic to a direct sum of primary
cyclic groups and infinite cyclic groups. In the following, the notation G ⊕ H denotes the
direct sum of two (Abelian) groups.
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Proposition 4.4.1. (1) (The Fundamental Theorem of Abelian Groups.) Let A be a
finite Abelian group. Then A = A1 ⊕ · · · ⊕ An, where A1, . . . ,An are cyclic groups.

(2) There exists a decomposition from item (1), in which the order of each Ai is a prime
power.

Let A be an Abelian group. By Proposition 4.4.1, A can be decomposed into A = A1 ⊕
· · ·⊕An where Ai = Z

q
ℓi
i

. Without loss of generality assume that for some k1, . . . , ks it holds
q1 = · · · = qk1 = p1, qk1+1 = · · · = qk1+k2 = p2, . . . , qk1+···+ks−1+1 = · · · = qk1+···+ks = ps.
We also change the notation for ℓi so that A can be represented as

A = Z
p

ℓ1,1
1
⊕ · · · ⊕ Z

p
ℓ1,k1
1
⊕ Z

p
ℓ2,1
2
· · · ⊕ Z

p
ℓ2,k2
2
⊕ · · · ⊕ Z

p
ℓs,ks
s

.

Later it will also be convenient to assume that ℓr,kr is maximal among ℓr,1, . . . , ℓr,kr . We
will denote this value by mr.

Next we describe relations invariant under an affine polymorphism of an Abelian group
in group-theoretic form. Recall that for an Abelian group A and its subgroup B, a coset of
A modulo B is a set of the form a0 + B = {a0 + a | a ∈ B}. The following statement is
folklore, but we give a proof for completeness.

Lemma 4.4.2. Let R be a subset of the Cartesian product of Abelian groups A1×· · ·×An.
Then R is invariant with respect to the (multi-sorted) affine operation f(x, y, z) = x− y+ z

of the groups A1, . . . ,An if and only if R is a coset of A = A1 × · · · × An, viewed as an
Abelian group, modulo some subgroup B of A.

Proof. If R is a coset of A modulo a subgroup B, fix a0 ∈ R. Then R = {a0 + a | a ∈ B}.
For any a,b, c ∈ B we have

f(a + a0,b + a0, c + a0) = (a − b + c) + a0 ∈ R,

as a − b + c ∈ B.
Conversely, suppose R is invariant under f . Fix a0 ∈ R and set B = {a − a0 | a ∈ R}.

We need to show that B is a subgroup of A. Since A is finite it suffices to show that B is
closed under addition. Let a,b ∈ B, then a + a0,b + a0 ∈ R. As R is invariant under f ,

f(a + a0,a0,b + a0) = (a + a0)− a0 + (b + a0) = (a + b) + a0 ∈ R,

implying a + b ∈ B.

4.4.2 PP-interpretations in Abelian groups

In this section we show that any constraint language invariant under an affine operation of
some Abelian group can be pp-interpreted by a multi-sorted constraint language over very
simple groups. We use the notation from Section 4.4.1.
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Proposition 4.4.3. Let ∆ be a finite constraint language invariant under the affine opera-
tion of A. Then there is a multi-sorted constraint language Γ over Zpm1

1
, . . . ,Zpms

s
invariant

under the affine operation of Zpm1
1
, . . . ,Zpms

s
such that Γ pp-interprets ∆.

Proof. For a natural number r and an Abelian group B by rB we denote the subgroup
rB = {ra | a ∈ B} of B. Observing that Zpℓ is isomorphic to pm−ℓZpm let

F = p
m1−ℓ1,1
1 Zpm1

1
× · · · × pm1−ℓ1,k1

1 Zpm1
1
× · · · × p

ms−ℓs,ks−1+1
1 Zpms

s
× · · · × pms−ℓs,ks

1 Zpms
s
,

and define a mapping π : F → A by

π(x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks) =

((pm1−ℓ1,1
1 )−1x1,1, (pm1−ℓ1,2

1 )−1x1,2, . . . , x1,k1 , . . . , (p
ms−ℓs,ks−1+1
s )−1xs,1, . . . , (p

ms−ℓs,ks
s )−1xs,ks).

Note that the values of the form (pmr−ℓr,i
r )−1xr,i ∈ Z

p
ℓr,i
r

are well defined because xr,i ∈

p
mr−ℓr,i
r Zpmr

r
. Then we set Γ = {F} ∪ {π−1(=A)} ∪ {π−1(R) | R ∈ ∆}. The language Γ

contains F , the preimage of the equality relation on A, and the preimages of all the relations
from ∆. Therefore, by the definition of pp-interpretability Γ pp-interprets ∆. It remains to
show that Γ is invariant under the affine operation of Zpm1

1
, . . . ,Zpms

s
as a multi-sorted

polymorphism.
The set F is clearly invariant under any operation of the groups Zpm1

1
, . . . ,Zpms

s
, as it is

a Cartesian product of subgroups of those groups. For a,b ∈ F we have (a,b) ∈ π−1(=A) if
and only if pmr−ℓr,i

r ar,i = p
mr−ℓr,i
r br,i in Zpmr

r
, where i ∈ [kr]. So, if (a1,b1), (a2,b2), (a3,b3) ∈

π−1(=A), c = a1 − a2 + a3,d = b1 − b2 + b3 then for any r ∈ [s] and i ∈ [kr] we have

p
mr−ℓr,i
r cr,i = p

mr−ℓr,i
r (a1

r,i − a2
r,i + a3

r,i)

= p
mr−ℓr,i
r a1

r,i − p
mr−ℓr,i
r a2

r,i + p
mr−ℓr,i
r a3

r,i

= p
mr−ℓr,i
r b1

r,i − p
mr−ℓr,i
r b2

r,i + p
mr−ℓr,i
r b3

r,i

= p
mr−ℓr,i
r (b1

r,i − b2
r,i + b3

r,i)

= p
mr−ℓr,i
r dr,i.

Now, let R ∈ ∆ be a t-ary relation and R′ = π−1(R). We show that x − y + z

is a polymorphism of R′. Let a′,b′, c′ ∈ R′, a = π(a′),b = π(b′), c = π(c′), d′ =
a′ − b′ + c′, and d = a − b + c. It suffices to show that π(d′) = d, as it implies d′ ∈ R′,
since d ∈ R. Each of the tuples a′,b′, c′,d′ is a t · n-tuple. We will denote its compo-
nents by a′

i,r,j (b′
i,r,j , c

′
i,r,j , d

′
i,r,j), i ∈ [t], r ∈ [s], j ∈ [kr] so that π(a′

i,1,1, . . . , a
′
i,s,ks

) = ai

(π(b′
i,1,1, . . . , b

′
i,s,ks

) = bi, π(c′
i,1,1, . . . , c

′
i,s,ks

) = ci). For any i ∈ [t], r ∈ [s], and j ∈ [kr] we
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have

(pmr−ℓr,j
r )−1d′

i,r,j = (pmr−ℓr,j
r )−1a′

i,r,j − (pmr−ℓrj
r )−1b′

i,r,j + (pmr−ℓr,j
r )−1c′

i,r,j .

Therefore,

π(d′
i,1,1, . . . , d

′
i,s,ks

)

= (pm1−ℓ1,1
1 )−1d′

i,1,1 ⊕ · · · ⊕ (pms−ℓs,ks
s )−1d′

i,s,ks

= (pm1−ℓ1,1
1 )−1(a′

i,1,1 − b′
i,1,1 + c′

i,1,1)⊕ · · · ⊕ (pms−ℓs,ks
s )−1(a′

i,s,ks
− b′

i,s,ks
+ c′

i,s,ks
)

=
(
(pm1−ℓ1,1

1 )−1a′
i,1,1 ⊕ · · · ⊕ (pms−ℓs,ks

s )−1a′
i,s,ks

)
−
(
(pm1−ℓ1,1

1 )−1b′
i,1,1 ⊕ · · · ⊕ (pms−ℓs,ks

s )−1b′
i,s,ks

)
+
(
(pm1−ℓ1,1

1 )−1c′
i,1,1 ⊕ · · · ⊕ (pms−ℓs,ks

s )−1c′
i,s,ks

)
= ai − bi + ci = di.

Note that ⊕ in the formulas above denote the representation of elements of A as a direct
sum of elements Z

p
ℓr,j
r

.

A nice property of languages over Zpm1
1
, . . . ,Zpms

s
, with pi ̸= pj when i ̸= j, is that

any (multi-sorted) relation can be decomposed into relations of the same sort. Let R ⊆
D1×· · ·×Dn and I = {i1, . . . , ik} ⊆ [n]. For a ∈ R by prIa we denote the tuple (ai1 , . . . , aik),
and prIR = {prIa | a ∈ R}.

For two relations R1(x1, . . . , xr) and R2(y1, . . . , yt) of arities r and t respectively, their
Cartesian product is the relation R of arity r + t defined as

R(x1, . . . , xr, y1, . . . , yt) = R1(x1, . . . , xr)×R2(y1, . . . , yt)

= {(x1, . . . , xr, y1, . . . , yt) | (x1, . . . , xr) ∈ R1 ∧ (y1, . . . , yt) ∈ R2}.

Lemma 4.4.4. Let R(x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks) be such that xi,j has domain Zpmi
i

and R is invariant under the affine operation. Then R is decomposable as follows

R(x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks) =

(pr(1,1),...,(1,k1)R)(x1,1, . . . , x1,k1)× · · · × (pr(s,1),...,(s,ks)R)(xs,1, . . . , xs,ks).

Proof. It suffices to show that

R(x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks) =

(pr(1,1),...,(1,k1)R)(x1,1, . . . , x1,k1)× (pr(2,1),...,(s,ks)R)(x2,1, . . . , xs,ks).
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Let M = pm1
1 · pm2

2 . . . · pms
s , M1 = M/pm1

1 , and let u, v ∈ [M ] be such that u ≡ 1
(mod pm1

1 ), u ≡ 0 (mod M1) and v ≡ 0 (mod pm1
1 ), v ≡ 1 (mod M1). Then for any a ∈ R,

a = (a1,a2), where a1 ∈ pr(1,1),...,(1,k1)R and a2 ∈ pr(2,1),...,(s,ks)R, it holds u · a = (a1, 0)
and v · a = (0,a2), and 0 denotes the zero vector of an appropriate length.

We prove that, as any composition of polymorphisms of R is a polymorphism of R the
operation g(x, y, z) = ux + vy + (1 − u − v)z is a polymorphism of R. More precisely, we
prove by induction on u′, v′ that u′x+v′y+(1−u′−v′)z can be obtained as a composition of
f(x, y, z) = x− y+ z with itself. Indeed, for u′ = v′ = 1 the operation f(x, z, y) = x+ y− z
is as required. Suppose the statement is proved for g′(x, y, z) = u′x + v′y + (1 − u′ − v′)z.
Then

f(x, z, g′(x, y, z)) = x− z + u′x+ v′y + (1− u′ − v′)z = (u′ + 1)x+ v′y + (1− (u′ + 1)− v′)z,

f(y, z, g′(x, y, z)) = y − z + u′x+ v′y + (1− u′ − v′)z = u′x+ (v′ + 1)y + (1− u′ − (v′ + 1))z.

We need to prove that if a,b ∈ R, a = (a1,a2),b = (b1,b2) then (a1,b2) ∈ R. This is
however straightforward:

g(a,b,a) = (1− v)a + vb

= (1− v)(a1,a2) + v(b1,b2)

= ((1− v)a1, (1− v)a2) + (vb1, vb2)

= (a1, 0) + (0,b2)

= (a1,b2).

Lemma 4.4.4 allows us to decompose multi-sorted CSPs into instances, in which every
constraint contains variables of only one sort.

Proposition 4.4.5. Let P be an instance of CSP(Γ), where Γ is a multi-sorted constraint
language over D = {Zpm1

1
, . . . ,Zpms

s
} invariant with respect to the affine polymorphism of

Zpm1
1
, . . . ,Zpms

s
. Then P is equivalent to P ′ such that for every constraint ⟨s, R⟩, the variables

in s are of the same sort. Moreover, the set of variables X of P ′ is the same as that of P
and for any x ∈ X its sort is the same in both P and P ′.

4.4.3 Constructing a system of linear equations

Having the decomposition result in Lemma 4.4.4 and Proposition 4.4.5, we proceed to
show that any instance of CSP(Γ) where Γ is invariant under the affine operation of Zpm

can be transformed into a system of linear equations over Zpm that is in the reduced row-
echelon form i.e., there are free variables and the rest of variables are linear combinations
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thereof. Note that unlike linear equations over Zp, such a transformation is not immediate.
In particular, it will require introducing new variables that will serve as free variables.

Lemma 4.4.6. Let P be an instance of CSP(Γ) where Γ is a constraint language over
A = Zpm invariant under the affine operation of the group. Let X = {x1, . . . , xn} be the set
of variables of P. Then there are parameters y1, . . . , yr such that for every j ∈ [n] there are
α1,j , . . . , αr,j , cj ∈ Zpm, for which (x1, . . . , xn) ∈ R if and only if xj = α1,jy1+· · ·+αr,jyr+cj
for some values y1, . . . , yr ∈ Zpm.

Proof. We start with a claim that indicates what the existing algorithms allow us to do
with respect to the instance P. Recall that Sol(P) denotes the set of solutions of P.

Claim 1. (1) A solution of P, if one exists, can be found in polynomial time.

(2) For any x ∈ X and any a ∈ Zpm , a solution φ ∈ Sol(P) can be found in polynomial time
such that φ(x) = a, if one exists.

(3) For any x ∈ X the set Solx(P) = {φ(x) | φ ∈ Sol(P)} can be found in polynomial time.

Proof of Claim 1. (1) A ternary operation f on a set A is said to be Mal’tsev if f(x, x, y) =
f(y, x, x) = y for x, y ∈ A. The affine operation of any Abelian group including A is
Mal’tsev. It was proved in [36] that for any Γ invariant under a Mal’tsev operation the
problem CSP(Γ) can be solved in polynomial time. Since Γ in Lemma 4.4.6 is invariant
under a Mal’tsev operation, it implies item (1).

(2) The constant relation Ra = {(a)} is invariant under the affine operation of A. This
means that the problem P ′ obtained from P by adding the constraint ⟨(x), Ra⟩ can be
solved in polynomial time using the algorithm from [36]. A mapping φ is a solution of P ′ if
and only if φ ∈ Sol(P) and φ(x) = a.

(3) To find the set Solx(P) one just needs to apply item (2) to every element of A.

Pick an arbitrary solution φ0 ∈ R and let S′ = {φ− φ0 | φ ∈ Sol(P)}. By Lemma 4.4.2
S′ is a subgroup of An. First, find Solx(P) for every x ∈ X and set S′

x = Solx(P) − φ0(x)
(subtraction in A). For a ∈ A let p(a) denote the maximal power of p that divides a. Find
x ∈ X such that S′

x contains an element a ∈ A for which p(a) is minimal possible. Without
loss of generality let x be x1, and denote the value a by a1 and set o1 = m − p(a1). Let
also φ1 be a solution of P such that φ1(x1) = a1 +φ0(x1), and φ′

1 = φ1−φ0. Observe that
since p(a1) is minimal, for any xi ∈ X we have φ′

1(xi) = α′
1,iφ

′
1(x1) for some α′

1,i ∈ Zpm .
Let P(1) be the instance P with the extra constraint ⟨(x1), Rφ0(x1)⟩. Suppose that P(i) is
constructed, that is obtained from P by adding constraints ⟨(xj), Rφ0(xj)⟩ for j ∈ [i]. Let
also S(i) = {φ−φ0 | φ ∈ Sol(P(i)}. Again, find x ∈ X−{x1, . . . , xi} and an element a ∈ S(i)

x

such that p(a) is minimal possible. Assume that x = xi+1, a = ai+1, and oi+1 = m−p(ai+1).
Find a solution φi+1 ∈ Sol(P(i)) with φi+1(xi1) = ai+1 +φ0(xi+1) and let φ′

i+1 = φi+1−φ0.

72



The process ends at some point, suppose at step r, as φ0 is the only solution of P(r+1).
By construction, {φ′

1, . . . , φ
′
r} is a generating set of S′ and φ′

j(xi) = 0 for j > i, i, j ∈ [r].
As we observed, for any j ∈ [n] there are α′

1,j , . . . , α
′
r,j , α′

i,j ∈ Zqoi for i ∈ [r], such that
φ′

1(xj) = α′
1,jφ

′
1(x1), . . . , φ′

r(xj) = α′
r,jφ

′
r(xr). We claim that coefficients αi,j = α′

i,jφ
′
i(xi),

cj = φ0(xi) i ∈ [r], j ∈ [n] are as required. To see this, observe that, as {φ′
1, . . . , φ

′
r} is a

generating set of S′, we have φ ∈ Sol(P) if and only if there are y1, . . . , yr ∈ Zpm , such that
φ− φ0 = y1φ

′
1 + · · ·+ yrφ

′
r. Thus, for any j ∈ [n] we have

φ(xj)− cj = y1φ
′
1(xj) + · · ·+ yrφ

′
r(xj)

= y1α
′
1,jφ

′
1(x1) + · · ·+ yrα

′
r,jφ

′
r(xr)

= α1,jy1 + · · ·+ αr,jyr.

Thus, solutions of P are exactly the mappings satisfying the equations

xj = α1,jy1 + · · ·+ αr,jyr + cj .

Putting everything together, we have proposed a reduction that transforms every in-
stance of CSP(∆), where ∆ is constraint language invariant under the affine operation of
an Abelian group, into a systems of linear equations over cyclic p-groups. Note that by
the Decomposition Lemma (Lemma 4.4.4) and Proposition 4.4.5 we can assume that these
systems of linear equations do not share variables. We summarize the result of this section
as the following proposition.

Proposition 4.4.7. Let ∆ be a constraint language invariant under the affine operation of
an Abelian group A. There are distinct primes p1, . . . , ps, integers m1, . . . ,ms (not neces-
sary distinct), and a multi-sorted constraint language Γ over Zpm1

1
, . . . ,Zpms

s
such that Γ is

invariant under the affine operation of these groups, and Γ pp-interprets ∆. Moreover, for
every instance P of CSP(Γ) there are integers k1, . . . , ks (not necessary distinct) such that
P is on the set of variables X = {x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks}, and it can be expressed
as s systems L1, . . . ,Ls of linear equations where

1. each Li is a system of linear equations over Zpmi
i

with variables X(Li)∪Y (Li), where
X(Li) = {xi,1, . . . , xi,ki

}, Y (Li) = {yi,1, . . . , yi,ri};

2. each Li is of the following form

(1ki×ki
Mi)(xi,1, . . . , xi,ki

, yi,1, . . . , yi,ri , 1)T = 0;

3. X(Li) ∩X(Lj) = ∅, Y (Li) ∩ Y (Lj) = ∅, for all 1 ≤ i, j ≤ s and i ̸= j;
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4. an assignment φ to variables from X is a solution of P if and only if for every i ∈ [s]
there are values of variables from Y (Li) that together with φ|X(Li) satisfy Li.

4.4.4 Solving the IMP

In this section we focus on solving the IMP for constraint languages that are invariant
under the affine operation of an Abelian group. In fact, we will prove that in such cases one
can construct a d-truncated Gröbner Basis.

Theorem 4.4.8. Let A be an Abelian group. Then IMPd(∆) is polynomial time decidable
for any finite constraint language ∆ which is invariant under the affine operation of A.

The rest of this section is devoted to proving Theorem 4.4.8. We use the notation from
Section 4.4.1. Let A be an Abelian group and ∆ a finite constraint language invariant under
the affine operation of A. We will provide a polynomial time algorithm that, for any instance
P = (X,A, C) of CSP(∆), decides if an input polynomial f ∈ C[X] belongs to I(P) ⊆ C[X].
As before, we assume

A = Z
p

ℓ1,1
1
⊕ · · · ⊕ Z

p
ℓ1,k1
1
⊕ Z

p
ℓ2,1
2
· · · ⊕ Z

p
ℓ2,k2
2
⊕ · · · ⊕ Z

p
ℓs,ks
s

,

and mr is maximal among ℓr,1, . . . , ℓr,kr . By Proposition 4.4.3, ∆ is pp-interpretable in a
multi-sorted constraint language Γ which is invariant under the affine operation of Zpm1

1
, . . . ,

Zpms
s

. By Theorem 3.3.7, since multi-sorted constraint language Γ pp-interprets ∆ then
IMPd(∆) is polynomial time reducible to IMPO(d)(Γ). Combined with Proposition 4.4.7
this yields the following statement.

Proposition 4.4.9. Let ∆ be a constraint language that is invariant under the affine op-
eration of A. Then IMPd(∆) is polynomial time reducible to IMPO(d)(Γ) with Γ being a
constraint language invariant under the affine operation of Zpm1

1
, . . . ,Zpms

s
. Moreover, every

instance (f,P) of IMPd(∆) is transformed to an instance (f ′,P ′) of IMPO(d)(Γ) satisfying
the following conditions.

(1) For every i ∈ [s] there is a set Yi = {yi,1, . . . , yi,ri} of variables of P ′ and Yi ∩ Yj = ∅
for i ̸= j.

(2) For every constraint ⟨s, R⟩ of P ′ the following conditions hold:

(a) there is i ∈ [s] such that Zpmi
i

is the domain of every variable from s;

(b) R is represented by a linear equation of the form

xj = α1yi,1 + · · ·+ αriyi,ri

over Zpmi
i

.
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For an instance (f,P) of IMPd(Γ) we assume that

P = (X ∪ Y,D, δ, C),

with X = {x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks}, Y = {y1,1, . . . , y1,r1 , . . . , ys,1, . . . , ys,rs} D =
{Di | Di = Zpmi

i
, 1 ≤ i ≤ s} and δ : X∪Y → [s] defined as δ(xi,j) = δ(yi,j) = i. Furthermore,

the input polynomial f is from C[x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks ].
In the next sections, we present a reduction that transforms the problem to an equivalent

problem over roots of unities and then compute a truncated Gröbner Basis.

Reduction to roots of unity

By Propositions 4.4.7 and 4.4.9 any instance of CSP(Γ) can be thought of as a system of
linear equations.

Note that a system of linear equations over Zpmi
i

can be solved in polynomial time. This
immediately tells us if 1 ∈ I(P) or not, and we proceed only when 1 ̸∈ I(P). We assume
the lexicographic order ≻lex with

x1,1 ≻lex · · · ≻lex x1,k1 ≻lex · · · ≻lex xs,1 ≻lex · · · ≻lex xs,ks (4.3)

≻ y1,1 ≻ · · · ≻ y1,r1 ≻ y2,1 ≻ · · · ≻ y2,r2 ≻ · · · ≻ ys,rs .

Since these systems of linear equations do not share any variables we construct a trun-
cated Gröbner Basis for each of them independently, and then will show that the union of
all these Gröbner Bases is indeed a Gröbner Basis for I(P). We denote the corresponding
ideal for each Li by I(Li).

Note that each linear system Li is already in its reduced row-echelon form with xi,j as
the leading monomial of the j-th equation, 1 ≤ j ≤ ki. Each linear equation can be written
as xi,j + fi,j = 0 (mod pmi

i ) where fi,j is a linear polynomial over Zpmi
i

. This is elaborated
on as follows.

Li :=



xi,1 +
fi,1︷ ︸︸ ︷

α1,1 yi,1 + · · ·+ α1,ri yi,ri + α1 = 0 (mod pmi
i )

xi,2 +
fi,2︷ ︸︸ ︷

α2,1 yi,1 + · · ·+ α2,ri yi,ri + α2 = 0 (mod pmi
i )

...

xi,ki
+

fi,ki︷ ︸︸ ︷
αki,1 yi,1 + · · ·+ αki,ri

yi,ri + αri = 0 (mod pmi
i )

−→ Li :=



xi,1 + fi,1 = 0 (mod pmi
i )

xi,2 + fi,2 = 0 (mod pmi
i )

...
xi,ki

+ fi,ki
= 0 (mod pmi

i )

Hence, we can write down a generating set for I(Li) in an implicit form as follows where
the addition is modulo Zpmi

i
,

Gi =

xi,1 + fi,1, . . . , xi,ki
+ fi,ki

,
∏

j∈Z
p

mi
i

(yi,1 − j), . . . ,
∏

j∈Z
p

mi
i

(yi,ri − j)

 (4.4)
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Let Upmi
i

= {ωi, ω2
i , . . . , ω

(pmi
i )

i = ω0
i = 1} be the set of pmi

i -th roots of unity where ωi is
a primitive pmi

i -th root of unity. For a primitive pmi
i -th root of unity ωi we have ωai = ωbi if

and only if a ≡ b (mod pmi
i ). From Li we construct a new CSP instance L′

i = (V,Upmi
i
, C̃)

where for each equation xi,t + fi,t = 0 (mod pmi
i ) we add the constraint xi,t − f ′

i,t = 0 with

f ′
i,t = ωαt

i ·
(
y
αt,1
i,1 · . . . · y

αt,ri
i,ri

)
.

Moreover, the domain constraints are different. For each variable xi,j , j ∈ [ki], or yi,j , j ∈ [ri]
the domain polynomial is (xi,j)(pmi

i ) = 1, (yi,j)(pmi
i ) = 1. Therefore, we represent Gi from

(4.4) over complex number domain as follows.

G′
i =

{
xi,1 − f ′

i,1, . . . , xi,ki
− f ′

i,ki
, (yi,1)(pmi

i ) − 1, . . . , (yi,ri)(pmi
i ) − 1

}
(4.5)

Define univariate polynomial ϕi ∈ C[X] so that it interpolates points

(0, ω0
i ), (1, ωi), . . . , (pmi

i − 1, ω(pmi
i −1)

i ).

This polynomial provides a one-to-one mapping between solutions of Li and L′
i. That is,

(ai,1, . . . , ai,ki
, bi,1, . . . , bi,ri) is a solution of Li if and only if

(ϕi(ai,1), . . . , ϕi(ai,ki
), ϕi(bi,1), . . . , ϕi(bi,ri))

is a solution of L′
i.

For an instance P of CSP(Γ), which is a collection of systems of linear equations
L1, . . . ,Ls, define the instance P ′ which is a collection of systems of linear equations
L′

1, . . . ,L′
s. In the next lemma we prove our transformation to roots of unity gives rise

to an equivalent ideal membership problem.

Lemma 4.4.10. For a polynomial p ∈ C[X] define polynomial p′ ∈ C[X] to be

p′(x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks)

= p
(
ϕ−1

1 (x1,1), . . . , ϕ−1
1 (x1,k1), . . . , ϕ−1

s (xs,1), . . . , ϕ−1
s (xs,ks)

)
.

Then p ∈ I(P) if and only if p′ ∈ I(P ′).

Proof. Recall that I(P) is a radical ideal, then by the Strong Nullstellensatz we have p ̸∈
I(P) if and only if there exists a point

a ∈ Zk1
p

m1
1
× · · · × Zks

pms
s
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such that a is in Sol(P) and p(a) ̸= 0. Similarly, as I(P ′) is radical 1 then p′ ̸∈ I(P ′) if and
only if there exists a point (a′,a′′),

a′ ∈ Uk1
p

m1
1
× · · · × Uks

pms
s
, a′′ ∈ U r1

p
m1
1
× · · · × U rs

pms
s

such that (a′,a′′) ∈ Sol(P ′) and p′(a′) ̸= 0.
Moreover, by our construction, a = (a1,1, . . . , a1,k1 , a2,1, . . . , a2,k2 , . . . , as,ks) is a solution

of P if and only if

a′ = (ϕ1(a1,1), . . . , ϕ1(a1,k1), ϕ2(a2,1), . . . , ϕ2(a2,k2), . . . , ϕs(as,ks))

can be extended to a solution of P ′. Finally,

p′
(
ϕ−1

1 (a1,1), . . . , ϕ−1
1 (a1,k1), ϕ−1

2 (a2,1), . . . , ϕ−1
2 (a2,k2), . . . , ϕ−1

s (as,ks)
)

= 0

if and only if p(a) = 0. This finishes the proof.

4.4.5 Gröbner Bases for the problem over roots of unity

Having transformed the problem to a problem over (multi-sorted) roots of unity has a huge
advantage, namely these new generating sets corresponding to each Li are indeed Gröbner
Bases. We first verify this for each Li, then will show the union of all these generating sets
gives a Gröbner Basis for the entire problem.

Lemma 4.4.11. For each 1 ≤ i ≤ s, the set of polynomials G′
i in (4.5) is a Gröbner Basis

for I(L′
i) = I(Sol(L′

i)) with respect to lex order xi,1 ≻ · · · ≻ xi,ki
≻ yi,1 ≻ · · · ≻ yi,ri.

Proof. The proof has two parts. In the first part we show that G′
i is a Gröbner Basis by

showing that it satisfies the Buchberger’s Criterion, Theorem 2.1.20. In the second part we
show the generating ideal by G′

i is equivalent to the vanishing ideal of Sol(L′
i).

Consider ⟨G′
i⟩. We show that G′

i is a Gröbner Basis for ⟨G′
i⟩ by verifying that the leading

monomials of every pair of polynomials in G′
i are relatively prime. For each xi,j−f ′

i,j , we have
LM(xi,j − f ′

i,j) = xi,j . Moreover, the leading monomial of (xi,j)(pmi
i ) − 1 or (yi,j)(pmi

i ) − 1
is (xi,j)(pmi

i ) and (yi,j)(pmi
i ), respectively. Hence, for every pair of polynomials in G′

i the
leading monomials are relatively prime which, by Proposition 2.1.21, implies their reduced
S-polynomial is zero. By Buchberger’s Criterion, Theorem 2.1.20, it follows that G′

i is a
Gröbner Basis for ⟨G′

i⟩ (according to the lex order).
It remains to show ⟨G′

i⟩ = I(Sol(L′
i)). It is easy to see that ⟨G′

i⟩ ⊆ I(Sol(L′
i)). This

is because, by our construction we have V (⟨G′
i⟩) = Sol(L′

i) and hence any polynomial

1For all i ∈ [s] and for all j ∈ {1, . . . , ki}, the domain polynomial (xi,j)(p
mi
i

) − 1 belongs to the idea I(P ′)
i.e. remainder of division of (xi,j)(p

mi
i

) − 1 by (xi,j) − f ′
i,j is 0 = 1 − (f ′

i,j)(p
mi
i

).
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p ∈ ⟨G′
i⟩ is zero over all the points in Sol(L′

i) which implies p ∈ I(Sol(L′
i)). Next we prove

I(Sol(L′
i)) ⊆ ⟨G′

i⟩. Consider a polynomial p ∈ I(Sol(L′
i)). We prove p|G′

i
= 0. Note that

p(a) = 0 for all a ∈ Sol(L′
i). Let q = p|G′

i
. Because of xi,1 − f ′

i,1, . . . , xi,ki
− f ′

i,ki
in G′,

the polynomial q does not contain variables xi,1, . . . , xi,ki
, and hence it is a polynomial in

yi,1, . . . , yi,ri . Now note that any b = (b1, . . . , bri) ∈ U ri

p
mi
i

extends to a unique point in
Sol(L′

i), this is because in G′
i (similarly in Gi and Li) all the xi,1, . . . , xi,ki

have coefficients
and exponent equal to 1. Therefore, all the points in U ri

p
mi
i

are zeros of q, hence q = p|G′
i

is the zero polynomial. Since p ∈ I(Sol(L′
i)) was arbitrary chosen, it follows that for every

p ∈ I(Sol(L′
i)) we have p|G′

i
= 0. Hence, I(Sol(L′

i)) ⊆ ⟨G′
i⟩. This finishes the proof.

Given the above lemma we prove G′ = ∪1≤i≤sG
′
i is a Gröbner Basis for I(P ′) =

I(Sol(P ′)) with respect to the lex order (4.3).

Lemma 4.4.12. The set of polynomials G′ = ∪1≤i≤sG
′
i forms a Gröbner Basis for I(P ′) =

I(Sol(P ′)) with respect to the lex order x1,1 ≻lex · · · ≻lex x1,k1 ≻lex · · · ≻lex xs,1 ≻lex

· · · ≻lex xs,ks ≻ y1,1 ≻lex · · · ≻lex y1,r1 ≻lex · · · ≻lex ys,1 ≻lex · · · ≻lex ys,rs.

Proof. Recall that

Sol(P ′) = Sol(L′
1) ∩ · · · ∩ Sol(L′

s)

= V
(
I(Sol(L′

1))
)
∩ · · · ∩V

(
I(Sol(L′

s))
)

= V
(〈
G′

1
〉)
∩ · · · ∩V

(〈
G′
s

〉)
(by Lemma 4.4.11)

= V
(〈
G′

1
〉

+ · · ·+
〈
G′
s

〉)
(by Theorem 2.1.8)

This implies,

I(P ′) = I(Sol(P ′)) =
〈
G′

1
〉

+ · · ·+
〈
G′
s

〉
.

Now by Lemma 4.4.11 each G′
i is a Gröbner Basis. Moreover, observe that for all distinct

i and j the ideals ⟨G′
i⟩ and

〈
G′
j

〉
do not share variables. Hence, the set of polynomials

G′
1 ∪ · · · ∪G′

s is indeed a Gröbner Basis for I(Sol(P ′)), according to the lex order.

Lemma 4.4.10 states that checking if a polynomial p is in I(P) is equivalent to checking
if the polynomial p′ is in I(P ′). However, the substitution technique used in Lemma 4.4.10
may result in a polynomial with exponentially many monomials and hence we only consider
polynomials of bounded degree. Provided that G′ is a Gröbner Basis for I(P ′) with respect to
the lex order, see Lemma 4.4.12, we can test membership of any bounded degree polynomial
in polynomial time. Note that division of any polynomial by polynomials xi,1−f ′

i,1, . . . , xi,ki
−

f ′
i,ki
, i ∈ [s] results in a polynomial over variables yi,1, . . . , yi,ri , i ∈ [s], where

∪i∈[s]{(yi,1)(pmi
i ) − 1, . . . , (yi,ri)(pmi

i ) − 1}
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is a Gröbner Basis with respect to the grlex order in C[∪i∈s{yi,1, . . . , yi,ri}]. This gives the
following theorem.

Theorem 4.4.13. Let Γ be a finite multi-sorted constraint language which is invariant
under the affine operation of Zpm1

1
, . . . ,Zpms

s
. Then IMPd(Γ) is decidable in polynomial

time.

The above theorem together with Proposition 4.4.9 imply that the IMPd(∆) is polyno-
mial time decidable for constraint language ∆ that is invariant under the affine operation
of an Abelian group.

Theorem 4.4.14. Let ∆ be a finite constraint language invarient under the affine operation
of Abelian group A. Then IMPd(∆) is decidable in polynomial time.

Later in Chapter 5 we will prove that in fact we can find a proof of membership, if one
exists, for constraint languages over Abelian groups. In fact, we provide a polynomial time
algorithm to construct a d-truncated Gröbner Basis with respect to a grlex .

4.5 Gröbner Bases for linear system in GF(p) via conversion
technique

In this section we focus on constraint languages that are expressible as a system of linear
equations modulo a prime number. Let Γ be a constraint language over a set D with
|D| = p, and p a prime number. Suppose Γ has an affine polymorphism modulo p (i.e. a
ternary operation ψ(x, y, z) = x⊖y⊕z, where ⊕,⊖ are addition and subtraction modulo p,
or, equivalently, of the field GF(p)). In this case every CSP can be represented as a system
of linear equations over GF(p). Without loss of generality, we may assume that the system of
linear equations at hand is already in the reduced row echelon form. Transforming system of
linear equations mod p in its reduced row echelon form to a system of polynomials in R[X]
that are a Gröbner Basis is not immediate and requires substantial work. This is the case
even if we restrict ourselves to lexicographic order. Let us elaborate on this by an example
considering linear equations over GF (2).

Example 4.5.1. We assume a lexicographic order ≻ with x1 ≻lex · · · ≻lex xn. We also
assume that the linear system has r ≤ n equations and is already in its reduced row echelon
form with xi as the leading monomial of the i-th equation. Let Suppi ⊂ [n] such that
{xj : j ∈ Suppi} is the set of variables appearing in the i-th equation of the linear system
except for xi. Let the i-th equation be gi = 0(mod 2) where gi = xi ⊕ fi, with i ∈ [r]
and fi is the Boolean function (⊕j∈Suppi

xj) ⊕ αi and αi ∈ {0, 1}. Define a polynomial
M(fi) ∈ R[x1, . . . , xn] interpolating fi, that is, such that, for every a ∈ {0, 1}n, fi(a) = 0
if and only if M(fi)(a) = 0, and fi(a) = 1 if and only if M(fi)(a) = 1. Now, consider the
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following set of polynomials.

G = {x1 −M(f1), . . . , xr −M(fr), (x2
r+1 − xr+1), . . . , (x2

n − xn)}.

Set G ⊂ R[x1, . . . , xn] is a Gröbner Basis with respect to lex order. This is because for every
pair of polynomials in G the reduced S-polynomial is zero as the leading monomials of any
two polynomials in G are relatively prime. By Buchberger’s Criterion (see Theorem 2.1.20)
it follows that G is a Gröbner Basis with respect to the lex ordering.

However, this construction may not be computationally efficient as the polynomials
M(fi) may have exponentially many monomials. This case was overlooked in [161]. Bharathi
and Mastrolilli [25] resolved this issue in an elegant way. Having G′ = {x1 − f1, . . . , xr −
fr, (x2

r+1−xr+1), . . . , (x2
n−xn)}, they convert G′ to set of polynomials in R[x1, . . . , xn] which

is a d-truncated Gröbner Basis. Their conversion algorithm has time complexity nO(d) where
d = O(1). Their algorithm is a modification of the conversion algorithm by Faugère, Gianni,
Lazard and Mora [75]. See [25] for more details.

We consider this problem for any fixed prime p and prove that a d-truncated Gröbner
Basis can be computed in time nO(d). First, we give a very brief introduction to the FGLM
conversion algorithm [75]. Next, we present our conversion algorithm that, given a system
of linear equations mod p, produces a d-truncated Gröbner Basis in graded lexicographic
order. The heart of our algorithm is finding linearly independent expressions mod p that
helps us carry the conversion.

4.5.1 Gröbner Basis conversion

We say a Gröbner Basis G = {g1, . . . , gt} is reduced if LC(gi) = 1 for all gi ∈ G, and if for
all gi ∈ G no monomial of gi lies in ⟨LT(G \ {gi})⟩. We note that for an ideal and a given
monomial ordering the reduced Gröbner Basis of I is unique (see, e.g., [59], Theorem 5,
p.93). Given the reduced Gröbner Basis of a zero-dimensional ideal I ⊂ F[X] with respect
to a monomial order ≻1, where F is a computable field, the FGLM algorithm computes
a Gröbner Basis of I with respect to another monomial order ≻2. The complexity of the
FGLM algorithm depends on the dimension of F-vector space F[X]/I. More precisely, let
D(I) denote the dimension of F-vector space F[X]/I, then we have the following proposition.

Proposition 4.5.2 (Proposition 4.1 in [75]). Let I be a zero-dimensional ideal and G1 be
the reduce Gröbner Basis with respect to an ordering ≻1. Given a different ordering ≻2,
there is an algorithm that constructs a Gröbner Basis G2 with respect to ordering ≻2 in
time O(nD(I)3).

We cannot apply the FGLM algorithm directly as D(I) could be exponentially large in
our setting. Note that D(I) is equal to the number of common zeros of the polynomials
from ⟨G1⟩, which in the case of linear equations is D(I) = O(pn−r) where r is the number of
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Algorithm 1 Conversion algorithm
Require: G1 as in (4.6) that corresponds to I(P), degree d.

1: Let Q be the list of all monomials of degree at most d arranged in increasing order with
respect to grlex .

2: G2 = ∅, B(G2) = {1} (we assume 1 ̸∈ I(P)). Let bi (arranged in increasing grlex order)
be the elements of B(G2).

3: for q ∈ Q do
4: if q is divisible by some LM in G2 then
5: Discard it and go to Step 3,
6: if q|G1 = ∑

j
kjbj |G1 then ▷ where kj ∈ R, bj ∈ B(G2)

7: G2 = G2 ∪ {q −
∑
j
kjbj}

8: else
9: B(G2) = B(G2) ∪ {q}

10: return G2

equations in the reduced row echelon form. Furthermore, as we discussed, we are not given
the explicit reduced Gröbner Basis G1 with respect to lex ordering (the Gröbner Basis is
presented to us as a system of linear equation mod p rather than polynomials in R[X]). We
shall present an algorithm that resolves these issues.

Let P be an instance of CSP(Γ) that is expressed as a system of linear equations S over
Zp with variables x1, . . . , xn. A system of linear equations over Zp can be solved by Gaussian
elimination (this immediately tells us if 1 ∈ I(P) or not, and we proceed only if 1 ̸∈ I(P)).
We assume a lexicographic order ≻lex with x1 ≻lex · · · ≻lex xn. We also assume that the
linear system has r ≤ n equations and it is already in its reduced row echelon form with xi

as the leading monomial of the i-th equation. Let Suppi ⊂ [n] such that {xj : j ∈ Suppi}
be the set of variables appearing in the i-th equation of the linear system except for xi.

Fix a prime p and ⊕, ⊖, ⊙ denote addition, subtraction, and multiplication modulo p,
respectively. We will call a linear polynomial over Zp a p-expression. Let the i-th equation be
gi = 0 (mod p) where gi := xi⊖fi, with i ∈ [r] and fi is the p-expression (⊕j∈Suppi

αjxj)⊕αi
and αj , αi ∈ Zp. We will assume that each variable xi is associated with its p-expression fi

which comes from the mod p equations. This is clear for i ≤ r; for i > r the p-expression
fi = xi itself. Hence, we can write down the reduced Gröbner Basis in the lex order in an
implicit form as follows.

G1 = {x1 − f1, . . . , xr − fr,
∏
i∈Zp

(xr+1 − i), . . . ,
∏
i∈Zp

(xn − i)} (4.6)

Given G1, our conversion algorithm, Algorithm 1, constructs a d-truncated Gröbner
Basis over R[x1, . . . , xn] with respect to the grlex order. At the beginning of the algorithm,
there will be two sets: G2, which is initially empty but will become the new Gröbner Basis
with respect to the grlex order, and B(G2), which initially contains 1 and will grow to be the
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grlex monomial basis of the quotient ring R[x1, . . . , xn]/I(P) as a R-vector space. In fact,
B(G2) contains the reduced monomials (of degree at most d) with respect to G2. Every
f ∈ R[x1, . . . , xn] is congruent modulo I(P) to a unique polynomial r which is a R-linear
combination of the monomials in the complement of ⟨LT(I(P))⟩. Furthermore, the elements
of {xα | xα ̸∈ ⟨LT(I(P))⟩} are "linearly independent modulo I(P)" (see Proposition 5.1.8).
This suggests the following. In Algorithm 1, Q is the list of all monomials of degree at most
d arranged in increasing order with respect to grlex ordering. The algorithm iterates over
monomials in Q in increasing grlex order and at each iteration decides exactly one of the
followings given the current sets G2 and B(G2).

1. q should be discarded (if q is divisible by some LM in G2), or

2. a polynomial with q as its leading monomial should be added to G2 (if q|G1 =∑
j
kjbj |G1 ; bj ∈ B(G2)), or

3. q should be added to B(G2).

The trickiest part is to decide if the current monomial q|G1 is a R-linear combination of
bj |G1 with bj being the current elements in B(G2). Provided this can be done correctly and
in polynomial time, the correctness of Algorithm 1 follows by the analyses in [75] and it runs
in polynomial time as there are at most O(nd) monomials in Q. The rest of this section is
devoted to provide a polynomial time procedure that correctly decides if q|G1 = ∑

j
kjbj |G1

holds for the current monomial q and the current bjs in B(G2).

4.5.2 Expansion in a basis of p-expressions

For a monomial q, the normal form of q by G1, q|G1 , is the remainder on division of q by
G1 in the lex order. q|G1 is unique and it does not matter how the elements of G1 are listed
when using the division algorithm. Here, it suffices for us to write q|G1 in terms of product
of p-expressions. We start with a simple observation. Recall that r denotes the number of
linear equations in the reduced row echelon form.

Observation 4.5.3. Let q = xα1
1 · · ·xαn

n be a monomial such that for all r < i we have
αi ≤ p− 1. Then, q|G1 = fα1

1 · · · fαn
n where each fi is the p-expression associated to xi.

A keystone of our conversion algorithm is a relation between a product of p-expressions
and a sum of p-expressions. Intuitively speaking, we will prove that a product of p-expressions
can be written as a R-linear combination of (linearly independent) p-expressions. Indeed,
we provide a set of p-expressions and prove the p-expressions in this set are linearly inde-
pendent and span the space of functions from Zdp to C. Consider the set Vn,p of functions
from Znp to C as a pn-dimensional vector space, whose components are values of the function
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at the corresponding point of Znp . Let

Fn =
{

n⊕
i=1

αixi ⊕ xn+1 ⊕ β | αi ∈ {0, . . . , p− 1}, i ∈ [n], β ∈ {0, . . . , p− 2}
}

be a collection of linear functions over Zp, and let

Fn = Fn ∪ · · · ∪ F0 ∪ {1}.

Theorem 4.5.4. For any n, the collection Fn of p-expressions is linearly independent as
a set of vectors from Vn+1,p and forms a basis of Vn+1,p.

As a first application of Theorem 4.5.4 we show that any p-expression can be written as
a R-linear combination of p-expressions in our basis Fn.

Lemma 4.5.5. Any p-expression α1x1⊕α2x2⊕· · ·⊕αnxn⊕β with αn ̸= 0 can be represented
by a R-linear combination of the p-expression basis from Fn−1.

Proof. By Theorem 4.5.4, for any x and y, the expression y ⊕ αx ⊕ β can be written as a
R-linear combination of p-expressions from F1. Such a R-linear combination can be found
in constant time pO(1) as the number of functions in F1 is p2. We continue by assuming
such a R-linear combination of any y ⊕ αx⊕ β is provided to us.

Now consider α1x1 ⊕ α2x2 ⊕ · · · ⊕ αnxn ⊕ β. Introduce a new variable y and set y =
α1x1⊕α2x2⊕· · ·⊕αn−1xn−1. Hence, α1x1⊕α2x2⊕· · ·⊕αnxn⊕β = y⊕αnxn⊕β. By the
above discussion, y ⊕ αnxn ⊕ β can be written as a R-linear combination of p-expressions
from F1. Therefore, there exist cγ , cαγ , κ ∈ R so that

y ⊕ αnxn ⊕ β =
p−2∑
γ=0

cγ(y ⊕ γ) +
∑

α∈[p−1],γ∈[p−2]
cαγ(αy ⊕ xn ⊕ γ) + κ (4.7)

Note that p-expressions y ⊕ γ are in F0, p-expressions αy ⊕ xn ⊕ γ are in F1, and κ is a
constant. Substituting back for y, we observe that the second sum on the right hand side is
already a R-linear combination of p-expressions from Fn−1. Consider the first sum.

p−2∑
γ=0

cγ(y ⊕ γ) =
p−2∑
γ=0

cγ(α1x1 ⊕ α2x2 ⊕ · · · ⊕ αn−1xn−1 ⊕ γ) (4.8)

Now set y = α1x1 ⊕ α2x2 ⊕ · · · ⊕ αn−2xn−2. This gives

p−2∑
γ=0

cγ(α1x1 ⊕ α2x2 ⊕ · · · ⊕ αn−1xn−1 ⊕ γ) =
p−2∑
γ=0

cγ(y ⊕ αn−1xn−1 ⊕ γ) (4.9)

Note that each term y ⊕ αn−1xn−1 ⊕ γ is expressible as a R-linear combination of p-
expressions from F1. This leads us to the following.
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p−2∑
γ=0

cγ(y ⊕ αn−1xn−1 ⊕ γ)

=
p−2∑
γ=0

cγ

p−2∑
δ=0

cδ(y ⊕ δ) +
∑

α∈[p−1],δ∈[p−2]
cαδ(αy ⊕ xn−1 ⊕ δ) + κ′

 (4.10)

=
p−2∑
γ=0

cγ

p−2∑
δ=0

cδ(y ⊕ δ)

+
p−2∑
γ=0

cγ

 ∑
α∈[p−1],
δ∈[p−2]

cαδ(αy ⊕ xn−1 ⊕ δ)

+
p−2∑
γ=0

cγκ
′

=
p−2∑
γ=0

c′
γ(y ⊕ γ) +

∑
α∈[p−1],
γ∈[p−2]

c′
αγ(αy ⊕ xn−1 ⊕ γ) + κ′′ (4.11)

Note that p-expressions y ⊕ γ are in F0, p-expressions αy ⊕ xn−1 ⊕ γ are in F1, and κ′′ is a
constant. Substituting back for y, we observe that the second sum on the right hand side
is already a R-linear combination of p-expressions from Fn−2. Hence, it suffices to continue
with the first term of the sum (4.11) which we can handle similar to the above procedure.

All in all, it requires to repeat the above procedure n times where at the i-th iteration
we deal with a sum of p − 2 p-expressions of form

n−i⊕
i=1

αixi ⊕ β. This results in O(npO(1))
running time.

Another application of Theorem 4.5.4 is transforming a multiplication of p-expressions to
an equivalent R-linear combination of the basis in Fn. Suppose x1, . . . , xd are (not necessary
distinct) variables that take values 0, . . . , p− 1. Let x1 · x2 · · ·xd be their multiplication. In
general, we are interested in a multiplication of p-expressions however, let us first discuss
the simpler case of x1 ·x2 · · ·xd. Unfortunately, the trick we used in the proof of Lemma 4.5.5
is no longer effective here. However, assuming d is a constant makes the situation easier.
x1 · x2 · · ·xd is a pd-dimensional vector. By Theorem 4.5.4, the set Fd−1 of p-expressions
spans the set Vd,p of functions from Zdp to C as a pd-dimensional vector space. Hence, in
constant time (depending on p and d), we can have a R-linear combination of the basis in
Fd−1 that represents x1 · x2 · · ·xd. We continue by assuming such a R-linear combination
of any x1 · x2 · · ·xd is provided to us. The next lemma states that we can have a R-linear
combination of the basis in Fn for any h1 · h2 · · ·hd where each hi is a p-expression over
variables x1, . . . , xn.

Lemma 4.5.6. Let h1, h2, . . . , hd be (not necessary distinct) p-expressions over variables
x1, . . . , xn. The product M = h1 · h2 · · ·hd viewed as a function from Znp to C can be
represented as a R-linear combination of the basis in Fn−1.
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Proof. Let us treat his as indeterminates. Define

Ht =
{

t⊕
i=1

αihi ⊕ ht+1 ⊕ β | αi ∈ {0, . . . , p− 1}, i ∈ [t], β ∈ {0, . . . , p− 2}
}

to be a collection of linear functions over Zp, and let

Hd−1 = Hd−1 ∪ · · · ∪H0 ∪ {1}.

By Theorem 4.5.4 and the above discussion, M can be written as a R-linear combination
of functions in Hd−1. Therefore, there are coefficients cα1...αtβ ∈ R and constant κ ∈ R so
that

M =
d−1∑
t=0

∑
αi∈[p−1],
β∈[p−2]

cα1...αtβ

(
t⊕
i=1

αihi ⊕ ht+1 ⊕ β
)

+ κ (4.12)

Recall that each hi is a p-expressions over variables x1, . . . , xn. By substituting back for
each hi and rearranging terms, each p-expression ⊕t

i=1 αihi ⊕ ht+1 ⊕ β is equivalent to
α′

1x1 ⊕ α′
2x2 ⊕ · · · ⊕ α′

nxn ⊕ β′ for some α′
1, . . . , α

′
n, β

′ ∈ [p − 1]. By Lemma 4.5.5, such
expression can be written as a R-linear combination of basis in Fn.

Note that number of p-expressions in (4.12) is at most pd+1. By Lemma 4.5.5, each
p-expression can be written as a R-linear combination of basis in Fn in time O(npO(1)).
Therefore, in time O(npO(d)) we can write M = h1 · h2 · · ·hd as a R-linear combination of
basis in Fn which is polynomial in n for fixed p and d.

4.5.3 The correctness of the conversion algorithm

Now we have enough ingredients to prove Algorithm 1 runs in polynomial time and correctly
decides if q|G1 = ∑

j
kjbj |G1 for every q. In the following theorem, suppose q is the current

monomial considered by the algorithm. Furthermore, suppose sets G2 and B(G2) have been
constructed correctly so far.

Theorem 4.5.7. Let q = xα1
1 · · ·xαn

n be a monomial of degree at most d. Suppose q is not
divisible by any leading monomial of polynomials in the current set G2. Then, there exists
a polynomial time algorithm that can decide whether q|G1 = ∑

j
kjbj |G1 where bj are in the

current set B(G2) in Algorithm 1.

Proof. First, we discuss the case where for some r < i we have p− 1 < αi. Set q = q′ · xαi
i

where q′ = xα1
1 · · ·x

αi−1
i−1 ·x

αi+1
i+1 · · ·xαn

n . Then q|G1 = q′|G1 ·x
αi
i |G1 . Note that xαi

i |G1 is a linear
combination of xp−1

i , xp−2
i , . . . , xi. This is because the domain polynomial ∏a∈Zp

(xi − a) is
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in G1. Therefore,

q|G1 = q′|G1 · x
αi
i |G1

= q′|G1 · (cp−1x
p−1
i + · · ·+ c1xi)

= (q′ · cp−1x
p−1
i )|G1 + · · ·+ (q′ · c1xi)|G1 (4.13)

All of q′ · xji in (4.13) have degree less than q, and hence they have been considered by
Algorithm 1 before reaching q. Now, none of q′ ·xji can be a multiple of the leading monomial
of a polynomial in G2 as otherwise q divides the leading monomial of a polynomial in G2.
This implies that all q′ ·xji with cj ̸= 0 in (4.13) are in B(G2) and we have q|G1 = ∑

j
kjbj |G1 .

We continue by assuming for all r < i we have αi ≤ p−1. Note that if q|G1 = ∑
j
kjbj |G1 ,

then q|G1 −
∑
j
kjbj |G1 = 0 and hence q − ∑

j
kjbj ∈ I(P). We proceed by checking, in a

systematic way, if there exist coefficients kj such that q|G1 −
∑
j
kjbj |G1 = 0 holds. We will

construct a system of linear equations over R for coefficients kj so that this system has a
solution if and only if q|G1 = ∑

j
kjbj |G1 .

By Observation 4.5.3, we have q|G1 = fα1
1 · · · fαn

n where each fi is the p-expression
associated to xi. Similarly, for each bj we have bj |G1 = Mj where Mj = hj1 · hj2 · · ·hjd is a
multiplication of at most d (not necessary distinct) p-expressions.

fα1
1 · · · f

αn
n =

∑
j

kjbj |G1 =
∑
j

kjMj (4.14)

Recall that degree of q is at most d and, by Lemma 4.5.6, q can be written as a R-
linear combination of the basis in Fn−1, say Lq. Similarly, by Lemma 4.5.6, each product
Mj = hj1 · hj2 · · ·hjd can be written as a R-linear combination of the basis in Fn−1 in
polynomial time. Therefore, (4.14) is equivalent to

fα1
1 · · · f

αn
n = Lq =

∑
j

kjbj |G1 =
∑
j

kjMj =
∑
j

kjLj (4.15)

where each Lj is a R-linear combination equivalent to Mj via p-expression basis in Fn.
Rearranging terms in ∑

j
kjLj and Lq yields

0 =
∑
j

kjLj −Lq =
∑
j

k′
jL

′
j (4.16)

where each k′
j is linear combination of kjs. Since Fn−1 is linearly independent and the left

hand side of (4.16) is a constant we deduce that all k′
j should be zero. Hence, we are left

with (possibly more than one) linear equations with respect to kj over R. Note that at this
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point there is not any term with a p-expression. If such a system has a (unique) solution
for kj then we conclude q|G1 = ∑

j
kjbj |G1 , else the equality does not hold.

Note that, by Lemma 4.5.6, time complexity of finding a R-linear combination of basis in
Fn−1 for a multiplication of d p-expressions is O(npO(d)). Moreover, we use Lemma 4.5.6 at
most O(nO(d)) many times. Hence, the whole process requires O(nO(d)) time complexity.

Theorem 4.5.8. Let Γ be a constraint language where each relation in Γ is expressed as a
system of linear equations modulo a prime number p. Then, the IMPd(Γ) can be solved in
polynomial time for fixed d and p.

4.5.4 Proof of Theorem 4.5.4

In this section we give a proof of Theorem 4.5.4. Also, it turns out in the case p = 3 there
is another basis of Vn,p that has a particularly clear structure. We give a proof of this result
in Section 4.5.4.

Linear independence

Recall that we consider the set Vk,p of functions from Zkp to C as a pk-dimensional vector
space, whose components are values of the function at the corresponding point of Zkp. Let

Fk =
{

k⊕
i=1

αixi ⊕ xk+1 ⊕ β | αi ∈ {0, . . . , p− 1}, i ∈ [n], β ∈ {0, . . . , p− 2}
}

be a collection of linear functions over Zp, and let

Fk = Fk ∪ · · · ∪ F0 ∪ {1}.

The result we are proving in this section is

Theorem 4.5.9. For any k, the collection Fk of p-expressions is linearly independent as a
set of vectors from Vk+1,p and forms a basis of Vk+1,p.

Monomials and projections

As a vector space the set Vk,p has several natural bases. Let Mon(k, p) denote the set of
all monomials u = xd1

1 . . . xdk
k where di ∈ {0, . . . , p − 1}; and let cont(u) denote the set

{i | di ̸= 0}. For a ∈ Zkp we denote by ra the function given by ra(a) = 1 and ra(x) = 0
when x ̸= a. We start with a simple observation.

Lemma 4.5.10. The sets Mon(k, p) and R(k, p) = {ra | a ∈ Zkp} are bases of Vk,p.

As is easily seen, both sets contain pk elements, R(k, p) obviously spans Vk,p. That
Mon(k, p) also spans Vk,p follows from polynomial interpolation properties.
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Our goal here is to find yet another basis of Vk,p suitable for our needs, which is the set
Fk defined above.

In this section we view functions from Fk as elements of Vk+1,p. In particular, we will
use coordinates of such functions in the bases Mon(k + 1, p) and R(k + 1, p). The latter is
of course just the collection of values of a function in points from Zk+1

p , while the former
is the polynomial interpolation of a function, which is unique when we restrict ourselves to
polynomials of degree at most p− 1 in each variable.

The number of functions in Fk is

1 +
k∑
ℓ=0
|Fℓ| = 1 +

k∑
ℓ=0

pℓ(p− 1) = 1 + (p− 1)
k∑
ℓ=0

pℓ = 1 + (p− 1)p
k+1 − 1
p− 1 = pk+1.

Thus, we only need to prove that Fk spans Vk+1,p.
We will need a finer partition of sets Fk: for S ⊆ [k] let FSk denote the set of functions⊕k

i=1 αixi ⊕ xk+1 ⊕ b such that αi ̸= 0 if and only if i ∈ S.
We prove by induction on |S|, S ⊆ [k + 1], that any monomial u with cont(u) = S is in

the span of
FSk =

⋃
ℓ≤k,T⊆S∩[ℓ]

F Tℓ .

Since up to renaming the variables FSk can be viewed as F|S|, it suffices to prove the result
for S = [k], and our inductive process is actually on k.

For f ∈ Fk let f ′ denote the sum of all monomials u of f (with the same coefficients)
for which cont[u] = [k + 1]. In other words, f ′ can be viewed as a projection f onto the
subspace V1 spanned by Mon∗(k+ 1, p) = {u ∈ Mon(k+ 1, p) | cont(u) = [k+ 1]} parallel to
the subspace V2 spanned by Mon†(k+ 1, p) = Mon(k+ 1, p)−Mon∗(k+ 1, p). Let F ′

k = {f ′ |
f ∈ Fk}. Note that V1 is also the subspace of Vn,p spanned by the set {ra | a ∈ (Z∗

p)k+1},
and the dimensionality of V1 is (p− 1)k+1 = |Fk| = |F ′

k|. Since by the induction hypothesis
f − f ′ is in the span of Fk, it suffices to prove that vectors in F ′

k are linearly independent,
and therefore generate V1. This will be proved in the rest of this section.

Proposition 4.5.11. The set F ′
k is linearly independent.

We prove Proposition 4.5.11 by constructing a matrix containing the values of functions
from F ′

k and find its rank by finding all its eigenvalues. We do it in three steps. First, let F †
k

denote the superset of Fk that apart from functions from Fk also contains functions of the
form ⊕k

i=1 αixi⊕xk+1⊕(p−1) for αi ∈ Z∗
p, i ∈ [k]. Then, let Nk be the p(p−1)k×p(p−1)k-

dimensional matrix whose rows are labeled with (x1, . . . , xk+1) ∈ (Z∗
p)k × Zp representing

values of the arguments of functions from F †
k , and the columns are labeled with f ∈ F †

k . The
entry of Nk in row (x1, . . . , xk+1) and column f is f(x1, . . . , xk+1). In the next section we
find the eigenvectors and eigenvalues of Nk. In the second step we use the properties of Nk to
study the matrix N ′′

k obtained from Nk by replacing every entry of the form f(x1, . . . , xk+1)
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with the value f ′′(x1, . . . , xk+1), where f ′′ is the sum of all the monomials u from f with
x1, . . . , xk ∈ cont(u). We again find the eigenvectors and eigenvalues of N ′′

k . Finally, we
transform N ′′

k to obtain a new matrix N ′
k in such a way that the entry of N ′

k in the row
(x1, . . . , xk+1) with xk+1 ̸= 0 and column f equals f ′(x1, . . . , xk+1). We then finally prove
that all the rows of N ′

k labeled (x1, . . . , xk+1), xk+1 ̸= 0, are linearly independent.

Kronecker sum and the eigenvalues of Nk

We first introduce some useful notation.
Let A,B be q× r and s× t matrices with entries in Zp. The Kronecker sum of A and B

denoted A ⊞ B is the qs × rt matrix whose entry in row is + i′ and column jt + j′ equals
A(i, j) ⊕ B(i′, j′). In other words, A ⊞ B is defined the same way as Kronecker product,
except using addition modulo p rather than multiplication. We also use A⊞k to denote
A⊞ · · ·⊞A.

We consider two matrices, matrix Bp essentially consists of values of unary functions αx
on [p − 1], except that we rearrange its rows and columns as follows. Let a be a primitive
residue modulo p, that is, a generator of Z∗

p. Then

Bp =



1 a a2 a3 . . . ap−2

ap−2 1 a a2 . . . ap−3

ap−3 ap−2 1 a . . . ap−4

...
...

...
...

...
a a2 a3 a4 . . . 1


,

where ai denotes exponentiation modulo p. Matrix Cp is again the operation table of addition
modulo p with rearranged rows

Cp =



0 1 2 . . . p− 1
p− 1 0 1 . . . p− 2
p− 2 p− 1 0 . . . p− 3

...
...

...
...

1 2 3 . . . 0


.

As is easily seen, the values of functions ⊕k
i=1 αixi, α1, . . . , αk ∈ Z∗

p on (Z∗
p)k can be viewed

as B⊞k; and those of ⊕k
i=1 αixi ⊕ xk+1 ⊕ b, α1, . . . , αk ∈ Z∗

p, b ∈ Zp, on x1, . . . , xk ∈ Z∗
p,

xk+1 ∈ Zp can be represented as Nk = Cp ⊞ B⊞k
p . Next we find the eigenvectors and

eigenvalues of Nk.
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Recall that a square matrix of the form

A =



a1 a2 a3 . . . an

an a1 a2 . . . an−1

an−1 an a1 . . . an−2
...

...
...

...
a2 a3 a4 . . . a1


(4.17)

is called circulant. The eigenvectors and eigenvalues of circulant matrices are well known.
We give a brief proof of the following fact for the sake of completeness.

Lemma 4.5.12. The eigenvectors of the matrix A in (4.17) have the form v⃗ξ = (1, ξ, ξ2, . . . , ξn−1)
for nth roots of unity ξ. The eigenvalue corresponding to v⃗ξ is µξ = a1 + a2ξ + a3ξ

2 + · · ·+
anξ

n−1.

Proof. We compute A · v⃗ξ

A · v⃗ξ =



a1 a2 a3 . . . an

an a1 a2 . . . an−1

an−1 an a1 . . . an−2
...

...
...

...
a2 a3 a4 . . . a1


·



1
ξ

ξ2

...
ξn−1



=



a1 + a2ξ + a3ξ
2 + · · ·+ anξ

n−1

an + a1ξ + a2ξ
2 + · · ·+ an−1ξ

n−1

an−1 + anξ + a1ξ
2 + · · ·+ an−2ξ

n−1

...
a2 + a3ξ + a4ξ

2 + · · ·+ a1ξ
n−1



= (a1 + a2ξ + a3ξ
2 + · · ·+ anξ

n−1)



1
ξ

ξ2

...
ξn−1


,

as required.
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A generalization of circulant matrices is obtained by replacing entries of a circulant
matrix by matrices. More precisely, a matrix of the form

A =



A1 A2 A3 . . . An

An A1 A2 . . . An−1

An−1 An A1 . . . An−2
...

...
...

...
A2 A3 A4 . . . A1


, (4.18)

where A1, . . . , An are square matrices of the same size is said to be block-circulant. Note
that Nk can be viewed as a block-circulant matrix:

Nk = Cp ⊞B⊞k
p =


B⊞k
p B⊞k

p ⊕ 1 . . . B⊞k
p ⊕ (p− 1)

B⊞k
p ⊕ (p− 1) B⊞k

p . . . B⊞k
p ⊕ (p− 2)

...
...

...
B⊞k
p ⊕ 2 B⊞k

p ⊕ 3 . . . B⊞k
p

 .

Similarly, B⊞ℓ
p can also be viewed as a block-circulant matrix:

B⊞(ℓ−1)
p ⊞Bp =


B

⊞(ℓ−1)
p ⊕ 1 B

⊞(ℓ−1)
p ⊕ a . . . B

⊞(ℓ−1)
p ⊕ ap−1

B
⊞(ℓ−1)
p ⊕ ap−1 B

⊞(ℓ−1)
p ⊕ 1 . . . B

⊞(ℓ−1)
p ⊕ ap−2

...
...

...
B

⊞(ℓ−1)
p ⊕ a B

⊞(ℓ−1)
p ⊕ a2 . . . B

⊞(ℓ−1)
p ⊕ 1

 .

In some cases the eigenvectors and eigenvalues of block-circulant matrices can also be
found.

Lemma 4.5.13. Let A be a block-circulant matrix with blocks A1, . . . , An as in (4.18)
such that A1, . . . , An have the same eigenvectors. Then every eigenvector w⃗ of A has the
form w⃗v,ξ = (1, ξ, . . . , ξn−1) ⊗ v⃗, where ξ is an nth root of unity and v⃗ is an eigenvector
of A1, . . . , An. Conversely, for every eigenvector v⃗ of A1, . . . , An and an nth root of unity
ξ, w⃗v,ξ is an eigenvector of A. The eigenvalue of A associated with w⃗v,ξ is µ1,v⃗ + µ2,v⃗ξ +
µ3,v⃗ξ

2 + · · ·+ µn,v⃗ξ
n−1, where µi,v⃗ is the eigenvalue of Ai associated with v⃗.
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Proof. As in the proof of Lemma 4.5.12 we compute A · w⃗v,ξ:

A · w⃗v,ξ =



A1 A2 A3 . . . An

An A1 A2 . . . An−1

An−1 An A1 . . . An−2
...

...
...

...
A2 A3 A4 . . . A1


·



v⃗

ξv⃗

ξ2v⃗
...

ξn−1v⃗



=



A1v⃗ + ξA2v⃗ + ξ2A3v⃗ + · · ·+ ξn−1Anv⃗

Anv⃗ + ξA1v⃗ + ξ2A2v⃗ + · · ·+ ξn−1An−1v⃗

An−1v⃗ + ξAnv⃗ + ξ2A1v⃗ + · · ·+ ξn−1An−2v⃗
...

A2v⃗ + ξA3v⃗ + ξ2A4v⃗ + · · ·+ ξn−1A1v⃗



= (µ1,v⃗ + ξµ2,v⃗ + ξ2µ3,v⃗ + · · ·+ ξn−1µn,v⃗)



v⃗

ξv⃗

ξ2v⃗
...

ξn−1v⃗


,

as required.

We now apply these techniques to Nk. Let v⃗(η) = (1, η, η2, . . . , ηp−1) for a (p−1)th root
of unity, and let ⊗ denote Kronecker product.

Lemma 4.5.14. (1) For any k and any i, j ∈ Zp the matrices B⊞k
p ⊕ i and B⊞k

p ⊕ j have
the same eigenvectors, and every eigenvector has the form

v⃗(η1, . . . , ηk) = v⃗(η1)⊗ · · · ⊗ v⃗(ηk)

for some (p− 1)th roots of unity.

(2) For any k and any j ∈ Zp the eigenvalues of the matrix B⊞k
p ⊕ j are

λ(η1, . . . , ηk; j) =
p−2∑

i1,...,ik=0
(ai1 ⊕ · · · ⊕ aik ⊕ j)ηi11 . . . ηikk

for (p− 1)th roots of unity η1, . . . , ηk.

(3) Let i1, . . . , is ∈ [k] be such that if ηi ̸= 1 then i = ir, r ∈ [s], and s ̸= 0. Then

λ(η1, . . . , ηk; j) = (−1)k−sλ(ηi1 , . . . , ηik ; j).
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Proof. We proceed by induction on k to prove all three claims simultaneously. If k = 1
then as Bp ⊕ j is a circulant matrix whose first row is (1⊕ j, a⊕ j, a2 ⊕ j, . . . , ap−2 ⊕ j), by
Lemma 4.5.12 its eigenvalues have the form

λ(η1) = (1⊕ j) + (a⊕ j)η1 + (a2 ⊕ j)η2
1 + · · ·+ (ap−2 ⊕ j)ηp−2

for a (p−1)th root of unity η1, and the corresponding eigenvector is v⃗(η1) = (1, η1, η
2
1, . . . , η

p−1
1 )

regardless of j.
Now, suppose that the lemma is true for k − 1. Also, suppose that every eigenvector of

B
⊞(k−1)
p ⊕ j has the form v⃗(η2, . . . , ηk) for (p− 1)th roots of unity η2, . . . , ηk. Then B⊞k

p ⊕ j
is a block-circulant matrix with the first row (B⊞(k−1)

p ⊕ 1 ⊕ j, B⊞(k−1)
p ⊕ a ⊕ j, B⊞(k−1)

p ⊕
a2 ⊕ j, . . . , B⊞(k−1)

p ⊕ ap−1 ⊕ j). As by the induction hypothesis the blocks in this row have
the same eigenvectors, by Lemma 4.5.13 the eigenvalues of B⊞k

p ⊕ j have the form

µ0,v⃗ + µ1,v⃗η1 + µ1,v⃗η
2
1 + · · ·+ µp−2,v⃗η

p−2
1 ,

where v⃗ is an eigenvector of B⊞(k−1) and µi,v⃗ is the eigenvalue of B⊞(k−1)⊕ai⊕ j associated
with v⃗. Thus, plugging in the inductive hypothesis we obtain the result.

To prove item (3) we need to inspect the case when ηk = 1. In this case

λ(η1, . . . , ηk) =
p−2∑

i1,...,ik=0
(ai1 ⊕ · · · ⊕ aik ⊕ j)ηi11 . . . ηikk

=
p−2∑

i1,...,ik=0
(ai1 ⊕ · · · ⊕ aik ⊕ j)ηi11 . . . η

ik−1
k−1 · 1

=
p−2∑

i1,...,ik−1=0
ηi11 . . . η

ik−1
k−1

 p−2∑
ik=0

(ai1 ⊕ · · · ⊕ aik ⊕ j)


=

p−2∑
i1,...,ik−1=0

ηi11 . . . η
ik−1
k−1

(
p(p− 1)

2 − (ai1 ⊕ · · · ⊕ aik−1 ⊕ j)
)

= p(p− 1)
2

p−2∑
i1,...,ik−1=0

ηi11 . . . η
ik−1
k−1 − λ(η1, . . . , ηk−1)

= −λ(η1, . . . , ηk−1).

The last equality is due to fact that

p−2∑
i1,...,ik−1=0

ηi11 . . . η
ik−1
k−1 =

p−2∑
i1=0

ηi11 · · · · ·
p−2∑

ik−1=0
η
ik−1
k−1 = 0.

By the induction hypothesis the result follows.
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Since the matrix Nk can be represented as Cp ⊞ B⊞k
p , its eigenvalues can be found by

Lemma 4.5.13.

Lemma 4.5.15. The eigenvalues of Nk can be represented in one of the following forms.

• for a pth root of unity ξ and (p− 1)th roots of unity η1, . . . , ηk

µ(η1, . . . , ηk; ξ) =
p−1∑
j=0

ξj
p−2∑

i1,...,ik=0
(ai1 ⊕ · · · ⊕ aik ⊕ j)ηi11 . . . ηikk .

• for a pth root of unity ξ and (p− 1)th roots of unity η1, . . . , ηk

µ(η1, . . . , ηk; ξ) = P (ξ) ·Q(η1, ξ) · · · · ·Q(ηk, ξ),

where P (ξ) = p
ξ−1 unless ξ = 1, in which case P (1) = p(p−1)

2 , and

Q(η, ξ) =
p−2∑
i=0

ηiξa
i
.

Proof. (1) By Lemma 4.5.13 the eigenvalues of Nk have the form λ0,v⃗+λ1,v⃗ξ+λ2,v⃗ξ
2 + · · ·+

λp−1,v⃗ξ
p−1, where v⃗ is an eigenvector of B⊞k

p ⊕ i for all i ∈ Zp, and λi,v⃗ is the eigenvalue of
B⊞k
p ⊕ i associated with v⃗, and ξ is a pth root of unity. By Lemma 4.5.14 we obtain item

(1) of the lemma.
(2) Consider the values ai1⊕· · ·⊕aik⊕j in the formula from part (1). For j = 0, . . . , p−1

they constitute the set Zp regardless of i1, . . . , ik, and the sequence, when j grows from 0
to p− 1, is a sequence of consequent residues modulo p. Therefore

p−1∑
j=0

(ai1 ⊕ · · · ⊕ aik ⊕ j)ξj = ξa
i1 ⊕···⊕aik

p−1∑
j=0

jξj ,

and let P (ξ) = ∑p−1
j=0 jξ

j . Therefore by part (1)

µ(η1, . . . , ηk; ξ) =
p−1∑
j=0

ξj
p−2∑

i1,...,ik=0
(ai1 ⊕ · · · ⊕ aik ⊕ j)ηi11 . . . ηikk

=
p−2∑

i1,...,ik=0
ξa

i1 ⊕···⊕aikP (ξ)ηi11 . . . ηikk

= P (ξ)
p−2∑

i1,...,ik=0
(ηi1ξai1 ) · · · · · (ηikk ξ

aik )

= P (ξ)

 p−2∑
i1=0

ηi1ξa
i1

 · · · · ·
 p−2∑
ik=0

ηikk ξ
aik


= P (ξ) ·Q(η1, ξ) · · · · ·Q(ηk, ξ).
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Finally, we show that P (ξ) has the required form. Since ∑p−1
j=0 ξ

j = 0, we have P (ξ) =
P ′(ξ), where P ′(x) = ∑p−1

j=0(j + 1)xj . Then

p−1∑
j=0

(j + 1)xj = d

dx

p−1∑
j=0

xj+1


= d

dx

(
xp+1 − x
x− 1

)

= ((p+ 1)xp − 1)(x− 1)− (xp+1 − x)
(x− 1)2

= pxp+1 − (p+ 1)xp + 1
(x− 1)2 .

Since ξ is a pth root of unity, if ξ ̸= 1 we have

P (ξ) = pξ − (p+ 1) + 1
(ξ − 1)2 = p

ξ − 1 .

Finally, P (1) = p(p−1)
2 , as is easily seen.

Clearly, the co-rank of Nk equals the multiplicity of the eigenvalue 0. Thus, we need to
find the number of combinations of ξ, η1, . . . , ηk such that µ(η1, . . . , ηk; ξ) = 0. For some of
them it is easy.

Lemma 4.5.16. If ηi ̸= 1 for some i ∈ [k] then µ(η1, . . . , ηk; 1) = 0.

Proof. We use Lemma 4.5.15. Let ξ = 1, and, say, η1 ̸= 1. Then

Q(η1, 1) =
p−2∑
i=0

ηi1 = ηp−1
1 − 1
η1 − 1 = 0,

as η1 is a (p− 1)th root of unity and η1 ̸= 1.

Lemma 4.5.17. Let ξ ̸= 1 be a pth root of unity and η a (p − 1)th root of unity. Then
Q(η, ξ) ̸= 0.

Proof. Let χ be a primitive p(p−1)th root of unity. Then η, ξ can be represented as η = χup,
ξ = χv(p−1) and Q(η, ξ) can be rewritten as

Q∗(χ) =
p−1∑
j=1

χjup+ajv(p−1).

Note that all the arithmetic operations in the exponent including aj can be treated as
regular ones rather than modular, as χb = χc whenever b ≡ c (mod p(p− 1)). Therefore if
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there are η, ξ, ξ ̸= 1 such that Q(η, ξ) = 0, then there exists a primitive p(p− 1)th root of
unity χ that is also a root of the polynomial

Q∗(x) =
p−1∑
j=1

xjup+ajv(p−1).

This means that Q∗(x) is divisible by p(p − 1) cyclotomic polynomial Cp(p−1). The degree
of Cp(p−1) equals φ(p(p− 1)), where φ is Euler’s totient function. In particular, the degree
of Cp(p−1) is divisible by p− 1, and so is the degree of Q∗. Since a and p− 1 are relatively
prime with p, it is only possible iv u is divisible by p − 1, that is, η = 1, in which case, as
is easily seen, Q(1, ξ) = −1 if ξ ̸= 1 and Q(1, 1) = p− 1.

The next proposition follows from Lemma 4.5.17 and the observation that P (ξ) ̸= 0
whenever ξ is a pth root of unity.

Proposition 4.5.18. The rank of Nk is (p− 1)k + 1.

Changed matrices

In this subsection we make the second step in our proof.

Lemma 4.5.19. Let f = ⊕k
i=1 αixi ⊕ xk+1 ⊕ b then

f ′′ =
∑
S⊆[k]

(−1)k−|S|
(⊕
i∈S

αixi ⊕ xk+1 ⊕ b
)
. (4.19)

Proof. We need to show that f ′′(x1, . . . , xk+1) = 0 whenever xi = 0 for some i ∈ [k]. In
order to do that observe that the terms in (4.19) can be paired up so that every S containing
i is paired with S − {i}. Then ⊕i∈S αixi ⊕ xk+1 ⊕ b and ⊕i∈S−{i} αixi ⊕ xk+1 ⊕ b appear
in (4.19) with opposite signs, and, as xi = 0 are equal.

Let N ′′
k denote the matrix constructed the same way as Nk only with f ′′, f ∈ F †, in

place of f . More precisely, N ′′
k is the p(p−1)k×p(p−1)k-dimensional matrix whose rows are

labeled with (x1, . . . , xk+1) ∈ (Z∗
p)k × Zp representing values of the arguments of functions

from F †
k , and the columns are labeled with f ∈ F †

k . The entry of N ′′
k in row (x1, . . . , xk+1)

and column f is f ′′(x1, . . . , xk+1).
Using Lemma 4.5.19 we represent N ′′

k as a sum of matrices. Let f = ⊕k
i=1 αixi⊕xk+1⊕b ∈

F †
k and S ⊆ [k]. Then let fS denote the function ⊕i∈S αixi ⊕ xk+1 ⊕ b. In other words, by

Lemma 4.5.19
f =

∑
S⊆[k]

(−1)k−|S|fS .

By Nk(S), S ⊆ [k], we denote the matrix constructed in a similar way to Nk and N ′′
k .

Again, its rows are labeled with (x1, . . . , xk+1) ∈ (Z∗
p)k × Zp, and the columns are labeled
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with f ∈ F †
k . The entry of Nk(S) in row (x1, . . . , xk+1) and column f is fS(x1, . . . , xk+1).

It is now easy to see that
N ′′
k =

∑
S⊆[k]

(−1)k−|S|Nk(S).

In order to determine the structure of Nk(S) we need one further observation. Let 0ℓ

denote the square ℓ-dimensional matrix whose entries are all 0. Note that for a matrix B

and 0ℓ

B ⊞ 0ℓ =


B . . . B
...

...
B . . . B

 .
Lemma 4.5.20. Let B an n-dimensional diagonalizable matrix. Then the eigenvectors of
B⊞0ℓ are of the form (β1v⃗, . . . , βℓv⃗) where v is an eigenvector of B and either β1 = · · · = βℓ

or β1 + · · ·+ βℓ = 0. The corresponding eigenvalue in the former case is ℓλ, where λ is the
eigenvalue of B associated with v⃗, and 0 in the latter case.

The following lemma establishes the structure of Nk(S), its eigenvalues and eigenvectors.

Lemma 4.5.21. (a) Nk(S) = Cp ⊞D1 ⊞ · · ·⊞Dk, where

Di =
{
Bp, if i ∈ S,
0p−1, otherwise.

(b) Every eigenvector of Nk is also an eigenvector of Nk(S).

(c) The eigenvalue µ(η1, . . . , η;ξ;S) of Nk(S) associated with eigenvector v⃗(η1, . . . , ηk; ξ)
equals

µ(η1, . . . , η;ξ;S) =


0 if ηi ̸= 1 for some i ∈ [k]− S,
µ(1, . . . , 1; 1), if ξ = η1 = · · · = ηk = 1,
(1− p)|[k]−S|µ(η1, . . . , ηk; ξ), otherwise.

Proof. We will construct the matrix Nk(S) inductively and prove the three claims of the
lemma as we go. Let Nk(S, ℓ), ℓ ≤ k, denote the (p− 1)ℓ × (p− 1)ℓ-matrix whose rows are
labeled with (x1, . . . , xℓ) ∈ (Z∗

p)ℓ, columns are labeled with functions f = ⊕ℓ
i=1 αixi. The

entry of Nk(S, ℓ) in row (x1, . . . , xℓ) and column f is fS(x1, . . . , xℓ). We show that

(a’) Nk(S, ℓ) = D1 ⊞ · · ·⊞Dℓ, where the Di’s are defined as in the lemma.

(b’) Every vector of the form v⃗(η1, . . . , ηℓ) = v⃗(η1) ⊗ · · · ⊗ v⃗(ηℓ), where ηi is a (p − 1)th
root of unity is an eigenvector of Nk(S, ℓ)⊕ j for j ∈ Zp.
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(c’) The eigenvalue µ(η1, . . . , ηℓ, S, j) ofNk(S, ℓ)⊕j associated with eigenvector v⃗(η1, . . . , ηℓ)
equals

µ(η1, . . . , ηℓ, S, j)

=


(p− 1)ℓ · j if [ℓ] ∩ S = ∅ and η1 = · · · = ηℓ,

0, if ηi ̸= 1 for some i ∈ [ℓ]− S,
(p− 1)|[ℓ]−S|λ(ηi1 , . . . , ηit ; j), otherwise (see Lemma 4.5.14),

where {j1, . . . , jt} = [ℓ] ∩ S.

If ℓ = 1 then either Nk(S, 1) = Bp if 1 ∈ S, or Nk(S, 1) = 0p−1 if 1 ̸∈ S. In the former
case we have the result by Lemma 4.5.14, and in the latter case by Lemma 4.5.20 every
vector of the form v⃗(η), η is a (p − 1)th root of unity, is an eigenvector with eigenvalue
(p− 1)j if η = 1 and 0 otherwise.

Suppose the statement is true for some ℓ. If [ℓ+ 1]∩S = ∅, the claim is straightforward,
as fS(x1, . . . , xℓ+1) = 0 for all x1, . . . , xℓ+1 ∈ Z∗

p, and the result follows by Lemma 4.5.20.
Next, suppose that [ℓ]∩S ̸= ∅, but ℓ+1 ̸∈ S. In this case the entry of Nk(S, ℓ+1) indexed

with row (x1, . . . , xℓ+1) and column f = ⊕ℓ+1
i=1 αixi is fS(x1, . . . , xℓ+1) = f∗

S(x1, . . . , xℓ) =⊕
i∈S∩[ℓ] αixi, where f∗ = ⊕ℓ

i=1 αixi.This implies that Nk(S, ℓ+1)⊕j = (Nk(S, ℓ)⊕j)⊞0p−1.
By Lemma 4.5.20 the eigenvectors of Nk(S, ℓ + 1) ⊕ j are of the two types: v⃗′ = (v⃗, . . . , v⃗)
or (β1v⃗, . . . , βp−1v⃗) with β1 + · · · + βp−1 = 0, where v⃗ is an eigenvector of Nk(S, ℓ) ⊕ j. In
the first case v⃗′ = v⃗⊗ v⃗(η) for η = 1 and by the induction hypothesis has the required form.
The corresponding eigenvalue of Nk(S, ℓ+ 1)⊕ j equals (p− 1)λ, where λ is the eigenvalue
of Nk(S, ℓ) ⊕ j associated with v⃗, and so also has the required form. In the latter case
v ⊗ (1, η, . . . , ηp−2), η ̸= 1 and v⃗ is an eigenvector of Nk(S, ℓ) ⊕ j, satisfies the condition
1+η+· · ·+ηp−2 = 0 and has eigenvalue 0. By the induction hypothesis and Lemma 4.5.14(3)
we get the result.

Finally, let ℓ+1 ∈ S. In this case for any x1, . . . , xℓ+1 ∈ Z∗
p and f = ⊕ℓ+1

i=1 αixi the entry
of Nk(S, ℓ+ 1) equals

fS(x1, . . . , xℓ+1) =
ℓ+1⊕
i=1

αixi = f∗
S(x1, . . . , xℓ)⊕ αℓ+1xℓ+1,

which implies Nk(S, ℓ+1) = Nk(S, ℓ)⊞Bp proving (a’). Therefore Nk(S, ℓ+1)⊕j is a block-
circulant matrix and we can apply Lemma 4.5.13 to show that eigenvectors of Nk(S, ℓ+ 1)
are of the form

v⃗ ⊗ (1, η, . . . , ηp−2) = v⃗ ⊗ v⃗(η),

where η is a (p− 1)th root of unity and v⃗ is any eigenvector of Nk(S, ℓ)⊕ j. The eigenvalue
of such a vector can be found using the inductive hypothesis and the last part of the proof
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of Lemma 4.5.14 as follows. We have

µ(η1, . . . , ηℓ+1, S, j) = µ0,v⃗ + µ1,v⃗ηℓ+1 + µ1,v⃗η
2
ℓ+1 + · · ·+ µp−2,v⃗η

p−2
ℓ+1 ,

where v⃗ is an eigenvector of Nk(S, ℓ) and µi,v⃗ is the eigenvalue of Nk(S, ℓ)⊕ai⊕j associated
with v⃗. If there is i ∈ S ∩ [ℓ] such that ηi ̸= 1, then µ(η1, . . . , ηℓ+1, S, j) = 0. If S ∩ [ℓ] = ∅
and η1 = · · · = ηℓ = 1 then

µ(η1, . . . , ηℓ+1, S, j) =
p−2∑
i=0

(p− 1)ℓ(ai ⊕ j)ηiℓ+1 = (p− 1)ℓλ(ηℓ+1; j).

If S ∩ [ℓ] = {i1, . . . , it} ̸= ∅, then by the induction hypothesis

µ(η1, . . . , ηℓ+1, S, j) =
p−2∑
i=0

(p− 1)|[ℓ]−S|λ(ηi1 , . . . , ηit ; ai ⊕ j)ηiℓ+1

= (p− 1)|[ℓ]−S|
p−2∑
i=0

p−2∑
j1,...,jt=0

(aj1 ⊕ · · · ⊕ ajt ⊕ ai ⊕ j)ηi1 . . . ηitηiℓ+1

= (p− 1)|[ℓ]−S|λ(ηi1 , . . . , ηit , ηℓ+1; j).

We now consider the last step in constructing Nk(S), from Nk(S, k) to Nk(S). As is
easily seen, Nk(S) = Cp ⊞Nk(S, k), implying item (a) of the lemma, and by Lemma 4.5.13
every vector of the form (1, ξ, . . . , ξp−1) ⊗ v⃗, where v⃗ is an eigenvector of Nk(S, k) and ξ

is a pth root of unity is an eigenvector of Nk(S). By the induction hypothesis this implies
item (b) of the lemma. Finally, again by Lemma 4.5.13 and the induction hypothesis the
eigenvalue associated with the vector (1, ξ, . . . , ξp−1)⊗ v⃗(η1, . . . , ηk) equals

µ(η1, . . . , ηk; ξ;S)

= µ(η1, . . . , ηk, S, 0) + µ(η1, . . . , ηk, S, 1)ξ + · · ·+ µ(η1, . . . , ηk, S, p− 1)ξp−1.

If S = ∅, ξ ̸= 1, and η1 = · · · = ηk = 1 then

µ(1, . . . , 1; ξ; ∅) =
p−1∑
j=0

(p− 1)kjξj = (p− 1)kP (ξ)

= (p− 1)k(−1)kµ(1, . . . , 1; ξ)

= (1− p)kµ(1, . . . , 1; ξ),

as Q(1, ξ) = −1, as is easily seen. Also,

µ(1, . . . , 1; 1; ∅) = (p− 1)kP (1) = µ(1, . . . , 1; 1).
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If ηi ̸= 1 for some i ∈ [k] − S then µ(η1, . . . , ηk, S, j) = 0, and so µ(η1, . . . , ηk; ξ;S) = 0.
Otherwise if S = {i1, . . . , is},

µ(η1, . . . , ηk; ξ;S) = (p− 1)|[k]−S|
p−1∑
j=0

λ(ηi1 , . . . , ηis ; j)ξj

= (p− 1)|[k]−S|µ(ηi1 , . . . , ηis ; ξ)

Finally, by Lemma 4.5.14 µ(ηi1 , . . . , ηis ; ξ) = (−1)|[k]−S|µ(η1, . . . , ηk; ξ), if ξ ̸= 1, µ(ηi1 , . . . , ηis ; 1) =
0 if ηij ̸= 1 for some j, and µ(1, . . . , 1; 1) = (p− 1)|S|P (1), and the result follows.

Now, we are ready to find the eigenvalues of N ′′
k .

Lemma 4.5.22. Let w⃗ = v⃗(η1, . . . , ηk, ξ) and T ⊆ [k] be such that i ∈ T iff ηi ̸= 1. Then

µ′′(η1, . . . , ηk; ξ) =
{
pk−|T |µ(η1, . . . , ηk; ξ), if ξ ̸= 1,
0, if ξ = 1 and ηi ̸= 1 for some i ∈ [k].

Proof. Assume first that ξ ̸= 1. By Lemmas 4.5.19 and 4.5.21 we have

µ′′(η1, . . . , ηk; ξ) =
∑
S⊆[k]

(−1)|[k]−S|µ(η1, . . . , ηk; ξ;S)

=
∑

[k]⊇S⊇T
(−1)|[k]−S|µ(η1, . . . , ηk; ξ;S)

=
k−|T |∑
ℓ=0

(−1)ℓ
(
k − |T |

ℓ

)
(1− p)ℓµ(η1, . . . , ηk; ξ)

= µ(η1, . . . , ηk; ξ)
k−|T |∑
ℓ=0

(
k − |T |

ℓ

)
(p− 1)ℓ

= µ(η1, . . . , ηk; ξ)pk−|T |,

as required.
Now let ξ = 1. If T ̸= ∅, then µ(η1, . . . , η;ξ;S) = 0 for any S ⊆ [k]. Otherwise, we have

µ′(η1, . . . , ηk; ξ) =
∑
T⊆[k]

(−1)k−|T |µ(1, . . . , 1; 1;T )

=
∑
T⊆[k]

(−1)k−|T |µ(1, . . . , 1; 1)

= µ(1, . . . , 1; 1)
k−1∑
ℓ=0

(−1)ℓ
(
k

ℓ

)
= 0.
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Since f ′ consists of all the monomials u of f with x1, . . . , xk+1 ∈ cont(U) and f ′′ consists
of those with x1, . . . , xk ∈ cont(u), it is easy to see that

f ′(x1, . . . , xk, xk=1) = f ′′(x1, . . . , xk, xk+1)− f ′′(x1, . . . , xk, 0). (4.20)

Let N ′′′
k denote the matrix obtained from N ′′

k by subtracting the row labeled (x1, . . . , xk, 0)
from every row labeled by (x1, . . . , xk, xk+1), xk+1 ∈ Z∗

p. By (4.20) the rows of N ′′′
k labeled

(x1, . . . , xk, xk+1), xk+1 ∈ Z∗
p contain the values of f ′(x1, . . . , xk, xk+1). Let N ′

k be the sub-
matrix of N ′′′

k containing only such rows. We need to prove that the columns of N ′
k labeled

with f ∈ Fk are linearly independent. We do it by first proving that the rank of N ′
k equals

(p−1)k+1 and then demonstrating that the column labeled f (p−1) = ⊕k
i=1 αixi⊕xk+1⊕(p−1)

is a linear combination of columns labeled f (b) = ⊕k
i=1 αixi⊕xk+1⊕b for b ∈ {0, . . . , p−2}.

Lemma 4.5.23. Let f = ⊕k
i=1 αixi ⊕ xk+1 ⊕ b.

(a)

Σ′f =
p−1∑

xk+1=0
f ′′(x1, . . . , xk, xk+1) = 0.

(b) Let f (a) denote the function f (a) = ⊕k
i=1 αixi ⊕ xk+1 ⊕ a (and so f = f (b)). Then

Σf =
∑
b∈Zp

f ′′(b)(x1, . . . , xk+1) = 0.

Proof. (a) We have

Σ′f =
p−1∑

xk+1=0
f ′′(x1, . . . , xk, xk+1)

=
p−1∑

xk+1=0

∑
S⊆[k]

(−1)k−|S|fS(x1, . . . , xk+1)

=
∑
S⊆[k]

(−1)k−|S|
p−1∑

xk+1=0
fS(x1, . . . , xk+1).

Let S ⊆ [k], x1, . . . , xk ∈ Z∗
p, and let us denote A = fS(x1, . . . , xk, 0) = ⊕k

i∈S αixi⊕ b. Then

p−1∑
xk+1=0

fS(x1, . . . , xk+1) =
p−1∑
a=0

(A⊕ a)

= p(p+ 1)
2 .
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Now,
Σ′f = p(p+ 1)

2
∑
S⊆[k]

(−1)k−|S| = 0.

(b) We have

Σf =
∑
b∈Zp

f ′′(b)(x1, . . . , xk+1)

=
∑
b∈Zp

∑
S⊆[k]

(−1)k−|S|f
(b)
S (x1, . . . , xk+1)

=
∑
S⊆[k]

(−1)k−|S| ∑
b∈Zp

f
(b)
S (x1, . . . , xk+1).

Let S ⊆ [k], x1, . . . , xk+1 ∈ Z∗
p, and let us denote A = ⊕

i∈S αixi ⊕ xk+1. Then

∑
b∈Zp

f
(b)
S (x1, . . . , xk+1) =

∑
b∈Zp

(A⊕ b) =
∑
b∈Zp

b = p(p+ 1)
2 .

Now,
Σf = p(p+ 1)

2
∑
S⊆[k]

(−1)k−|S| = 0.

We are now in a position to complete the proof of Proposition 4.5.11. Let a⃗(x1, . . . , xk, xk+1)
denote the row of N ′′

k labeled with (x1, . . . , xk, xk+1). Then by Lemma 4.5.23(a)

a⃗(x1, . . . , xk, 0) = −
∑
b∈Z∗

p

a⃗(x1, . . . , xk, b),

and the row of N ′′′
k labeled with (x1, . . . , xk, xk+1) is

b⃗(x1, . . . , xk, xk+1) = a⃗(x1, . . . , xk, xk+1) +
∑
b∈Z∗

p

a⃗(x1, . . . , xk, b).

As is easily seen the row a⃗(x1, . . . , xk, 0) is still a linear combination of b⃗(x1, . . . , xk, xk+1),
xk+1 ∈ Z∗

p, implying that the rows of N ′′′
k labeled (x1, . . . , xk+1) ∈ (Z∗

p)p+1 are linearly
independent and N ′

k has rank (p − 1)k+1. Finally, by Lemma 4.5.23(a) the columns of N ′
k

labeled with f ∈ Fk are also linear independent.

Linear equations mod 3

In this section we consider the case where p = 3 and provide linearly independent p-
expressions that span the space of functions from Zn3 to C. The p-expressions we consider
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here are different from the ones considered in Theorem 4.5.4 and we prove they are linearly
independent using somewhat a simpler approach.

In this subsection set p = 3 and ⊕, ⊙ denote addition and multiplication modulo 3,
respectively. Let x1, . . . , xn be variables that take values from the ternary domain {0, 1, 2}.
Here we prove that all the linear expressions of the form

(a1 ⊙ x1)⊕ (a2 ⊙ x2)⊕ · · · ⊕ (an ⊙ xn)

with ai ∈ {0, 1, 2} are linearly independent, except the zero expression. For instance, in the
case where n = 1, the following matrix has rank 2 meaning that x1 and 2⊙ x1 are linearly
independent.

A =

0 x1 2⊙x1
0 0 0 x1=0

0 1 2 x1=1

0 2 1 x1=2

Now define sequence of matrices as follows. Set C1 = A and recursively define Cn to be
the following 3n × 3n matrix

Cn =


Cn−1 Cn−1 Cn−1

Cn−1 Cn−1 ⊕ 1 Cn−1 ⊕ 2
Cn−1 Cn−1 ⊕ 2 Cn−1 ⊕ 1


Observation 4.5.24. For any real numbers a, b ̸= 0 and any integer n we have rank(aCn+
b) = rank(Cn) + 1.

Proof. Note that the first row and the first column of Cn contain only zeros. That is

Cn =


0 0 · · · 0
0
... B

0


where B is a 3n − 1× 3n − 1 matrix and has the same rank as Cn. Now, rank(aCn +B) =
rank(Cn + b

a ).

Cn + b
a =


b
a

b
a · · · b

a
b
a
... B + b

a
b
a

→


b
a

b
a · · · b

a

0
... B + 0
0

→


b
a 0 · · · 0
0
... B

0


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Hence, rank(aCn + b) = rank(Cn + b
a ) = rank(Cn) + 1.

Lemma 4.5.25. For any integer n, Cn has rank 3n − 1 i.e., all the linear expressions of
the form (a1 ⊙ x1)⊕ (a2 ⊙ x2)⊕ · · · ⊕ (an ⊙ xn) with ai ∈ {0, 1, 2} are linearly independent,
except the zero expression.

Proof. The proof is by induction. Clearly, for n = 1, the matrix C1 = A has rank 2. Suppose
Ci has rank 3i − 1 for all 1 ≤ i ≤ n. For a matrix M with 0, 1, 2 entries, let

p1(M) = 3
2M ◦M + 5

2M + 1

p2(M) = −3
2M ◦M −

7
2 + 2

where ◦ denotes the Hadamard product or the element-wise product of two matrices. Ob-
serve that M ⊕ 1 = p1(M) and M ⊕ 2 = p2(M). Hence, we can write Cn+1 as follow

Cn+1 =


Cn Cn Cn

Cn p1(Cn) p2(Cn)
Cn p2(Cn) p1(Cn)


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Next, we perform a series of row and column operations to transform Cn into a block-
diagonal matrix.

Cn+1 =


Cn Cn Cn

Cn p1(Cn) p2(Cn)
Cn p2(Cn) p1(Cn)

→

Cn Cn Cn

0 p1(Cn)− Cn p2(Cn)− Cn
0 p2(Cn)− Cn p1(Cn)− Cn



→


Cn 0 0
0 p1(Cn)− Cn p2(Cn)− Cn
0 p2(Cn)− Cn p1(Cn)− Cn



→


Cn 0 0
0 p1(Cn)− Cn p2(Cn)− Cn
0 p1(Cn) + p2(Cn)− 2Cn p1(Cn) + p2(Cn)− 2Cn



→


Cn 0 0
0 p1(Cn)− Cn p2(Cn)− Cn
0 −3Cn + 3 −3Cn + 3



→


Cn 0 0
0 p1(Cn)− Cn p1(Cn) + p2(Cn)− 2Cn
0 −3Cn + 3 −6Cn + 6



→


Cn 0 0
0 p1(Cn)− Cn −3Cn + 3
0 −3Cn + 3 −6Cn + 6

→

Cn 0 0
0 p1(Cn)− Cn − 1

2(−3Cn + 3) −3Cn + 3
0 0 −6Cn + 6



→


Cn 0 0
0 p1(Cn)− Cn − 1

2(−3Cn + 3) 0
0 0 −6Cn + 6



→


Cn 0 0
0 −3

2Cn ◦ Cn + 3Cn − 1
2 0

0 0 6Cn − 6



→


Cn 0 0
0 −3Cn ◦ Cn + 6Cn − 1 0
0 0 Cn − 1


Hence, rank of Cn+1 is rank(Cn) + rank(Cn − 1) + rank(−3Cn ◦ Cn + 6Cn − 1). Moreover,
Observation 4.5.24 yields

rank(Cn+1) = rank(Cn) + rank(Cn − 1) + rank(−3Cn ◦ Cn + 6Cn − 1)

= 3n − 1 + 3n + rank(−3Cn ◦ Cn + 6Cn − 1)
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In what follows we prove that rank(−3Cn ◦Cn + 6Cn − 1) = 3n. Let us define the following
two matrices associated to a matrix M with {0, 1, 2} entries.

M †[i, j] =


0 if M [i, j] = 0

1 if M [i, j] = 1

0 if M [i, j] = 2

and M ††[i, j] =


0 if M [i, j] = 0

0 if M [i, j] = 1

2 if M [i, j] = 2

Note that Cn = C†
n + C††

n . For instance in the case C1 = A the two matrices A† and A††

are A† =


0 0 0
0 1 0
0 0 1

 and A†† =


0 0 0
0 0 2
0 2 0

. Here, we simplify the expression −3Cn ◦Cn +

6Cn − 1 and write it in terms of C†
n and C††

n .

−3Cn ◦ Cn + 6Cn − 1 = −3(C†
n + C††

n ) ◦ (C†
n + C††

n ) + 6(C†
n + C††

n )− 1

= −3(C†
n ◦ C†

n + C††
n ◦ C††

n ) + 6C†
n + 6C††

n − 1

= −3(C†
n + 2C††

n ) + 6C†
n + 6C††

n − 1

= −3C†
n − 6C††

n + 6C†
n + 6C††

n − 1

= 3C†
n − 1

Claim 4.5.26. For every positive integer n, the matrix 3C†
n−1 has full rank. This implies

that −3Cn ◦ Cn + 6Cn − 1 has full rank.

Proof. For the base case n = 1, the matrix 3A† − 1 =


−1 −1 −1
−1 2 −1
−1 −1 2

 has full rank i.e.,

rank(3A† − 1) = 3. For our induction hypothesis suppose the claim is correct for every n.
Next we show 3C†

n+1 − 1 has rank 3n+1.
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3C†
n+1 = 3


C†
n C†

n C†
n

C†
n (Cn ⊕ 1)† (Cn ⊕ 2)†

C†
n (Cn ⊕ 2)† (Cn ⊕ 1)†

− 1

=


3C†

n − 1 3C†
n − 1 3C†

n − 1
3C†

n − 1 3(Cn ⊕ 1)† − 1 3(Cn ⊕ 2)† − 1
3C†

n − 1 3(Cn ⊕ 2)† − 1 3(Cn ⊕ 1)† − 1



→


3C†

n − 1 3C†
n − 1 3C†

n − 1
0 3(Cn ⊕ 1)† − 3C†

n 3(Cn ⊕ 2)† − 3C†
n

0 3(Cn ⊕ 2)† − 3C†
n 3(Cn ⊕ 1)† − 3C†

n



→


3C†

n − 1 0 0
0 3(Cn ⊕ 1)† − 3C†

n 3(Cn ⊕ 2)† − 3C†
n

0 3(Cn ⊕ 2)† − 3C†
n 3(Cn ⊕ 1)† − 3C†

n



→


3C†

n − 1 0 0
0 (Cn ⊕ 1)† − C†

n (Cn ⊕ 2)† − C†
n

0 (Cn ⊕ 2)† − C†
n (Cn ⊕ 1)† − C†

n


For a matrix M with 0, 1, 2 entries, define p′

1(M) = 1
2M ◦ M −

3
2M + 1 and p′

2(M) =
1
2M ◦M −

1
2M where ◦ denotes the Hadamard product or the element-wise product of two

matrices. Observe that (M ⊕ 1)† = p′
1(M) and (M ⊕ 2)† = p′

2(M).

p′
1(M) = 1

2(M † +M ††) ◦ (M † +M ††) + 3
2(M † +M ††) + 1 = −M † − 1

2M
†† + 1

p′
2(M) = 1

2(M † +M ††) ◦ (M † +M ††)− 1
2(M † +M ††) = 1

2M
††
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We continue by performing row and column operation to to transform 3Cn+1 − 1 into a
block-diagonal matrix.

3C†
n − 1 0 0
0 (Cn ⊕ 1)† − C†

n (Cn ⊕ 2)† − C†
n

0 (Cn ⊕ 2)† − C†
n (Cn ⊕ 1)† − C†

n



=


3C†

n − 1 0 0
0 −2C†

n − 1
2C

††
n + 1 −C†

n + 1
2C

††
n

0 −C†
n + 1

2C
††
n −2C†

n − 1
2C

††
n + 1



→


3C†

n − 1 0 0
0 −2C†

n − 1
2C

††
n + 1 −C†

n + 1
2C

††
n

0 −3C†
n + 1 −3C†

n + 1



→


3C†

n − 1 0 0
0 −C†

n − C††
n + 1 −C†

n + 1
2C

††
n

0 0 −3C†
n + 1

→


3C†
n − 1 0 0
0 −C†

n − C††
n + 1 −3

2C
†
n + 1

2
0 0 −3C†

n + 1



→


3C†

n − 1 0 0
0 −C†

n − C††
n + 1 0

0 0 −3C†
n + 1

→


3C†
n − 1 0 0
0 C†

n + C††
n − 1 0

0 0 3C†
n − 1



=


3C†

n − 1 0 0
0 Cn − 1 0
0 0 3C†

n − 1


By the induction hypothesis, rank(3C†

n−1) = 3n. Moreover, by the induction hypothesis and
Observation 4.5.24 rank(Cn − 1) = 3n. As a result, rank(3C†

n+1 − 1) = 3n + 3n + 3n = 3n+1

and −3Cn ◦ Cn + 6Cn − 1 has full rank.

Recall that rank(Cn+1) = rank(Cn) + rank(Cn−1) + rank(−3Cn ◦Cn + 6Cn−1). By the
induction hypothesis and Observation 4.5.24, we have rank(Cn − 1) = rank(Cn) + 1 = 3n.
Moreover, Claim 4.5.26 yields rank(−3Cn ◦ Cn + 6Cn − 1) = 3n. Hence,

rank(Cn+1) = 3n − 1 + 3n + 1 + 3n + 1 = 3n+1 − 1.

108



Chapter 5

Finding membership proofs and
applications

In this section, we study a variation of the IMP and show similar reductions for pp-
definability notion as well as pp-interpretability notion. These reductions provide a very
strong tool for solving the search version of the IMP. More generally, using the algebraic
approach we present a general framework for computing d-truncated Gröbner Bases for
combinatorial ideals. Moreover, in the later sections we discuss applications of this vari-
ation of the IMP in studying bit complexity of SOS proofs, and how it can be used to
construct theta bodies of combinatorial problems.

5.1 The IMP with indeterminate coefficients

In the new variant of the IMP we are given a polynomial with unknown coefficients and the
goal is to decide if there is an assignment for coefficients such that the resulting polynomial
belongs to an ideal. Formally speaking,

Definition 5.1.1 (χIMP). Given an ideal I ⊆ F[x1, . . . , xn] and a vector of ℓ polynomials
M = (g1, . . . , gℓ), the χIMP asks if there exist coefficients c = (c1, . . . , cℓ) ∈ Fℓ such that
cM = ∑ℓ

i=1 cigi belongs to the ideal I.

In a similar fashion, χIMP associated with a constraint language Γ over a set D is the
problem χIMP(Γ) in which the input is a pair (M,P) where P = (X,D,C) is a CSP(Γ)
instance and M is a vector of ℓ polynomials. The goal is to decide whether there are
coefficients c = (c1, . . . , cℓ) ∈ Fℓ such that cM lies in the combinatorial ideal I(P). We use
χIMPd(Γ) to denote χIMP(Γ) when the vector M contains polynomials of degree at most
d. By the search χIMP we understand the following problem.

Search version of χIMP. Let (M,P) be an instance of χIMP(Γ) where there
are coefficients c = (c1, . . . , cℓ) ∈ Fℓ so that cM ∈ I(P), the problem is to find
a c = (c1, . . . , cℓ) ∈ Fℓ such that cM ∈ I(P).
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Next, we show that the main reductions from Section 3.1 work for the χIMP as well.

Theorem 5.1.2. If Γ pp-defines ∆, then χIMP(∆) is polynomial time reducible to χIMP(Γ).

Proof. The proof of Theorem 5.1.2 closely follows that of Theorem 3.1.11. Let (M,P∆),
P∆ = (X,D,C∆), be an instance of χIMP(∆) where X = {xm+1, . . . , xm+k}, M is a
vector of ℓ polynomials in xm+1, . . . , xm+k, k = |X|, and m will be defined later, and
I(P∆) ⊆ F[xm+1, . . . , xm+k]. From this we construct an instance (M ′,PΓ) of χIMP(Γ)
where M ′ is a vector of ℓ′ polynomials in x1, . . . , xm+k and I(PΓ) ⊆ F[x1, . . . , xm+k] such
that

∃c ∈ Fℓ with cM ∈ I(P∆) ⇐⇒ ∃c′ ∈ Fℓ
′ with c′M ′ ∈ I(PΓ).

Using pp-definitions of relations from ∆ we convert the instance P∆ into an instance PΓ =
({x1, . . . , xm+k}, D,CΓ) of CSP(Γ) such that every solution of P∆,PΓ satisfy the Extension
Condition 3.1.2. Such an instance PΓ can be constructed in polynomial time as follows.

By the assumption each S ∈ ∆, say, tS-ary, is pp-definable in Γ by a pp-formula involving
relations from Γ and the equality relation, =D. Thus,

S(yqS+1, . . . , yqs+tS ) = ∃y1, . . . , yqS (R1(w1
1, . . . , w

1
l1) ∧ · · · ∧Rr(wr1, . . . , wrlr )),

where w1
1, . . . , w

1
l1
, . . . , wk1 , . . . , w

k
lk
∈ {y1, . . . , ymS+tS} and R1, . . . , Rr ⊆ Γ ∪ {=D}.

Now, for every constraint B = ⟨s, S⟩ ∈ C∆, where s = (xi1 , . . . , xit) create a fresh copy
of {y1, . . . , yqS} denoted by YB, and add the following constraints to CΓ

⟨(w1
1, . . . , w

1
l1), R1⟩, . . . , ⟨(wr1, . . . , wrlr ), Rr⟩.

We then set m = ∑
B∈C |YB| and assume that ∪B∈CYB = {x1, . . . , xm}. Note that the

problem instance obtained by this procedure belongs to CSP(Γ ∪ {=D}). All constraints
of the form ⟨(xi, xj),=D⟩ can be eliminated by replacing all occurrences of the variable xi
with xj . Moreover, it can be checked (see also Theorem 2.16 in [39]) that P∆,PΓ satisfy the
Extension Condition 3.1.2.

Let I(PΓ) ⊆ F[x1, . . . , xm+k] be the ideal corresponding to PΓ and set M ′ = M . Now,
(M ′,PΓ) is an instance of χIMP(Γ). We prove that, for every c ∈ Fℓ, cM ∈ I(P∆) if and
only if cM ∈ I(PΓ).

Consider an arbitrary c ∈ Fℓ and set f0 = cM . Suppose f0 ̸∈ I(P∆), this means there
exists φ ∈ V(I(P∆)) such that f0(φ) ̸= 0. By Theorem 3.1.9, φ can be extended to a point
φ′ ∈ V(I(PΓ)). This in turn implies that f0 ̸∈ I(PΓ). Conversely, suppose f0 ̸∈ I(PΓ).
Hence, there exists φ′ ∈ V(I(PΓ)) such that f0(φ′) ̸= 0. Projection of φ′ to its last k
coordinates gives a point φ ∈ V(IX). By Lemma 3.1.10, φ ∈ V(I(P∆)) which implies
f0 ̸∈ I(P∆).

The reduction for pp-interpretable languages remain valid in the case of χIMP as well.
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Theorem 5.1.3. Let Γ,∆ be constraint languages on sets D,E, respectively, and let Γ
pp-interprets ∆. Then χIMPd(∆) is polynomial time reducible to χIMPdℓ|E|(Γ).

Proof. Let (M,P∆) be an instance of χIMP(∆) where M is a vector of r polynomials in
x1, . . . , xn, P∆ = ({x1, . . . , xn}, E, C∆), an instance of CSP(∆), and I(P∆) ⊆ F[x1, . . . , xn].

The properties of the mapping π from Definition 3.1.13 allow us to rewrite an instance
of CSP(∆) to an instance of CSP(Γ′) over the constraint language Γ′. Recall that, by
Definition 3.1.13, Γ′ contains all the ℓk-ary relations π−1(S) on D where S ∈ ∆ is k-ary
relation, as well as the 2ℓ-ary relation π−1(=E).

Note that Γ′ is pp-definable from Γ. By Theorem 5.1.2, χIMP(Γ′) is reducible to
χIMP(Γ). It remains to show χIMP(∆) is reducible to χIMP(Γ′). To do so, from instance
(M,P∆) of χIMP(∆) we construct an instance (M ′,PΓ′) of χIMP(Γ′) such that

∃c ∈ Fr with cM ∈ I(P∆) ⇐⇒ ∃c′ ∈ Fr
′ with c′M ′ ∈ I(P ′

Γ).

Let p be a polynomial of total degree at most ℓ|E| that interpolates mapping π. For each
monomial xα = ∏

xαi
i in M replace each indeterminate xi with p(x1i, . . . , xℓi). This yields

the following polynomial

n∏
i=1

[p(x1i, . . . , xℓi)]αi (5.1)

Note that for a monomial of total degree at most d, the maximal degree of monomials appear-
ing in the polynomial (5.1) is at most dℓ|E|. Let M ′ be the vector of monomials consisting
monomials in (5.1) for all monomials in M . Observe that M ′ contains at most O(ndℓ|E|)
monomials and each monomial inM ′ consists of indeterminates x11, . . . , xℓ1, . . . , x1n, . . . , xℓn.
Now, (M ′,PΓ′) is an instance of χIMP(Γ′).

Consider an arbitrary c ∈ Fr and set f0 = cM ∈ F[x1, . . . , xn]. Let

f ′
0 ∈ F[x11, . . . , xℓ1, . . . , x1n, . . . , xℓn]

be the polynomial that is obtained from f0 by replacing each indeterminate xi with p(x1i, . . . , xℓi).
Note that there exists c′ such that f ′

0 = c′M ′. Clearly, for any assignment φ : {x1, . . . , xn} →
E, f0(φ) = 0 if and only if f ′

0(ψ) = 0 for every ψ : {x11, . . . , xℓn} → D such that

φ(xi) = π(ψ(x1i), . . . , ψ(xℓi))

for every i ≤ n. Moreover, for any such φ,ψ it holds φ ∈ V(I(P∆)) if and only if ψ ∈
V(I(PΓ′)). This yields that

(∃φ ∈ V(I(P∆)) ∧ f0(φ) ̸= 0) ⇐⇒ (∃ψ ∈ V((PΓ′)) ∧ f ′
0(ψ) ̸= 0)
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This completes the proof of the theorem.

Recall that one drawback of the reductions for the IMP, Theorems 3.1.11 and 3.1.15, is
the issue of recovering a proof which is a subtle point in the search version of the IMP. A
nice property of the reductions in Theorems 5.1.2 and 5.1.3 is that they provide reductions
for the search version of the χIMP as well. To elaborate, consider the reduction for pp-
interpretablility in the proof of Theorem 5.1.3. The entries of vector c′ are linear combination
of c1, . . . , cℓ. Hence, if there exists a polynomial time algorithm that finds c′ such that
c′M ′ ∈ I(PΓ′) then a vector c with cM ∈ I(P∆) can be computed by simply solving a
system of linear equations with c1, . . . , cℓ as unknowns. This is formalized as follows.

Theorem 5.1.4. Let Γ and ∆ be constraint languages on (possibly similar) sets D, E,
respectively. Suppose there exists a polynomial time algorithm that solves the search version
of χIMP(Γ). Then, there exists a polynomial time algorithm that solves the search version
of χIMP(∆) if

1. D = E and Γ pp-defines ∆, or

2. Γ pp-interprets ∆.

Proof. It follows from a similar argument in the proofs of Theorems 5.1.2, 5.1.3, and noting
that c′ is a linear combination of c1, . . . , cℓ.

5.1.1 Sufficient conditions for tractability of χIMP

We first show that having a Gröbner Basis yields a polynomial time algorithm for solving
the search version of χIMP. Next, we use the reductions from Theorem 5.1.4 to establish
the tractability of χIMPd(Γ) for languages closed under various polymorphisms.

Theorem 5.1.5. Let I be an ideal, and let {g1, . . . , gs} be a given (d-truncated) Gröbner
Basis for I with respect to a grlex. Then the (search version of) χIMPd is polynomial time
solvable.

Proof. Recall that a polynomial p belongs to I if and only if the remainder on division
of p by g1, . . . , gs is zero. Let M = (m1, . . . ,mℓ) be a vector of ℓ polynomials and c =
(c1, . . . , cℓ) ∈ Fℓ be a vector of unknown coefficients. Set f = cM = ∑

cimi. We do the
division algorithm to obtain the reminder of dividing f by g1, . . . , gs. Repeatedly, choose a
gi ∈ {g1, . . . , gs} such that LT(gi) divides some term t of f and replace f with f − t

LT(gi)gi,
until it cannot be further applied. Hence,

f = q1g1 + · · ·+ qrgs + r

where r is a linear combination, with unknown coefficients in F, of monomials, none of
which is divisible by any of LT(g1), . . . ,LT(gs). The key observation is that the coefficients

112



of monomials in r are linear combination of c1, . . . , cℓ. Now, we want r to be the zero
polynomial. Hence, we set every unknown coefficient of monomials in r to be zero. This in
turn yields a system of linear equations in c1, . . . , cℓ. Such a system of linear equations has
a solution if and only if there exists c = (c1, . . . , cℓ) such that f = cM ∈ I.

The above theorem and the results by Mastrolilli [161, 25] give the following corollary.

Corollary 5.1.6. Let Γ be a finite constraint language over domain {0, 1}. Then the (search
version of) χIMPd(Γ) can be solved in polynomial time if

1. Γ has a semilattice polymorphism, or

2. Γ has a majority polymorphism, or

3. Γ has a minority polymorphism.

Now we use our reductions to prove the same tractability results for languages over
arbitrary finite domain. Note that the only majority polymorphism over {0, 1} is the dual-
discriminator.

Theorem 5.1.7. Let Γ be a finite constraint language over domain D. Then the (search
version of) χIMPd(Γ) can be solved in polynomial time if

1. Γ has a semilattice polymorphism, or

2. Γ has the dual-discriminator polymorphism, or

3. Γ is expressed as a system of linear equations over GF(p), p prime.

Proof. In the first case where Γ has a semilattice polymorphism we reduce the problem to
the Boolean case similar to Theorem 4.2.3. That is, there exists a finite constraint language
∆ over {0, 1} with a semilattice polymorphism so that ∆ pp-interprets Γ. Now by Theo-
rem 5.1.3 χIMPd(Γ) is polynomial time reducible to χIMPud(∆) for a constant u. Then
using Theorem 5.1.4 and Corollary 5.1.6 we can solve χIMPd(Γ).

In the second case, let P = (X,D,C) be an instance of CSP(Γ) where ∇ ∈ Pol(Γ), and
(M,P) be an instance of χIMPd(Γ) where M has length ℓ. Recall the preprocessing step
in Lemma 4.1.4 that yields an instance P ′ = (X ′, D,C ′) where C ′ contains no permutation
constraints. In a similar fashion as Lemma 4.1.4 we can transform the vector of polynomials
M and obtain a vector of polynomials M ′ which consists of polynomials of degree at most
O(d), and in addition we have

∃c ∈ Fℓ with cM ∈ I(P) ⇐⇒ ∃c′ ∈ Fℓ with c′M ′ ∈ I(P ′).

Note that in the above each entry of c′ is a linear combination of c1, . . . , cℓ, entries of c.
Now by Theorem 4.1.6, we can compute an O(d)-truncated Gröbner Basis with respect to
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grlex for I(P ′). Hence, by Theorem 5.1.9, the instance (M ′,P ′) is polynomial time solvable.
This in turn, gives a system of linear equations over c1, . . . , cℓ. Solving this system of linear
equations yields a solution for (M,P), if one exists.

For the third case we use a reduction similar to Theorems 4.3.3 to transform the in-
stances into instances over roots of unities, where we can compute truncated Gröbner Bases.
The key observation here is that under these reductions, similar to the reduction for pp-
interpretability in Theorem 5.1.4 or the transformation in the second case, we end up with
system of linear equations over unknown variables c1, . . . , cℓ.

We prove a similar result for constraint languages invariant under the affine operation
of an Abelian group. Indeed, in Section 5.2, we provide a unifying framework based on
substitution techniques that covers all the cases here.

5.1.2 A framework for constructing d truncated Gröbner Bases

We observe that constructing a d-truncated Gröbner Basis for an ideal I is reducible to solv-
ing χIMPd for the ideal I. With this reduction at hand, we design algorithms to construct
d-truncated Gröbner Basis for many combinatorial ideals, namely, combinatorial ideals aris-
ing from languages invariant under a semilattice, or the dual-discriminator, or languages
expressible as linear equations over GF(p). Some basic notation are in order.

Let I ∈ F[X] be an ideal. We say two polynomials f, g are congruent modulo I and
write f ≡ g mod I if f − g ∈ I. It is easy to see that congruence modulo I is an equivalence
relation on F[X]. The quotient of F[X] modulo I, written F[X]/I is a ring with the base set
consisting of the cosets [f ] = f + I = {f + q | q ∈ I}. F[X]/I is a commutative ring under
addition [f ] + [g] = [f + g] and multiplication [f ] · [g] = [fg] (product in F[X]). We consider
F[X]/I as a F-vector space with addition defined as above and scalar multiplication given
by c · [f ] = [c · f ], c ∈ F. We also consider the subset F[X]d/I of all polynomials of total
degree at most d. As is easily seen it is also an F-vector space. Note that F[X]/I is infinitely
dimensional in general. However, if I is zero-dimensional and radical then the quotient ring
F[X]/I is a finite dimensional vector space. Moreover, for any bound d on the total degree of
polynomials F[X]d/I is finitely dimensional. We also have a natural basis for those spaces.

Proposition 5.1.8 (Proposition 1 on page 248 of [59]). Fix a monomial ordering on F[X]
and let I ⊆ F[X] be an ideal. Let ⟨LT(I)⟩ denote the ideal generated by the leading terms of
elements of I.

1. Every f ∈ F[X] is congruent modulo I to a unique polynomial r which is a F-linear
combination of the monomials in the complement of ⟨LT(I)⟩,

2. The elements of {xα | xα ̸∈ ⟨LT(I)⟩} are linearly independent modulo I, i.e., if we
have ∑

α

cαxα ≡ 0 mod I,
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Algorithm 2 d-Truncated Gröbner Bases
Require: I, degree d.

1: Let Q be the list of all monomials of degree at most d arranged in increasing grlex order.
2: G = ∅, B(G) = {1} (we assume 1 ̸∈ I).
3: Let bi (arranged in increasing grlex order) be the elements of B(G).
4: for q ∈ Q do
5: if q is divisible by some LM in G then
6: Discard it and go to Step 4,
7: Let M be the vector of length ℓ whose entries are monomials in B(G),
8: if there exists c ∈ Fℓ such that q − cM ∈ I then
9: G = G ∪ {q − cM}

10: else
11: B(G) = B(G) ∪ {q}
12: return G

where the xα are all in the complement of ⟨LT(I)⟩, then cα = 0 for all α.

Proposition 5.1.8 suggests a simple algorithm to construct a d-truncated Gröbner Basis.
Let I ⊆ F[X] be an ideal. At the beginning of the algorithm, there will be two sets: G, which
is initially empty but will become the d-truncated Gröbner Basis with respect to the grlex
order, and B(G), which initially contains 1 and will grow to be the grlex monomial basis
of the quotient ring F[x1, . . . , xn]/I as a F-vector space i.e., B(G) = {xα | |α| ≤ d,xα ̸∈
⟨LT(I)⟩}. In fact, B(G) contains the reduced monomials (of degree at most d) with respect
to G. Every f ∈ F[x1, . . . , xn] is congruent modulo I to a unique polynomial r which is a F-
linear combination of the monomials in the complement of ⟨LT(I)⟩. Furthermore, F[X]d/I is
isomorphic as a F-vector space to Span(xα | xα ̸∈ ⟨LT(I)⟩) via mapping Φ([f ]) = f |G. Here,
Span(xα | xα ̸∈ ⟨LT(I)⟩) means the set of all F-linear combinations of {xα | xα ̸∈ ⟨LT(I)⟩)}.
Hence, for every f ∈ F[x1, . . . , xn], we have

f |G ∈ Span(xα | xα ̸∈ ⟨LT(I)⟩).

This suggests the following algorithm, inspired by the famous FGLM algorithm [75] and
the conversion algorithm in [25]. In Algorithm 2, Q is the list of all monomials of degree at
most d arranged in increasing order with respect to grlex ordering. The algorithm iterates
over monomials in Q in increasing grlex order and at each iteration decides exactly one of
the following actions given the current sets G and B(G).

1. q should be discarded (if q is divisible by some LM in G), or

2. a polynomial with q as its leading monomial should be added to G, or

3. q should be added to B(G).
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Theorem 5.1.9. Let H be a class of ideals for which the search version of χIMPd is
polynomial time solvable. Then there exists a polynomial time algorithm (see Algorithm 2)
that constructs a degree d Gröbner Basis of an ideal I ∈ H with respect to a grlex order,
I ⊆ F[x1, . . . , xn], in time O(nd).

Proof. Algorithm 2 is clearly a polynomial time algorithm assuming χIMPd for ideal I is
polynomial time solvable. We prove G returned by the algorithm is d-truncated Gröbner
Basis, and set of monomials B(G) is so that

B(G) = {xα | |α| ≤ d,xα ̸∈ ⟨LT(I)⟩}.

We prove this by induction. The induction base is correct as B(G) = {1} and G = ∅.
Suppose sets G and B(G) are computed correctly up to the i-th iteration and let q be the
current monomial.

First, if q is a multiple of some LM in G then q ∈ ⟨LT(G)⟩. Furthemore, no polynomial
with q as its leading monomial is in a reduced Gröbner Basis of I (recall the definition of a
reduced Gröbner Basis). Therefore, in this case, Algorithm 2 correctly discards monomial
q.

Second, suppose q is not divisible by any LM in G then by the division algorithm the
normal form of q by G, q|G, is q itself. Now the algorithm decides if a polynomial with q

as its leading monomial can be in G. Let g = q + f be a polynomial such that LM(g) = q.
Therefore, by Proposition 5.1.8 and the inductive hypothesis, if g ∈ I then with the current
G and B(G) we must have

0 = g|G = q|G + f |G = q +
∑

kibi

where all
bi ∈M = {xα | deg(xα) < deg(q),xα ̸∈ ⟨LT(I)⟩}

and ki ∈ R. This yields g ∈ I if there exists c ∈ Rℓ such that q − cM ∈ I(P) then
{q − cM} ∈ I. Furthermore, if such c ∈ Rℓ does not exists then it implies there is no
polynomial in I with q as its leading monomial. Hence, q must be added to B(G).

We point out that in Theorem 5.1.9, if only the decision version of χIMP is polynomial
time solvable then a slight modification of Algorithm 2 returns basis monomials {xα | |α| ≤
d,xα ̸∈ ⟨LT(I)⟩}.

Theorem 5.1.10. Let Γ be a finite constraint language over domain D. For an instance P
of CSP(Γ) a d-truncated Gröbner Basisof I(P) with respect to a grlex order can be computed
in time O(nd) if

1. Γ has a semilattice polymorphism, or
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2. Γ has the dual-discriminator polymorphism, or

3. Γ is expressed as a system of linear equations over GF(p), p prime.

Proof. Follows from Theorems 5.1.7 and 5.1.9.

We prove a similar result for constraint languages invariant under the affine operation of
an Abelian group. Indeed, in the following section we formalize the main idea of the above
theorem in terms of a unifying framework based on substitution techniques that covers all
the cases here. We believe our substitution techniques will find further applications in the
study of IMP.

5.2 Finding a proof and the substitution technique

In the previous sections we introduced a framework to bridge the gap between the decision
of IMP and finding a proof of membership. Indeed, the framework gives a polynomial time
algorithm to construct a truncated Gröbner Basis provided that the search version of the
χIMPd is polynomial time solvable. Then it was observed in Theorem 5.1.5 that having a
(truncated) Gröbner Basis yields a polynomial time algorithm for solving the search version
of χIMPd. Given this, to solve the χIMPd one might reduce the problem at hand to a
problem for which a (truncated) Gröbner Basis can be constructed in a relatively simple
way. This approach was successfully applied in various cases in Theorem 5.1.7 in an ad hoc
manner. However, the core idea in all of them is a substitution technique. Here we provide
a unifying construction based on substitution reductions that covers all the useful cases so
far.

5.2.1 Reduction by substitution

We call a class of IMPs or χIMPs CSP-based if its instances are of the form (f,P) or
(M,P), where P is a CSP instance over a fixed set D. Let X ,Y be restricted CSP-based
classes of the χIMP. The classes X ,Y can be defined by various kinds of restrictions, for
example, as χIMP(Γ), χIMP(∆), but not necessarily. Let the domain of X be D and the
domain of Y be E. Let also µ1, . . . , µk be a collection of surjective functions µi : Eℓi → D,
i ∈ [k]. Each mapping µi can be interpolated by a polynomial hi. We call the collection
{h1, . . . , hk} a substitution collection.

We define substitution reductions for the χIMP, for the IMP it is quite similar. The
problem X is said to be substitution reducible to Y if there exists a substitution collection
{h1, . . . , hk} and a polynomial time algorithm A such that for every instance (M,P) of X
the instance constructed as follows belongs to Y.

(1) Let X be the set of variables of (M,P). For every x ∈ X the algorithm A selects a
polynomial hix and a set of variables Yx such that
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(a) |Yx| = ℓix ;
(b) for any x, y ∈ X either Yx = Yy or Yx ∩ Yy = ∅;
(c) if x1, . . . , xr ∈ X are such that Yx1 = · · · = Yxr = {y1, . . . , yℓj} then for any solu-

tion φ of P there are values a1, . . . , aℓj ∈ E such that φ(xi) = hixi
(a1, . . . , aℓj ).

(2) If M = (g1, . . . , gℓ) then M ′ = (g′
1, . . . , g

′
ℓ), where for gi(x1, . . . , xt)

g′
i = gi(hix1

(Yx1), . . . , hixy
(Yxt)).

(3) Let Y = ⋃
x∈X Yx. The instance P ′ is given by (Y,E, C′), where for every constraint

⟨s, R⟩, s = (x1, . . . , xt), P ′ contains the constraint ⟨s′, R′⟩ such that

– s′ = (x1,1, . . . , x1,ℓx1
, x2,1, . . . , xt,ℓxt

), where Yxj = {xj,1, . . . , xj,ℓj};
– R′ is an ℓ-ary relation, ℓ = ℓx1+, . . . ,+ℓxt , such that (a1,1, . . . , a1,ℓx1

, a2,1, . . . , at,ℓxt
) ∈

R′ if and only if (hix1
(a1,1, . . . , a1,ℓx1

), . . . , hixt
(at,1, . . . , at,ℓxt

)) ∈ R.

Lemma 5.2.1. Let X ,Y be restricted CSP-based classes of the χIMPd and χIMPrd, respec-
tively, ℓ ≥ 1. If X is substitution reducible to Y with a substitution collection {h1, . . . , hk},
and r ≥ ℓi for each i ∈ [k], then there is a polynomial time reduction from X to Y.

Proof. Let (M,P) with M = (g1, . . . , gℓ) be an instance of X . Moreover, suppose polyno-
mials in M have total degree at most d. By the above definition, in polynomial time, we
construct an instance (M ′,P ′) with M ′ = (g′

1, . . . , g
′
ℓ) of Y that satisfies the conditions in

the definition. Note that each polynomial hi in the substitution collection has degree at
most ℓi|D|, therefore, each g′

i in M ′ has a bounded degree. We now prove (M,P) is a yes
instance if and only if (M ′,P ′) is a yes instance.

Recall that Y = ⋃
x∈X Yx and set X = {x1, . . . , xn}, Y = {y1, . . . , ym}. Let I(P) ⊆

F[X] and I(P ′) ⊆ F[Y ] be the corresponding ideals to P and P ′, respectively. Consider an
arbitrary c ∈ Fℓ and set f ∈ F[X] to be

f(x1, . . . , xn) =
ℓ∑
i=1

cigi(x1, . . . , xn)

= cM.

Now define the polynomial f ′ ∈ F[Y ] to be

f ′(y1, . . . , ym) =
ℓ∑
i=1

cigi(hix1
(Yx1), . . . , hixn

(Yxn))

=
ℓ∑
i=1

cig
′
i(Y )

= cM ′.
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In what follows, we prove that we can construct a satisfying assignment for P ′ from
a satisfying assignment for P, and vice versa. Consider a satisfying assignment ψ for the
instance P ′. We find a mapping φ : X → D and show it is a satisfying assignment for P.
Define φ as follows. For any x ∈ X with Yx = {yx,1, . . . , yx,ℓix

} let

φ(x) = hix(ψ(yx,1), . . . , ψ(yx,ℓix
)).

Consider a constraint from P, say ⟨s, R⟩ with s = (x1, . . . , xt). By definition, there exists a
constraint ⟨s′, R′⟩ such that

− s′ = (x1,1, . . . , x1,ℓx1
, x2,1, . . . , xt,ℓxt

), where Yxj = {xj,1, . . . , xj,ℓj} ⊆ Y ;

− R′ is an ℓ-ary relation, ℓ = ℓx1+, . . . ,+ℓxt , such that (a1,1, . . . , a1,ℓx1
, a2,1, . . . , at,ℓxt

) ∈
R′ if and only if (hix1

(a1,1, . . . , a1,ℓx1
), . . . , hixt

(at,1, . . . , at,ℓxt
)) ∈ R.

Now since ψ is a satisfying assignment of P ′ then

(ψ(x1,1), . . . , ψ(x1,ℓx1
), ψ(x2,1), . . . , ψ(xt,ℓxt

)) ∈ R′

if and only if(
hix1

(ψ(x1,1), . . . , ψ(x1,ℓx1
)), . . . , hixt

(ψ(xt,1), . . . , ψ(xt,ℓxt
))
)
∈ R.

Hence, since ψ is a satisfying assignment for P ′ then φ is a satisfying assignment for P.
Conversely, consider a satisfying assignment φ for the instance P. We find a mapping

ψ : Y → E and show it is a satisfying assignment for P ′. Define ψ as follows. Let x1, . . . , xr

be all the variables such that y ∈ Yxi , i ∈ [r]. According to the definition, item 1(b), we
must have Yx1 = · · · = Yxr = {y1, y2, . . . , yℓj}. Without loss of generality, suppose y = y1.
Now, according to item 1(b) of the definition, since φ is a solution of P there are values
a1, . . . , aℓj ∈ E such that φ(xi) = hixi

(a1, . . . , aℓj ) for all i ∈ [r]. Hence, in this case we set
ψ(y) = a.

Now we show ψ is a satisfying assignment for P ′. Consider a constraint from P ′, let say
⟨s′, R′⟩. By item (3) in the definition, there exists a constrain ⟨s, R⟩ with s = (x1, . . . , xt) in
P that gives rise to ⟨s′, R′⟩ such that

− s′ = (x1,1, . . . , x1,ℓx1
, x2,1, . . . , xt,ℓxt

), where Yxj = {xj,1, . . . , xj,ℓj} ⊆ Y ;

− R′ is an ℓ-ary relation, ℓ = ℓx1+, . . . ,+ℓxt , such that (a1,1, . . . , a1,ℓx1
, a2,1, . . . , at,ℓxt

) ∈
R′ if and only if (hix1

(a1,1, . . . , a1,ℓx1
), . . . , hixt

(at,1, . . . , at,ℓxt
)) ∈ R.

Now since φ is a satisfying assignment of P then

(φ(x1), . . . , φ(xn)) ∈ R

=⇒
(
hix1

(ψ(x1,1), . . . , ψ(x1,ℓx1
)), . . . , hixt

(ψ(xt,1), . . . , ψ(xt,ℓxt
))
)
∈ R.
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if and only if
(ψ(x1,1), . . . , ψ(x1,ℓx1

), ψ(x2,1), . . . , ψ(xt,ℓxt
)) ∈ R′

Hence, since φ is a satisfying assignment for P then ψ is a satisfying assignment for P ′.
It remains to show f ′(ψ) = 0 if and only if f(φ) = 0. This is the case because

f ′(ψ) =
ℓ∑
i=1

cig
′
i(ψ)

=
ℓ∑
i=1

cigi
(
hix1

(ψ(Yx1)), . . . , hixn
(ψ(Yxn))

)

=
ℓ∑
i=1

cigi(φ(x1), . . . , φ(xn))

= f(φ)

Therefore we have proved

∃c ∈ Fℓ with cM ∈ I(P) ⇐⇒ ∃c′ ∈ Fℓ with c′M ′ ∈ I(P ′).

This finishes the proof.

Theorem 5.1.5 and the above lemma provide a powerful tool for solving the χIMP. That
is, if X is substitution reducible to Y and furthermore Y is such that it admits a polynomial
time algorithm to construct a Gröbner Basis, then instances of X are solvable in polynomial
time too. More formally,

Theorem 5.2.2. Let X ,Y be restricted CSP-based classes of the χIMPd and χIMPrd,
r ≥ 1 respectively, such that X is substitution reducible to Y with a substitution collection
{h1, . . . , hk} and r ≥ ℓi for i ∈ [k]. Suppose there exists a polynomial time algorithm that
for any instance (M ′,P ′) of Y constructs a (truncated) Gröbner Basis, then

1. there is a polynomial time algorithm that solves every instance (M,P) of X ; and

2. there exists a polynomial time algorithm that for any instance (M,P) of X constructs
a d-truncated Gröbner Basis for I(P).

Proof. Suppose M contains ℓ polynomials g1, . . . , gℓ. From instance (M,P) of X we con-
struct an instance (M ′,P ′) of Y as explained above. Now by Lemma 5.2.1 these two instances
are equivalent.

The objective is to find c ∈ Fℓ such that f = cM ∈ I(P), if one exists. After carrying out
the construction the coefficients in all the polynomials g′

1, . . . , g
′
ℓ ∈M ′ are linear combination

of elements of c. Hence, we have polynomial f ′ = c′M ′ where each entry of c′ is a linear
combination of elements of c. By our assumption, we can construct a Gröbner Basis for
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I(P ′) then we can check in polynomial time if such c′ exists. If no such c′ exists then
(M,P) is a no instance, else we can solve a system of linear equations over the elements of
c and find a solution c.

Finally, for the second part of the theorem since (M,P) is polynomial time solvable,
by Theorem 5.1.9, we can construct a d-truncated Gröbner Basis for I(P) in polynomial
time.

5.2.2 Applications of reduction by substitution

In this section we demonstrate that the notion of reduction by substitution introduced in
the previous section is applicable to various cases, in particular the case of CSPs over
constraint languages closed under the affine operation of an finite Abelian group. We start
off with the case of pp-interpretation.

Lemma 5.2.3. Let ∆ and Γ be multi-sorted constraint languages over finite collection of
sets D = {Dt | t ∈ T}, E = {Es | s ∈ S}, respectively. Let X ,Y be classes of CSP-based
χIMP with X defined as χIMPd(∆) and Y defined as χIMP(Γ). Suppose Γ pp-interprets
∆, then X is substitution reducible to Y.

Proof. Let (M,P) be an instance of X . We provide an algorithm that construct an instance
(M ′,P ′) of Y in such a way that it satisfies the conditions for reduction by substitution.

Recall Definition 3.3.4. Define the substitution collection {hs | s ∈ S} to be the set of
polynomials where each hs interpolates the onto mapping πs : Fs → Es. For every constraint
⟨v, R⟩ in P with v = (x1, . . . , xt), P ′ contains the constraint ⟨v′, R′⟩ with

− v′ = (x1,1, . . . , x1,ℓs1
, . . . , xt,1, . . . , xt,ℓst

), and

− R′ is such that

π−1(R)(x1,1, . . . , x1,ℓs1
, x2,1, . . . , x2,ℓs2

, . . . , xt,1, . . . , xt,ℓst
) is true

if and only if

R(hs1(x1,1, . . . , x1,ℓs1
), . . . , hsk

(xk,1, . . . , xk,ℓst
)) is true.

Now for each xi with δ∆(xi) = s we have Yxi = {xi,1, . . . , xi,ℓs}. Note that for every distinct
xi and xj we have Yxi ∩ Yxj = ∅. This satisfies conditions 1(b),(c). Moreover, according to
pp-interpretability and the way (M ′,P ′) is constructed condition (3) is also satisfied.

From the above lemma and Theorem 5.2.2 we obtain the following corollary.

Corollary 5.2.4. Let ∆ and Γ be multi-sorted constraint languages over finite collection
of sets D = {Dt | t ∈ T}, E = {Es | s ∈ S}, respectively. Suppose Γ pp-interprets ∆ and
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there exists a polynomial time algorithm that for any instance (M ′,P ′) of χIMPO(d)(Γ)
constructs a (truncated) Gröbner Basis, then

1. there is a polynomial time algorithm that solves every instance (M,P) of χIMPd(∆);
and

2. there exists a polynomial time algorithm that for any instance (M,P) of χIMPd(∆)
constructs a d-truncated Gröbner Basis for I(P).

Reduction by substitution for languages over Abelian groups

In this section we prove that our reductions for constraint languages over finite Abelian
groups is an example of reduction by substitution. Lemma 5.2.3 states that reductions
under pp-interpretability can be seen as reduction by substitution. This means the part of
our reduction where we transform an instance of CSP over an Abelian group to an instance
of CSP over Zpm1

1
, . . . ,Zpms

s
can be seen as a reduction by substitution. We will show that

the reduction to roots of unities is also a reduction by substitution.
Let (M,P) be such that M = (g1, . . . , gℓ) is a vector of polynomials of length ℓ where

each gi ∈ M is from C[x1,1, . . . , x1,k1 , . . . , xs,1, . . . , xs,ks ] and P is an instance of CSP(Γ).
Here Γ is a constraint language invariant under the affine operation of Zpm1

1
, . . . ,Zpms

s
.

Moreover, P can be represented as a collection of systems of linear equations L1, . . . ,Ls
where

1. each Li is a system of linear equations over Zpmi
i

with variables X(Li)∪Y (Yi), X(Li) =
{xi,1, . . . , xi,ki

}, Y (Li) = {yi,1, . . . , yi,ri};

2. each Li is of the following form

(1ki×ki
Mi)(xi,1, . . . , xi,ki

, yi,1, . . . , yi,ri , 1)T = 0;

3. X(Li) ∩X(Lj) = ∅, Y (Li) ∩ Y (Lj) = ∅, for all 1 ≤ i, j ≤ s and i ̸= j;

4. an assignment φ to variables from X is a solution of P if and only if for every i ∈ [s]
there are values of variables from Y (Li) that together with φ|X(Li) satisfy Li.

Now for each i ∈ [s] let hi be a polynomial that interpolates the mapping

(0, ω0
i ), (1, ωi), . . . , (pmi

i − 1, ω(pmi
i −1)

i )

where ωi is a primitive pmi
i -th root of unity. The substitution collection consists of all hi,

i ∈ [s]. For every variable xi,j , yi,j we set Yi,j = {xi,j} and Y ′
i,j = {yi,j} satisfying condition

1(b). Then, for each variable xi,j , yi,j we choose hixi,j
= hi, hiyi,j

= hi. Thus, condition 1(c)
is satisfied.
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Now for every constraint in P which is of the form

xi,t + αt,1 yi,1 + · · ·+ αt,ri yi,ri + αt = 0 (mod pmi
i )

we add the following constraint in P ′

xi,t − ωαt
i ·

(
y
αt,1
i,1 · . . . · y

αt,ri
i,ri

)
= 0.

Such construction of P ′ guarantees that conditions in (3) hold. Now it is immediate that
our transformation of the problem to an equivalent problem over roots of unities is indeed
a reduction by substitution. This together with the fact that there exists an algorithm to
construct a Gröbner Basis for the equivalent problem over roots of unities, see Lemma 4.4.12,
give us the following theorem.

Theorem 5.2.5. Let A be an Abelian group. Then IMPd(∆) is polynomial time solvable
for any finite constraint language ∆ which is invariant under the affine operation of A.

Moreover, given an instance (f0,P) of IMPd(∆) a (d-truncated) Gröbner Basis of I(P)
(with respect to a grlex order) can be constructed in polynomial time.

Proof. The discussion above tells us that χIMPd(∆) is substitution reducible to a class of
χIMP, say Y, where for every instance (M ′,P ′) of Y we can construct a Gröbner Basis.
Hence, by Theorem 5.2.2, every instance (M,P) of χIMPd(∆) is polynomial time solvable.
Moreover, by item 2 of Theorem 5.2.2, we can construct a d-truncated Gröbner Basis for
I(P) thus IMPd(∆) is polynomial time solvable.

5.3 SOS proofs: bit complexity and automatability

The focus of this section is on designing efficient algorithms to find proofs of nonnegativity
of polynomials over (semi)algebraic sets. Sum-of-squares certificates of nonnegativity is a
popular and powerful framework to provide a proof that a polynomial is nonnegative. In
this section we present a very light introduction to SOS proofs of nonnegativity and lay
down some notation and background. The main appeal of this proof system is that it can
be transformed into an SDP feasibility problem and hopefully be solved efficiently using
methods such as the Ellipsoid method. However, we discuss a recently discovered issue
with the bit complexity of the coefficients appearing in polynomials in an SOS proof which
could cause algorithms such as the Ellipsoid method to run in exponential time. This issue
affects the automatability of SOS proofs. Our objective is to characterize algebraic sets
i.e., constraint languages, for which SOS proofs are automatable. We first observe that the
existence of a degree d SOS proof implies existence of a degree d SOS proof on quotient
rings. Hence, we only need to look at SOS on quotient rings. Using this we then prove that
for radical ideals and ideals arising from CSP instances we can guarantee SOS proofs with
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low bit complexity, provided a low degree one exists. This leads us to the third part of
this section where we show that degree bounds on SOS proofs can be relaxed preserving
automatability provided the IMP part is polynomial time solvable. We believe this could
potentially lead to more expressive SOS proofs. Throughout this section we work with
F = R.

5.3.1 SOS proofs on quotient ring

In this subsection we provide a light introduction to SOS proofs and discuss the issue with
the bit complexity of the coefficients of polynomials appearing in a proof.

It is known that, in general, nonnegativity of a polynomial is not equivalent to having
a representation as a sum-of-squares polynomials [112]. The most famous example of these
type of polynomials is the Motzkin polynomial [174]. The Motzkin polynomial r(x, y) =
1 + x4y2 + x2y4 − 3x2y2 is nonnegative while it cannot be represented as a sum-of-squares
[193]. However, the situation is different when one is concerned with proofs of nonnegativity
over (semi)algebraic sets. Let S be the following semialgebraic set.

S = {x ∈ Rn | p1(x) = 0, . . . , pm(x) = 0, q1(x) ≥ 0, . . . , qℓ(x) ≥ 0} (5.2)

where the ideal I = ⟨p1, . . . , pm⟩ is zero-dimensional and radical. In this case we have the
following lemma. Note that radicality is crucial in the next lemma.

Lemma 5.3.1 ([183]). Every nonnegative polynomial on S is of the form s2
0 +∑ℓ

j=1 s
2
jqj+g

with g ∈ I.

This leads to a uniform and powerful tool for low degree polynomial optimization. For-
mally,

Minimize r(x)
Subject to: x ∈ S = {x ∈ Rn | p1(x) = 0, . . . , pm(x) = 0, q1(x) ≥ 0, . . . , qℓ(x) ≥ 0}

An SOS proof of a lower bound r(x) ≥ θ is given by a polynomial identity of the form

r(x)− θ =
t0∑
i=1

h2
i (x) +

ℓ∑
k=1

(
tk∑
j=1

s2
j (x))qk(x) +

m∑
i=1

λi(x)pi(x). (5.3)

The degree of an SOS certificate is often defined to be the maximum degree of the polyno-
mials involved in the proofs i.e., max{deg(h2

i ), deg(s2
jqk), deg(λipi)}.

A common misconception was that if a degree d SOS proof of nonnegativity exists then
the corresponding SDP feasibility is solvable by the Ellipsoid method in time O(nd). This
is sometimes referred to as the SOS proof system being automatabe. Unfortunately, this is
not true in general [178]. Technically, the Ellipsoid method is guaranteed to work in time
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poly(nd) if the SDP’s feasible region (should it exist) intersects a ball of radius 2poly(nd) [93].
Thus, it is not sufficient for an SOS proof to exist, we also need one to exist in which all
the SOS polynomials can be written down with poly(nd) bits i.e., coefficients involved in an
SOS certificate have low bit complexity.

Let I ⊆ R[X] be a zero-dimensional ideal. Fix a monomial order, here we consider
grlex order. Suppose we know B = {xα | xα ̸∈ ⟨LT (I)⟩} so that R[X] = SpanR(B) ⊕ I. If
r = ∑

s2
i + q with si ∈ R[X], q ∈ I, write si = ui + vi with ui ∈ SpanR(B) and vi ∈ I.

Hence, r = ∑
u2
i + g where g = q + ∑(v2

i + 2uivi) is in I. This yields the following well
known lemma.

Lemma 5.3.2 ([145]). Let I = ⟨p1 . . . , pm⟩ be an ideal in R[X] and Q = {q1, . . . , qℓ}. Define
S = {x ∈ Rn | p1(x) = 0, . . . , pm(x) = 0, q1(x) ≥ 0, . . . , qℓ(x) ≥ 0}.

Suppose r(x) has a degree d SOS proof of nonnegativity on S. Then, it has a degree d
SOS proof of nonnegativity

r(x) =
t0∑
i=1

h2
i (x) +

ℓ∑
k=1

(
tk∑
j=1

s2
j (x))qi(x) + g

such that all hi, sj are in Span(xα | |α| ≤ d
2 ,x

α ̸∈ ⟨LT(I)⟩) and g ∈ I.

This tells us the existence of a degree d SOS proof modulo the ideal implies existence
of an SOS proof modulo the ideal where all the SOS polynomials are linear combination of
the monomials from B.

5.3.2 Automatability on quotient ring

Here we wish to provide conditions that guarantee low bit complexity for polynomials
appearing in an SOS proof. This in turn guarantees automatability i.e., if there exists a
degree d SOS proof of nonnegativity then the Ellipsoid method is guaranteed to find such a
proof. The first systematic approach to this problem is due to Raghavendra and Weitz [192].
Let P = {p1 . . . , pm} and Q = {q1, . . . , qℓ} and define S ⊆ {a ∈ Rn | ∀p ∈ P : p(a) = 0}. We
write ud for the vector of polynomials whose entries are the elements of the usual monomial
basis of R[X]d. Similarly, we use ud(a) for the vector of reals whose entries are the entries
of ud evaluated at a. Let U denote the uniform distribution over S and define the moment
matrix as

Md = Ea∼U [ud(a)ud(a)T ]. (5.4)

In some sense, the main condition that Raghavendra and Weitz provided is that every
polynomial of degree d has a proof of membership in the ideal from p1, . . . , pm of degree at
most kd. In this case we say p1, . . . , pm are k-effective or P is k-effective. As an example, if
p1, . . . , pm form a Gröbner Basis with respect to grlex then they are 1-effective. If furthermore
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the ideal I(P) = ⟨p1, . . . , pm⟩ is radical, then in this case we say that (P,Q) is kd-complete
on S up to degree d. Ideally, we want k to be small e.g., k = O(d). This is a very strong
condition on the structure of the ideal I while the other conditions in [192] are considered
to be mild. The conditions are as follows,

1. (P,Q) is kd-complete on S up to degree d,

2. S is ε-robust for Q. This means ∀q ∈ Q, ∀a ∈ S : q(a) > ε,

3. S is δ-spectrally rich for (P,Q) up to degree d. This means every nonzero eigenvalue
of Md is at least δ1.

Provided the above conditions are met, they show that any polynomial r that is non-
negative on S and admits a degree d SOS of form (5.3), is guaranteed to have a degree kd
SOS certificate of form (5.3) where all coefficients have polynomial bit complexity. While
[218] developed a proof strategy for proving that a set of polynomials are k-effective, un-
fortunately, as marked in [218]: “ this strategy is by no means universally applicable, and
it had to be applied on a case-by-case basis”. It is not obvious how to verify effectiveness
even if we are given a Gröbner Basis of the ideal ⟨p1, . . . , pm⟩ 2.

The situation is different if we are interested in SOS proofs of nonnegativity on S modulo
the ideal, rather than an SOS proof modulo {p1, . . . , pm}. Recall that as long as the ideal is
radical, by Lemma 5.3.1, every nonnegative polynomial on S is of the form s2

0+∑ℓ
j=1 s

2
jqj+g

with g ∈ I(P). We say a polynomial r(x) is SOS modulo S (or modulo I(P), when the ideal
is radical) if there are hi, sj , and g ∈ I(P) such that

r(x) =
t0∑
i=1

h2
i (x) +

ℓ∑
k=1

(
tk∑
j=1

s2
j (x))qk(x) + g. (5.5)

Turning our attention to SOS proofs of form (5.5) modulo CSP-based ideals, we note
these ideals are radical and moreover we realize that the k-effectiveness condition is avoidable
and somewhat irrelevant. In addition, the discrete nature of the varieties of CSP-based ideals
implies the δ-spectrally richness. In fact, one can prove similar to Lemma 7 of [192] that
1
δ = 2poly(n|D|) where D is the domain of the constraint language at hand. We follow a
similar approach to [192] proving the following theorem.

Theorem 5.3.3. Let P be an instance of CSP(Γ) with domain D, and I(P) = ⟨p1 . . . , pm⟩
be the corresponding ideal to P. Define S = V (I(P)) = {a ∈ Rn | ∀p ∈ P : p(a) = 0} and
suppose S is ε-robust for Q = {q1, . . . , qℓ}.

1A zero eigenvector of M corresponds to a polynomial which is zero on S.

2Obviously, if p1, . . . , pm form a Gröbner Basis then they are 1-effective i.e. every degree d polynomial in
the ideal has a degree d derivation from p1, . . . , pm.
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Let r(x) be a polynomial nonnegative on S, and assume r has a degree d SOS proof of
nonnegativity

r(x) =
t0∑
i=1

h2
i (x) +

ℓ∑
k=1

(
tk∑
j=1

s2
j (x))qk(x) + g (g ∈ I(P))

Then r has a degree d SOS proof of nonnegativity modulo I(P) such that the coefficients of
every polynomial appearing in the proof are bounded by 2poly(nd,n|D|,log 1

ε
). In particular, if

Q = ∅ then every coefficient can be written down with only poly(nd, n|D|) bits.

Proof. Let I = I(P) and B d
2

= {xα | |α| ≤ d
2 ,x

α ̸∈ ⟨LT(I)⟩}. Let v be the vector whose
entries are the elements of Bd, so any polynomial in SpanR(B d

2
) can be expressed as cTv,

where c is a vector of reals. By Lemma 5.3.2, there is a proof of nonnegativity as follows.

r(x) =
t0∑
i=1

(cTi v)2(x) +
ℓ∑

k=1

 tk∑
j=1

(dTkjv)2(x)

 qk(x) + g (g ∈ I)

= ⟨C,vvT ⟩+
ℓ∑

k=1
⟨Dk,vvT ⟩qk + g

for PSD matrices C,D1, . . . , Dℓ. Next, we average this polynomial identity over all the points
a ∈ S:

Ea∈S [r(a)] = ⟨C,Ea∈S [v(a)v(a)T ]⟩+
ℓ∑

k=1
⟨Dk,Ea∈S [v(a)v(a)T qk(a)]⟩+ 0

Let ||r|| denote the maximum absolute value of coefficients of r and ||S|| = maxa∈S ||a||∞.
Then the LHS is at most poly(||r||, ||S||) ≤ 2poly(nd). The RHS is a sum of positive numbers,
since the inner products are over pairs of PSD matrices. Thus the LHS is an upper bound on
each term of the RHS. We would like to say that the LHS also provides an upper bound on
the entries of matrices C, Dk or an upper bound on the trace of these matrices. Recall that
the trace of a matrix is sum of its eigenvalues. Hence, we prove that the averaged matrix
M ′ = Ea∈S [v(a)v(a)T ] has no zero eigenvector so none of the eigenvalues of matrices C
and Dk’s are being dismissed by a zero eigenvector of M ′.

We now claim that the averaged matrix M ′ = Ea∈S [v(a)v(a)T ] has no zero eigenvector.
Any zero eigenvector c of M ′ can be associated with a polynomial cTv. Since cTM ′c =
Ea∈S [(cTv(a))2] and cTM ′c = 0, we must have cTv(a) = 0 for each a ∈ S. Therefore,
as I is radical, by the Strong Nullstellensatz 2.1.9, cTv must be in the ideal I. This is a
contradiction to v being a vector of monomials from B d

2
.

We proceed by assuming the averaged matrix M ′ = Ea∈S [v(a)v(a)T ] has no zero eigen-
vector. Therefore, none of the eigenvalues of matrix C are being dismissed by a zero eigen-
vector of M ′. The same is true for all Dk. Furthermore, similar to M (5.4), every nonzero
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eigenvalue of M ′ is at least δ, so

⟨C,Ea∈S [v(a)v(a)T ]⟩ ≥ δ · Tr(C).

Also, qk(a) > ε for each k and a. Thus,

⟨Dk,Ea∈S [v(a)v(a)T qk(a)]⟩ ≥ ε · ⟨Dk,Ea∈S [v(a)v(a)T ]⟩

≥ ε · δ · Tr(Dk)

Thus, after averaging we have

δ · Tr(C) + ε · δ ·
ℓ∑

k=1
Tr(Dk) ≤ poly(||r||, ||S||) ≤ 2poly(nd)

Every entry of a PSD matrix is bounded by the trace, so C and each Dk have entries
bounded by poly(||r||, ||S||, 1

ε ,
1
δ ). Noting that poly(||r||, ||S||) ≤ 2poly(nd) and 1

δ = 2poly(n|D|)

yields the desire bound on the entries of C and each Dk. It remains to give an upper bound
on the coefficients appearing in g. Consider the system of linear equations induced by

r(x)− ⟨C,vvT ⟩+
ℓ∑

k=1
⟨Dk,vvT ⟩qk = g

where we take the coefficients appearing in g as variables. Note that this system is fea-
sible. By Lemma 5.3.2, g has degree at most d and therefore there are at most O(nd)
variables and the coefficients on the LHS are bounded by poly(||r||, ||S||, 1

δ ,
1
ε ). Let ||P ,Q||

denote the maximum absolute value of coefficients appearing in polynomials p1, . . . , pm and
q1, . . . , qℓ. By Cramer’s rule, the coefficients appearing in g can be taken to be bounded by
poly(||{P ,Q}||, ||r||, ||S||, 1

δ ,
1
ε , n!). Noting that poly(||{P ,Q}||, ||r||, ||S||) ≤ 2poly(nd), as they

are part of the input, and 1
δ = 2poly(n|D|) gives that this bound is at most 2poly(nd,n|D|,log 1

ε
)

as desired.

The required conditions in Theorem 5.3.3 are quite mild and covers almost all algebraic
sets arising from CSP-based ideals, particularly when Q = ∅. We remark that, Theo-
rem 5.3.3 is applicable to radical ideals as long as the δ-spectrally richness is met.

5.3.3 Automatability and CSP-based ideals

Note that in [192] if the conditions for low bit complexity are met then one can formulate
(5.3) as an SDP which is guaranteed to be solved by the Ellipsoid method in time poly(nd).
However, Theorem 5.3.3 does not tell us how to decide in polynomial time if a polynomial
r is SOS modulo S. One approach suggested by Raghavendra and Weitz and Mastrolilli, is
to express the polynomial g in (5.5) in terms of “nice” generating sets of polynomials such
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as Gröbner Bases and then use an SDP formulation, see Problem 1.2.1. Here, we suggest
a different perspective through the lens of χIMP to decide the existence of an SOS proof
modulo S. The following theorem puts forward the idea that the χIMP is the main player
in SOS proofs automatability and allow us to use a much larger tool box than the usual
Gröbner Basis.

Theorem 5.3.4. Let Γ be a constraint language such that χIMPd(Γ) is polynomial time
solvable. Let P be an instance of CSP(Γ) and I(P) = ⟨p1 . . . , pm⟩ be the corresponding ideal
to P. Assume that ∀qi, ∀a ∈ S we have qi(a) > ε.

Then for a polynomial r, the existence of an SOS proof of form (5.5) with max{deg(h2
i ),

deg(s2
jqk)} ≤ d is polynomial time decidable. Furthermore, such a proof can be found in

polynomial time, if one exists.

Proof. By Theorem 5.3.3 if an SOS proof exists then there is an SOS proof such that
its coefficients can be written down with at most poly(nd, n|D|, log 1

ϵ ) bits. Moreover, by
Theorem 5.1.9, we can compute a d-truncated Gröbner Basis for I(P) in time O(nd). Then
using the d-truncated Gröbner Basis, a proof of form (5.5) can be formulated as an SDP.
Finally, the Ellipsoid method is guaranteed to find a proof in time poly(nd), if one exists.

The above results cover a wide range of problems for which a low bit complexity guar-
antee and automatability of SOS proofs was not known. Here we give an example of such
problems, the H-Coloring problem.

Example 5.3.5. Fix a (di)graph H with V (H) = {0, 1, . . . , d}. For any (di)graph G with
vertex set V (G) = {x1, . . . , xn} we are interested in homomorphisms from G to H. The set
of all homomorphisms from G to H can be captured by the following polynomial system.
The first set of polynomials are the domain polynomials and ensures each vertex of G is
assigned a label from V (H). The second set of polynomials are the edge constraints where
they ensure that each edge xixj of G is mapped to an edge αβ ∈ E(H).

P =
{ ∏
α∈V (H)

(xi − α) | xi ∈ V (G)
}

∪
{ ∏
αβ∈E(H)

(1−
∏

λ∈V (H),
λ ̸=α

λ− xi
λ− α

∏
λ∈V (H),
λ ̸=β

λ− xj
λ− β

) | xixj ∈ E(G)
}

Here S is the set of all homomorphisms from G to H. This setting is very general and
many important optimization problems are captured by this specification: k Coloring where
H is a clique of size k, Vertex Cover where H = (V = {0, 1}, E = {(0, 1), (1, 0), (1, 1)}). For
both of these examples it is known that P is in fact a Gröbner Basis. Our results imply
that if there exists a degree d SOS proof of nonnegativity on S then there exists one of
degree d with low bit complexity. Furthermore, our result implies that when H is closed
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under a semilattice polymorphism then a truncated Gröbner Basis can be constructed in
polynomial time. This includes many graph classes such as bi-arc digraphs, interval graphs,
signed interval digraphs, threshold tolerance graphs, etc. [107].

5.4 Theta bodies for combinatorial ideals

One of the core problems in optimization is to understand the conv(S) or a relaxation of
conv(S), where S the set of feasible solutions to a given problem and conv(S) denotes the
convex hull of S. For the CSPs, an instance P of CSP(Γ) can be associated with an ideal
I(P) = ⟨f1, . . . , fs⟩ and the Sol(P) = V (I(P)) is a finite subset of Rn. Hence, in this setting
we are interested in computing conv(V (I(P))). This is cut out by the inequalities f(x) ≥ 0
as f runs over all linear polynomials that are nonnegative over V (I(P)). Thus, a natural
relaxation for conv(V (I(P))) is 3

{x ∈ Rn | f(x) ≥ 0 for all f linear and SOS mod I} (5.6)

Here we wish to provide a systematic approach using the algebraic property of the
solution sets and our results on the IMP and χIMP to compute/approximate conv(Sol(P)).
We follow the notion of theta bodies introduced and advanced by Gouveia, Parrilo and
Thomas [90]. Throughout this section we work with F = R. Some definitions are in order.

Definition 5.4.1. Let I be an ideal in R[X].

1. A polynomial f ∈ R[X] is called k-SOS mod I if there exist s1, . . . , st ∈ R[X]k such
that f −

∑t
i=1 s

2
i ∈ I.

2. The ideal I is called k-SOS if every nonnegative polynomial on V (I) is k-SOS mod
I. If every degree d nonnegative polynomial on V (I) is k-SOS mod I we say I is
(d, k)-SOS.

Lovász [155] asked the following question: Which ideals in R[X] are (1, 1)-SOS? How
about (1, k)-SOS?. We propose a restricted version of this question for vanishing ideals of
constraint languages. Formally, we say a language Γ is (d, k)-SOS if for every instance P of
CSP(Γ) the corresponding ideal I(P) is (d, k)-SOS. An analogue of Lovász’s question for
constraint languages is,

Problem 5.4.2. Which languages are (1, 1)-SOS? How about (1, k)-SOS?

Gouveia, Parrilo and Thomas [90] quite elegantly present an equivalent geometric notion
to an ideal being (1, k)-SOS.

3Note that, in general, for an ideal I ∈ R[X] the convex hull of V (I) may not be closed. Hence, (5.6) is
a relaxation for the closure of conv(V (I)), denoted by cl(conv(V (I))). Here, closure of the convex hull of a
set C means the intersection of the closed halfspaces containing C.
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Definition 5.4.3. For a positive integer k, the k-th theta body of an ideal I ∈ R[X] is

THk(I) := {x ∈ Rn | f(x) ≥ 0 for every linear f that is k-SOS mod I}. (5.7)

Observe that, by definition, TH1(I) ⊇ TH2(I) ⊇ · · · ⊇ conv(V (I)). We say a combina-
torial ideal is THk-exact if THk(I) = conv(V (I))4. Zero-dimensional ideals are THk-exact
for some finite k [145]. We say a language Γ is THk-exact if for any instance P of CSP(Γ)
the ideal I(P) is THk-exact. An intriguing question is characterizing THk-exact languages,
for constant k.

Problem 5.4.4. Which languages are THk-exact, for some constant k?

Gouveia, Parrilo and Thomas [90] proved that a radical ideal is THk-exact if and only
if it is (1, k)-SOS. They have also provided an answer to Problem 5.4.2 characterizing finite
sets S ⊂ Rn that are (1, 1)-SOS (see Theorem 4.2 in [90]).

Although the results of [90] provide a characterization of THk-exact ideal, they do little
to the computational side of theta bodies. Theta bodies provide a set of relaxations of
solution sets and helps to formulate many combinatorial problems as optimizing a (linear)
polynomial over theta bodies which could lead to a better understanding of approximability
of many combinatorial problems in a unified way. In order to use theta bodies in this way,
we need a method of efficiently ‘construct’ a theta body. One way to describe the k-th theta
body of I is in terms of the so called combinatorial moment matrices which are matrices
indexed by a basis of Bk [145]. Let us elaborate on this via an example, see [145, 90] for
further details. First we explain the construction of combinatorial moment matrices and
then discuss how we can use them to describe theta bodies for the Clique problem. We may
assume B = {xα | xα ̸∈ ⟨LT(I)⟩} and Bk = {xα | |α| ≤ k,xα ̸∈ ⟨LT(I)⟩} are vectors with
their elements listed in increasing grlex order. Hence, any polynomial modulo I is c · B with
c ∈ R|B|. Now, let y = (y1, . . . , ym) ∈ R|B2k| and define MBk

(y) to be the matrix indexed by
Bk whose (xαi ,xαj ) entry is c · y where c ∈ R|B2k| is so that

xαi+αj = xαixαj ≡ c · B2k mod I.

The matrix MBk
(y) is known as the k-th truncated combinatorial moment matrix. Having

MBk
, we define the following

THk(I) = {y = (1, y1, . . . , ym) | y ∈ RB2k and MBk
(y) ⪰ 0}. (5.8)

4In [90], an ideal in R[X] is called T Hk-exact if T Hk(I) = cl(conv(V (I))). In general, conv(V (I)) may
not be closed while the theta bodies are. Therefore, the theta body sequence of I can converge, if at all, only
to cl(conv(V (I))).
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We now explain this construction using the Clique problem. Let G = (V,E) be a graph with
vertex set V = {x1, . . . , xn} and edge set E. A clique in G is a set of vertices U such that
for all xi, xj ∈ U , xixj ∈ E. The corresponding ideal is

IClique =
〈
x2
i − xi : xi ∈ V, xi · xj : xixj ̸∈ E

〉
.

For a subset U ⊆ V let xU = ∏
xi∈U xi. From definition of I, it is clear that B = {xU |

U is a clique in G}. In particular, B1 = {1, x1, . . . , xn}. Denote by y0, y1, . . . , yn the first
n+ 1 coordinates of y ∈ R|B2k|. Then the k-th theta body of I is described as

THk(IClique) = {(1, y1, . . . , yn) | y ∈ R|B2k| and MBk
(y) ⪰ 0}.

Equivalently, in a more intuitive way, we can describe the k-th theta body as follows too.

THk(IClique) =


y ∈ Rn :

∃M ⪰ 0, M ∈ R|Bk|×|Bk| such that
M∅∅ = 1,
M∅{i} = M{i}∅ = M{i}{i} = yi

MUU ′ = 0 if U ∪ U ′ is not clique in G

MUU ′ = MWW ′ if U ∪ U ′ = W ∪W ′


.

Another way to compute a representation of theta bodies is to work with the truncated
quadratic module. The quadratic module of I is

M(I) = {s+ I | s is SOS in R[X]},

and the k-th truncation of M(I) is

Mk(I) = {s+ I | s is k-SOS in R[X]}.

Both M(I) and Mk(I) are cones in the R-vector space R[X]/I. Recall that R[X]/I as
a R-vector space is isomorphic to Span(xα | xα ̸∈ ⟨LT(I)⟩). Hence, having a monomial basis
B = {xα | xα ̸∈ ⟨LT(I)⟩} or Bk = {xα | |α| ≤ k,xα ̸∈ ⟨LT(I)⟩} would lead to an efficient
computation of sum-of-squares in R[X]/I [184].

If the ideals arising from the combinatorial problem are produced through instance
of CSP(Γ) for some language Γ, our methods make it possible to efficiently compute a
representation of the corresponding theta body of one of the types described above. We
say the class of k-th theta bodies arising from instances of CSP(Γ), denoted by THk(Γ), is
efficiently computable if for any instance P of CSP(Γ) a representation of the k-th theta
body THk(I(P)) can be constructed in polynomial time. Therefore, we propose the following
research problem.
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Problem 5.4.5. For which languages Γ the k-th theta body THk(I(P)) is computable in
polynomial time where P is an instance of CSP(Γ)?

We point out that the connection between theta bodies and the IMP was first reported
in [161] and efficient constructions of theta bodies of Boolean problems have been addressed
by Mastrolilli. Here we improve/extend upon this by employing our results on χIMP. Our
results on χIMP imply that a monomial basis Bk as well as a k-truncated Gröbner Basis
can be computed in polynomial time. This together with our result on the bit complexity
of SOS proofs obtain the following.

Theorem 5.4.6. Let H be a class of ideals for which χIMPd is polynomial time decidable.
Then there exists a polynomial time algorithm that constructs the d-th theta body of an ideal
I ∈ H.

Proof. Let I be an ideal in H. By Theorem 5.1.9 we can construct the d-truncated Gröbner
Basis as well as Bd. This together with the result of Laurent [145] leads to a polynomial
time algorithm to compute the d-th theta body of I.

Using the reductions from Theorems 5.1.4 and 5.1.10 we obtain the following results.

Corollary 5.4.7. Let Γ and ∆ be constraint languages on (possibly different) sets D, E,
respectively. Suppose there exists a polynomial time algorithm that solves the search version
of χIMPk(Γ). Then, O(k)-th theta body for language ∆ can be constructed in polynomial
time if

1. D = E and Γ pp-defines ∆, or

2. Γ pp-interprets ∆.

Corollary 5.4.8. Let Γ be a finite constraint language over domain D. For constant k
and an instance P of CSP(Γ) the k-th theta body of I(P), THk(I(P)), can be computed in
polynomial time if

1. Γ has a semilattice polymorphism, or

2. Γ has the dual-discriminator polymorphism, or

3. Γ is expressed as a system of linear equations over GF(p), p prime.

4. Γ is invariant under the affine operation of an Abelian group.

Our results yield efficient construction of theta bodies for many well-studied combina-
torial problems. Note that, in this case, Theorem 5.3.3 guarantees low bit complexity of
the coefficients in SOS proofs which leads to a polynomial time execution of the Ellipsoid
method. As a result optimizing a linear polynomial over such theta bodies is guaranteed

133



to be polynomial time using the Ellipsoid method. In what follows we provide examples of
well-studied problems for which the objective is optimizing a linear polynomial over integer
points and (re)discover multiple positive results on computation of theta bodies. We point
out there are only a handful of specific problems for which theta bodies are known to be
efficiently computed.

The Maximum Stable Set problem. Let G = (V,E) be an undirected graph with
vertex set V = {x1, . . . , xn} and edge set E. A stable set (a.k.a independent set) in G is a
set of vertices U such that for all xixj ∈ U , xixj ̸∈ E. The Maximum Stable Set problem
seeks a stable set of largest cardinality in G. This can be seen as an optimization problem
over language Γ = {RΓ := {(0, 0), (0, 1), (1, 0)}}. More precisely, the objective is maximizing∑
i xi subject to (xixj) ∈ RΓ, for all xixj ∈ E. One can observe that Γ admits the semilattice

polymorphism Min and hence by Corollary 5.4.8 the k-th theta body of the corresponding
ideal to this problem, THk(G), can be constructed in polynomial time. We point out that,
for this problem, it is known that the 1-st theta body provides a convex relaxation for the
(characteristic vectors) of all stable sets in G [154]. Therefore, the problem max

x∈TH1(G)

∑
xi is

a SDP which can be solved to arbitrary precision in polynomial time in the size of G. The
optimal value of this SDP provides an upper bound on the size of a maximum stable set.

Binary matroid and its theta bodies. Let M = (E, C) be a binary matroid where E
is called the ground set and C is a collection of subsets of E that is closed under taking
symmetric differences. Each member of C is called a cycle. (Often members of C are called
independent sets, however, here we call them cycles to avoid confusion.) One can view the
binary matroid M = (E, C) as the GF(2)-vector subspaces of GF(2)E . Let 1F ∈ {0, 1}E

denote the characteristic vector of F ⊆ E, thus the cycles of the binary matroid M arise
as the solutions in GF(2)E of a linear system Mx = 0, where M is a matrix with columns
indexed by E. The convex hull of the vectors 1F , F ∈ C, is called the matroid polytope or
cycle polytope. Let I(M) ⊆ R[xi | i ∈ E] be the vanishing ideal of the cycle vectors of M.
Our result in Theorem 5.1.10 implies the following theorem.

Theorem 5.4.9. The set Bk = {xα | |α| ≤ k,xα ̸∈ ⟨LT(I(M))⟩}, and the k-truncated
Gröbner Basis of the ideal I(M) can be computed in polynomial time.

This result has numerous consequences including a polynomial time algorithm to con-
struct THk(I(M)). This in turn can be viewed as computing the moment matrices for the
cycle ideal I(M). One classical and well studied application is cut function of graphs. When
M is the cut polytope then THk(I(M)) provides a relaxation for the cut polytope. In par-
ticular, TH1(I(M)) coincides with the edge-relaxation considered by Rendl and Wiegele
[219] and numerical experiments there indicates that it is often tighter than the Goemans-
Williamson SDP relaxation [87]. See [89] for more detailed discussions and applications.
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The Min/Max Ones problem and a generalization. Min Ones and Max Ones are
Boolean CSP problems where the objective is to find a feasible solution (a 0-1 assignment
satisfying all constraints) minimizing/maximizing the number of variables assigned the la-
bel 1 [130]. Classical examples are the Minimum Vertex Cover, the Maximum Stable Set, and
many packing and covering problems [202]. In almost all the cases where Boolean CSP is
polynomial time decidable our results imply that we can construct theta bodies as relax-
ations of the solution space. This motivates the question of studying the power of the theta
body relaxations in designing approximation algorithms for this class of problems.

The MinHOM problem. Recall the MinHOM problem in which H = (V,E) with
V (H) = {0, 1, . . . , d} is a fixed digraph and G = (V,E) with V (G) = {x1, . . . , xn} is an
input digraph. Given a cost function c : V (G)×V (H)→ R+∪{+∞}, the objective is to find
a homomorphism from G to H with minimum cost which is defined as ∑i∈[n],j∈V (H) c(xi, j).
Our result implies that we can construct theta bodies for many cases of H, in particular all
the approximable cases considered in this thesis, and have a convex relaxation of all possible
homomorphisms. This motivates the question of checking if formulating the MinHOM prob-
lem as an optimization problem over theta bodies help to achieve (better) approximation
algorithms.

The Strict CSPs problem. A natural generalization of the above problems, both in
terms of domain and arity of the relations, is the class of Strict CSPs [142]. As usual we
have a constraint language Γ on domain D = {0, . . . , d}. Given an instance P = (X,D,C) of
CSP(Γ) and a cost function c : X×D → R+∪{+∞}, the objective is to minimize/maximize∑
xi∈X,j∈D c(xi, j) subject to V (⟨P⟩) i.e., finding a solution to P that minimizes/maximizes∑
xi∈X xi. The approximability of this problem and it special cases have been studied in-

tensively and (Unique Game) hardness results are known [142]. It is tempting to study the
power of theta body relaxations for approximation of Strict CSPs as our results imply in
many cases a theta body can be constructed in polynomial time.
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Chapter 6

Approximation of minimum cost
H-coloring

6.1 Introduction

The complexity of exact minimization of MinHOM(H) was studied in a series of papers,
and complete complexity classifications were given in [95] for undirected graphs, in [109]
for digraphs, and in [206] for more general structures. Certain minimum cost homomor-
phism problems have polynomial time algorithms [95, 96, 97, 109], but most are NP-
hard. We remark that, the complexity of exact minimization of VCSPs is well under-
stood [136, 207]. In terms of approximation, Hell et al., [103] proved a dichotomy for ap-
proximating MinHOM(H) when H is a bipartite graph by transforming the MinHOM(H)
to a linear program, and rounding the fractional values to get a homomorphism to H. Their
characterization is best described in terms of polymorphisms or equivalently an ordering
on the vertices of H. They say a (di)graph admits a min-ordering when the (di)graph is
invariant under a conservative semilattice polymorphism, more on this latter.

Theorem 6.1.1 (Dichotomy for bipartite graphs [103]). For a fixed bipartite graph H,
MinHOM(H) admits a constant factor approximation algorithm if H admits a min-ordering
(complement of H is a circular arc graph), otherwise MinHOM(H) is not approximable
unless P = NP.

Beyond this, there is no result concerning the approximation of MinHOM(H).

6.1.1 Overview of our contributions

One can show that if LHOM(H) is not polynomial time solvable then there is no approxi-
mation algorithm for MinHOM(H) [103, 162].

Observation 6.1.2. If LHOM(H) is not polynomial time solvable, then there is no approx-
imation algorithm for MinHOM(H).
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The complexity of the LHOM problems for graphs, digraphs, and relational structures
(with arity two and higher) have been classified in [76, 108, 33] respectively. LHOM(H)
is polynomial time solvable if the digraph H does not contain a digraph asteroidal triple
(DAT)1 as an induced sub-digraph, and NP-complete when H contains a DAT [108].

MinHOM(H) is polynomial time solvable when digraph H admits a k-min-max-ordering,
a subclass of DAT-free digraphs, and otherwise, NP-complete [109, 110].

Here, in this thesis, we take an important step towards closing the gap between DAT-free
digraphs and the one that admit a k-min-max-ordering. First, we consider digraphs that
admit a min-ordering i.e., conservative semilattice polymorphism. Digraphs that admit a
min-ordering have been studied under the name of bi-arc digraphs [107] and signed interval
digraphs [101, 102]. Deciding if digraph H has a min-ordering and finding a min-ordering
of H is in P [107]. We provide a constant factor approximation algorithm for MinHOM(H)
where H admits a min-ordering.

Theorem 6.1.3 (Digraphs with a min-ordering). If digraph H admits a min-ordering i.e.,
conservative semilattice polymorphism, then MinHOM(H) has a constant factor approxi-
mation algorithm.

Sections 6.4, 6.5 are dedicated to the proof of Theorem 6.1.3. In section 6.6, we turn our
attention to digraphs with k-min-orderings, for integer k > 1. They are also called digraphs
with extended X-underbar [9, 98, 156]. It was shown in [98] that if H has the X-underbar
property, then the HOM(H) problem is polynomial time solvable. In Lemmas 6.6.2 and
6.6.1, we show that if H admits a k-min-ordering, then H is a DAT-free digraph, and
provide a simple proof that LHOM(H) is polynomial time solvable. Finally, we have the
following theorem.

Theorem 6.1.4 (Digraphs with a k-min-ordering). If digraph H admits a k-min-ordering
for some integer k > 1, then MinHOM(H) has a constant factor approximation algorithm.

Considering graphs, Feder et al., [76] proved that LHOM(H) is polynomial time solvable
if H is a bi-arc graph, and is NP-complete otherwise. In the same paper, they showed graph
H is a bi-arc graph if and only if it admits a conservative majority polymorphism. In Section
6.7, we show that the same dichotomy classification holds in terms of approximation.

Theorem 6.1.5 (Dichotomy for graphs). Let H be a graph. There exists a constant factor
approximation algorithm for MinHOM(H) if H is a bi-arc graph i.e. admits a conservative
majority polymorphism, otherwise, MinHOM(H) is inapproximable unless P = NP.

By combining the approach for obtaining the dichotomy in the graph case, together with
the idea of getting an approximation algorithm for digraphs admitting a min-ordering, we

1The definition of DAT (Definition 6.2.4) is rather technical and it is not necessary to fully understand
in this thesis.
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might be able to achieve a constant factor approximation algorithm for MinHOM(H) when
H is DAT-free. Note that DAT-free digraphs can be characterized in terms of conservative
semilattice and majority polymorphisms [108]. Thus, we conjecture the following dichotomy.

Conjecture 6.1.6. Let H be a digraph. MinHOM(H) admits a constant factor approxima-
tion algorithm when H is a DAT-free digraph, otherwise, MinHOM(H) is not approximable
unless P = NP.

Our constant factors depend on the size of H. However, the implementation of the LP
and the ILP would yield a small integrality gap (See [187]). This indicates perhaps a better
analysis of the performance of our algorithm is possible.

Problem 6.1.7. For which digraphs MinHOM(H) is approximable within a constant factor
independent of size of H?

6.2 Preliminaries

Recall that a polymorphism of H of arity k is a mapping f from the set of k-tuples over V (H)
to V (H) such that if xiyi ∈ A(H) for i = 1, 2, . . . , k, then f(x1, x2, . . . , xk)f(y1, y2, . . . , yk) ∈
A(H), and a polymorphism f is conservative if f(x1, x2, . . . , xk) ∈ {x1, x2, . . . , xk}. If f is a
polymorphism of H we also say that H admits f . A conservative semilattice polymorphism
of H naturally defines a binary relation x ≤ y on the vertices of H by x ≤ y if and only
if f(x, y) = x; by associative, the relation ≤ is a linear order on V (H), which we call a
min-ordering of H.

Definition 6.2.1. The ordering v1 < v2 < · · · < vn of V (H) is a

– min-ordering if and only if uv ∈ A(H), u′v′ ∈ A(H) and u < u′, v′ < v implies that
uv′ ∈ A(H);

– max-ordering if and only if uv ∈ A(H), u′v′ ∈ A(H) and u < u′, v′ < v implies that
u′v ∈ A(H);

– min-max-ordering if and only if uv ∈ A(H), u′v′ ∈ A(H) and u < u′, v′ < v implies
that uv′, u′v ∈ A(H).

For a bipartite graph H = (B,W ) let −→H be the digraph obtained by orienting all the
edges of H from B to W . If −→H admits a min-ordering then we say H admits a min-ordering.
It is worth mentioning that, a bipartite graph H admits a conservative majority, if and only
if it admits a min-ordering [103]. Moreover, the complement of H is a circular arc graph
with clique cover two [76].

Definition 6.2.2. Let H = (V,E) be a digraph that admits a homomorphism f : V (H)→
−→
Ck (here −→Ck is the induced directed cycle on {0, 1, 2, . . . , k−1}( i.e., arc set {(01, 12, 23, ..., (k−
2)(k − 1), (k − 1)0}). Let Vi = f−1(i), 0 ≤ i ≤ k − 1.
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– A k-min-ordering of H is a linear ordering < of the vertices of H, so that < is a min-
ordering on the subgraph induced by any two circularly consecutive Vi, Vi+1 (subscript
addition modulo k).

– A k-min-max-ordering of H is a linear ordering < of the vertices of H, so that < is a
min-max-ordering on the subgraph induced by any two circularly consecutive Vi, Vi+1

(subscript addition modulo k).

We close this section by giving a formal definition of a digraph asteroidal triple (DAT).
The definition is rather technical and it is not necessary to fully understand it in this thesis.
We give a brief discussion on DAT for the sake of completeness.

Definition 6.2.3 (Invertible pair). Let H be a digraph. Define Ĥk to be the digraph with
the vertex set {(a1, a2, . . . , ak) | ai ∈ V (H), 1 ≤ i ≤ k} and the arc set

A(Ĥk) ={(a1, a2, . . . , ak)(b1, b2, . . . , bk) | aibi(biai) ∈ A(H), 1 ≤ i ≤ k,

a1bj(bja1) ̸∈ A(H)∀j, 2 ≤ j ≤ k}.

When k = 2, we say (x, y) is an invertible pair if (x, y), (y, x) belong to the same strong
component of Ĥ2.

Definition 6.2.4 (DAT). A digraph asteroidal triple of H is an induced sub-digraph of
Ĥ3, on three directed paths P1, P2, P3 where P1 goes from (a, b, c) to (α, β, β), P2 goes from
(b, a, c) to (α, β, β), and P3 goes from (c, a, b) to (α, β, β) and (α, β) is an invertible pair.

If H contains a DAT then all three pairs (a, b), (b, c), (c, a) are invertible. Note that
an invertible pair is an obstruction to existence of min-orderings [76, 103]. Moreover, H
does not admit a conservative majority polymorphism g because of the directed path P1,
g(a, b, c) ̸= a, and because of P2, g(a, b, c) ̸= b, and finally because of P3, g(a, b, c) ̸= c.
Therefore, the value of g(a, b, c) can not be any of the a, b, c [108].

DAT-free digraph can also be characterized in terms of polymorphisms.

Theorem 6.2.5 ([108]). Let H be a digraph. H is DAT-free if and only if there exist a
conservative binary polymorphism f and a conservative ternary polymorphism g of H such
that for every a, b ∈ V (H),

1. either f |{a,b} is a semilattice polymorphism or

2. g|{a,b} is a majority polymorphism.

6.3 LP for digraphs with a min-max-ordering

Before presenting the LP, we give a procedure to modify lists associated to the vertices of
D. To each vertex x ∈ D, we associate a list L(x) that initially contains V (H). Think of
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L(x) as the set of possible images for x in a homomorphism from D to H. Apply the arc
consistency procedure as follows. Take an arbitrary arc xy ∈ A(D) (yx ∈ A(D)) and let
a ∈ L(x). If there is no out-neighbor (in-neighbor) of a in L(y) then remove a from L(x).
Repeat this until a list becomes empty or no more changes can be made. Note that if we
end up with an empty list after arc consistency then there is no homomorphism of D to H.

Let a1, a2, a3, . . . , ap be a min-max-ordering < of the target digraph H. Define ℓ+(i)
to be the smallest subscript j such that aj is an out-neighbor of ai (and ℓ−(i) to be the
smallest subscript j such that aj is an in-neighbor of ai).

Consider the following linear program. For every vertex v of D and every vertex ai of H
define variable vi. We also define variable vp+1 for every v ∈ D whose value is set to zero.

min
∑
v,i
c(v, ai)(vi − vi+1)

subject to: vi ≥ 0 (C1)
v1 = 1 (C2)
vp+1 = 0 (C3)
vi+1 ≤ vi (C4)
vi+1 = vi if ai ̸∈ L(v) (C5)
ui ≤ vl+(i) ∀uv ∈ A(D) (C6)
vi ≤ ul−(i) ∀uv ∈ A(D) (C7)

Table 6.1: LP with constraint set S

Let us denote the set of constraints of the above LP by S. In what follows, we prove that
there is a one-to-one correspondence between integer solutions of S and homomorphisms
from D to H when H admits a min-max-ordering.

Theorem 6.3.1. If digraph H admits a min-max-ordering, then there is a one-to-one cor-
respondence between homomorphisms of D to H and integer solutions of S.

Proof. For homomorphism f : D → H, if f(v) = at we set vi = 1 for all i ≤ t, otherwise
we set vi = 0. We set v1 = 1 and vp+1 = 0 for all v ∈ V (D). Now all the variables are
nonnegative and we have vi+1 ≤ vi. Note that if ai ̸∈ L(v) then f(v) ̸= ai and we have
vi − vi+1 = 0. It remains to show that ui ≤ vl+(i) for every uv arc in D. Suppose for
contradiction that ui = 1 and vl+(i) = 0 and let f(u) = ar and f(v) = as. This implies that
ur = 1, whence i ≤ r; and vs = 1, whence s < l+(i). Since aial+(i) and aras both are arcs of
H with i ≤ r and s < l+(i), the fact that H has a min-ordering implies that aias must also
be an arc of H, contradicting the definition of l+(i). The proof for vi ≤ ul−(i) is analogous.

Conversely, if there is an integer solution for S, we define a homomorphism f as follows:
we let f(v) = ai when i is the largest subscript with vi = 1. We prove that this is indeed
a homomorphism by showing that every arc of D is mapped to an arc of H. Let uv be an
arc of D and assume f(u) = ar, f(v) = as. We show that aras is an arc in H. Observe that
1 = ur ≤ vl+(r) ≤ 1 and 1 = vs ≤ ul−(s) ≤ 1, therefore we must have vl+(r) = ul−(s) = 1.
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Since r and s are the largest subscripts such that ur = vs = 1 then l+(r) ≤ s and l−(s) ≤ r.
Since aral+(r) and al−(s)as are arcs of H, we must have the arc aras, as H admits a max-
ordering.

Furthermore, f(v) = ai if and only if vi = 1 and vi+1 = 0, so, c(v, ai) contributes to the
sum if and only if f(v) = ai.

We have translated the minimum cost homomorphism problem to a linear program. In
fact, this linear program corresponds to a minimum cut problem in an auxiliary network,
and can be solved by network flow algorithms [95, 162]. In [103], a similar result to Theorem
6.3.1 was proved for the MinHOM(H) problem on undirected graphs when target the graph
H is bipartite and admits a min-max-ordering. We shall enhance the above system S to
obtain an approximation algorithm for the case where H is only assumed to have a min-
ordering.

6.4 LP for digraphs with a min-ordering

In the rest of the section assume lists are not empty. Moreover, non-empty lists guarantee
a homomorphism when H admits a min-ordering. For the sake of completeness we present
the proof of the following lemma. The argument is simple and perhaps could have appeared
in earlier literature.

Lemma 6.4.1 ([105]). Let H be a digraph that admits a min-ordering. If all the lists are
non-empty after arc consistency, then there exists a homomorphism from D to H.

Proof. Let a1, a2, . . . , ap be a min-ordering of H. For every vertex x of D, define f(x) = ai

where ai is the smallest element (according to the ordering) in L(x). We show that f is a
homomorphism from D to H. Let xy be an arc of D. Suppose f(x) = ai and f(y) = aj .
Because of the arc-consistency, there exist aj′ in L(y) such that aiaj′ ∈ A(H) and there
exists ai′ ∈ L(x) such that ai′aj ∈ A(H). Note that j ≤ j′ and i ≤ i′. Since a1, a2, . . . , ap is
a min-ordering, then aiaj ∈ A(H) and f(x)f(y) ∈ A(H).

Suppose a1, a2, · · · , ap is a min-ordering of H. Let E′ denote the set of all the pairs
(ai, aj) such that aiaj is not an arc of H, but there is an arc aiaj′ of H with j′ < j and an
arc ai′aj of H with i′ < i. Let E = A(H) and define H ′ to be the digraph with vertex set
V (H) and arc set E ∪ E′. Note that E and E′ are disjoint sets.

Observation 6.4.2. The ordering a1, a2, · · · , ap is a min-max-ordering of H ′.

Proof. We show that for every pair of arcs e = aiaj′ and e′ = ai′aj in E ∪ E′, with i′ < i

and j′ < j, both g = aiaj and g′ = ai′aj′ are in E ∪E′. If both e and e′ are in E, g ∈ E ∪E′

and g′ ∈ E.
If only one of the arcs e, e′, say e, is in E′, there is a vertex aj′′ with aiaj′′ ∈ E and

j′′ < j′, and a vertex ai′′ with ai′′aj′ ∈ E and i′′ < i. Now, ai′aj and aiaj′′ are both in E,
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so g ∈ E ∪ E′. We may assume that i′′ ̸= i′, otherwise g′ = ai′′aj′ ∈ E. If i′′ < i′, then
g′ ∈ E ∪ E′ because ai′aj′′ ∈ E; and if i′′ > i′, then g′ ∈ E because ai′aj ∈ E.

If both edges e, e′ are in E′, then the earliest out-neighbor of ai and earliest in-neighbor
of aj in E imply that g ∈ E∪E′, and the earliest out-neighbors of ai′ and earliest in-neighbor
of aj′ in E imply that g′ ∈ E ∪ E′.

Observation 6.4.3. Let e = aiaj ∈ E′. Then ai does not have any out-neighbor in H after
aj, or aj does not have any in-neighbor in H after ai.

Observation 6.4.3 easily follows from the fact that H has a min-ordering. Since H ′ has
a min-max-ordering, we can form system of linear inequalities S, for H ′ as described in
Section 6.3. Homomorphisms of D to H ′ are in a one-to-one correspondence with integer
solutions of S, by Theorem 6.3.1. However, we are interested in homomorphisms of D to
H, not H ′. Therefore, we shall add further inequalities to S to ensure that we only admit
homomorphisms from D to H, i.e., avoid mapping arcs of D to the arcs in E′. For every
arc e = aiaj ∈ E′ and every arc uv ∈ A(D), by Observation 6.4.3, two of the following set
of inequalities will be added to S (i.e. either (C8), (C11) or (C9), (C10)).

vj ≤ us + ∑
t<i

ataj∈E
at∈L(u)

(ut − ut+1) if as ∈ L(u) is the first in-neighbor of aj after ai (C8)

vj ≤ vj+1 + ∑
t<i

ataj∈E
at∈L(u)

(ut − ut+1) if aj has no in-neighbor after ai (C9)

ui ≤ vs + ∑
t<j

aiat∈E
at∈L(v)

(vt − vt+1) if as ∈ L(v) is the first out-neighbor of ai after aj (C10)

ui ≤ ui+1 + ∑
t<j

aiat∈E
at∈L(v)

(vt − vt+1) if ai has no out-neighbor after aj (C11)

Table 6.2: Extension of S

Additionally, for every pair (x, y) ∈ V (D) × V (D) consider a list L(x, y) of possible
pairs (a, b), a ∈ L(x) and b ∈ L(y). Perform pair consistency procedure as follows. Consider
three vertices x, y, z ∈ V (D). For (a, b) ∈ L(x, y) if there is no c ∈ L(z) such that (a, c) ∈
L(x, z) and (c, b) ∈ L(z, y) then remove (a, b) from L(x, y). Repeat this until a pair list
becomes empty or no more changes can be made. Here, we assume that after pair consistency
procedure no pair list is empty, as otherwise there is no homomorphism of D toH. Therefore,
by pair consistency, add the following constraints for every u ̸= v in V (D) and ai ∈ L(u):

ui − ui+1 ≤
∑
j:

(ai,aj)∈L(u,v)

(vj − vj+1) (C12)
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Lemma 6.4.4. If H admits a min-ordering, then there is a one-to-one correspondence
between homomorphisms of D to H and the integer solutions of the extended system S.

Proof. In the proof of Theorem 6.3.1 we shown that from an integer solution for S, one can
obtained a homomorphism from D to H ′. Let f be such a homomorphism. We show that f is
a homomorphism from D to H. Let uv be an arc of D and let f(u) = ai, f(v) = aj . We have
ui = 1, ui+1 = 0, vj = 1, vj+1 = 0, and for all ataj ∈ E with t < i we have ut−ut+1 = 0. We
show that aiaj ∈ E. If it is not the case, then either constraints (C8),(C9) or constraints
(C10),(C11) should hold in the LP. Consider the former case. If as is the first in-neighbor
of aj after ai, then we will also have us = 0, and so inequality (C8) fails. Else, if aj has no
in-neighbor after ai, then inequality (C9) fails. The other case is similar.

Conversely, suppose f is a homomorphism of D to H (i.e., f maps the edges of D to the
edges in E). We show that the inequalities hold. For a contradiction, assume that the first
inequality fails (the other inequalities are similar). This means that for some arc uv ∈ A(D)
and some edge aiaj ∈ E′, we have vj = 1, us = 0, and the sum of (ut − ut+1) = 0, summed
over all t < i such that at is an in-neighbor of aj . The latter two facts easily imply that
f(u) = ai. Since aj has an in-neighbor after ai, Observation 6.4.3 tells us that ai has no
out-neighbors after aj , whence f(v) = aj and thus aiaj ∈ E, contradicting the fact that
aiaj ∈ E′. Note that if there is a homomorphism from D to H then inequality (C12) is a
necessary condition for having such a homomorphism.

6.5 Approximation for digraphs with a min-ordering

In what follows, we describe our approximation algorithm for MinHOM(H) where the fixed
digraph H has a min-ordering. We start off with an overview of our algorithm. The proofs
of the correctness and approximation bound are postponed for the later subsections.

Let D be the input digraph together with a costs function c, and let H be a fixed target
digraph H, let a1, · · · , ap be a min-ordering of the vertices of H. Algorithm 3, first constructs
digraph H ′ from H as explained in Section 6.4. By Observation 6.4.2, a1, . . . , ap is a min-
max-ordering for H ′. By Lemma 6.4.4, the integral solutions of the extended LP are in one-
to-one correspondence to homomorphisms from D to H. At this point, our algorithm will
minimize the cost function over extended S in polynomial time using a linear programming
algorithm. This will generally result in a fractional solution (Even though the original system
S is known to be totally unimodular [95, 162] and hence has integral optima, we have added
inequalities, thus losing this advantage). We will obtain an integer solution by a randomized
procedure called rounding. Choose, uniformly at random, a random variable X ∈ [0, 1], and
define the rounded values u′

i = 1 when ui ≥ X (ui is the returned value by the LP), and
u′
i = 0 otherwise. It is easy to check that the rounded values satisfy the original inequalities,

i.e., correspond to a homomorphism f of D to H ′.
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Now the algorithm will modify the solution f to become a homomorphism from D

to H, i.e., to avoid mapping the arcs of D to the arcs in E′. This will be accomplished
by another randomized procedure, which we call Shift. We choose, uniformly at random,
another random variable Y ∈ [0, 1], which will guide the shifting. Let F denote the set of
all arcs in E′ to which some arcs of D are mapped by f . If F is empty, we need no shifting.
Otherwise, let aiaj be an arc of F . Since F ⊆ E′, Observation 6.4.3 implies that either aj
has no in-neighbor after ai or ai has no out-neighbor after aj . Suppose the first case happens
(the shifting process is similar in the other case).

Consider a vertex v in D such that f(v) = aj (i.e. v′
j = 1 and v′

j+1 = 0) and v has
an in-neighbor u in D with f(u) = ai (i.e. u′

i = 1 and u′
i+1 = 0). For such a vertex v,

let Sv = {at1 , at2 , . . . , atk} be the set of all vertices at with t < j such that aiat ∈ E and
at ∈ L(v). We will show in Lemma 6.5.1 that Sv is not empty. Suppose Sv consists of at
with subscripts t ordered as t1 < t2 < · · · < tk. The algorithm now selects one vertex from
this set as follows. Let Pv,t = vt−vt+1

Pv
, where

Pv =
∑
t<j

aiat∈E
at∈L(v)

(vt − vt+1).

Note that Pv > 0 because of constraints (C9) and (C10). Then atq is selected if
q∑
p=1

Pv,tp <

Y ≤
q+1∑
p=1

Pv,tp . Thus a concrete at is selected with probability Pv,t, which is proportional to

the difference of the fractional values vt− vt+1. When the selected vertex is at, we shift the
image of the vertex v from aj to at, and set v′

r = 1 if r ≤ t, else set v′
r = 0. Note that at

is before aj in the min-ordering2. Now we might need to shift images of the neighbors of v.
In this case, repeat the shifting procedure for neighbors of v. This processes continues in a
Breadth-first search (BFS) like manner, until no more shift is required (see Figure 6.1 for
an illustration). Note that a vertex might be visited multiple times in procedure shift while
a pair (v, ai) ∈ V (D)× V (H) is considered at most one time.

Lemma 6.5.1. During procedure Shift, the set of indices t1 < · · · < tk considered in Line
19 of the Algorithm 3 is non-empty.

Proof. In procedure Shift, consider vz such that f(v)f(z) ̸∈ E(H ′) and f(v) = at and
f(z) = al. This means 0 < vt − vt+1, and together with constraint (C12), it implies

0 < vt − vt+1 ≤
∑
j:

(at,aj)∈L(v,z)

(zj − zj+1).

2The images are always shifted towards smaller elements.
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Therefore, there must be an index l′ such that (at, al′) ∈ L(v, z). It remains to show that al′
appears before al in the min-ordering. There are two cases to consider. First is f(v) is set
to at in rounding step (Line 5). Second is image of v was shifted from aj to at in procedure
Shift.

For the first case, note that, since f is a homomorphism from D to H ′, atal ∈ E(H ′) \
E(H). Arc vz is mapped to atal in rounding step (Line 5) according to random variable X.
Note that, during procedure Shift, we do not map any arc of D to edges in E(H ′) \E(H).
Therefore, we have X ≤ vt, zl. Consider the situation where al has no in-neighbor after at.
Let as be the first out-neighbor of at after al, then we have zs < X ≤ vt. This together with
inequality (C10) implies that

0 <
∑
l′<l

atal∈E
al′ ∈L(z)

(zl′ − zl′+1).

Hence, there exists an index l′ < l as we wanted. The argument for the case where at has
no out-neighbor after al is similar.

For the second case, before mapping v to at, there was an index aj such that at < aj .
There are two cases regarding ajal. Either it is in E(H) or it is in E(H ′) \ E(H). In
both cases, al′ must appear before al as otherwise, min-max-ordering implies atal ∈ E(H ′),
contradicting our assumption.

Lemma 6.5.2. Procedure shift runs in polynomial time and returns a homomorphism
from D to H ′.

Proof. It it easy to see that, if there exists a homomorphism from D to H, then there is a
homomorphism from D to H that maps every vertex of D to the smallest vertex in its list
(Lemma 6.4.1). We show that a sequence of shifting, either stops at some point, or it keeps
shifting to a smaller vertex in each list. In the latter case, after finite (polynomially many)
steps, we end up mapping every vertex of D to the smallest vertex in its list.

Consider an arc vz ∈ A(D). Suppose f(v) = at and f(z) = al. Assume that we have
shifted the image of v from at to at′ ∈ L(v) where at′ is before at in the min-ordering. If
at′al is in E(H) then we do not have to shift the image of z. Note that, since at′ is in L(v)
then it has to have an out-neighbor in L(z). Let say al′ ∈ L(z) is an out-neighbor of at′ . If
al′ is after al in the min-ordering then it implies at′al′ ∈ A(H). Else, al′ is before al in the
min-ordering and we shift the image of z to a smaller vertex in its list.

Lemma 6.5.2 shows that this shifting modifies the homomorphism f , and hence, the
corresponding values of the variables. Namely, v′

t+1, . . . , v
′
j are reset to 0, keeping all other

values the same. Note that these modified values still satisfy the original set of constraints
S, i.e., the modified mapping is still a homomorphism from D to H ′.
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We repeat the same process for the next v with these properties, until no edge of D is
mapped to an edge in E′. Each iteration involves at most |V (H)| · |V (D)| shifts. After at
most |E′| iterations, no edge of D is mapped to an edge in F and we no longer need to
shift. See Figure 6.1 for an example. Next theorem follows from Lemma 6.5.1 and 6.5.2.

Theorem 6.5.3. Algorithm 3, in polynomial time, returns a homomorphism of D to H.

Algorithm 3 Approximation MinHOM(H)
1: procedure Approx–MinHOM(H)
2: Construct H ′ from H (as in Section 6.3)
3: Let uis be the (fractional) values returned by the extended LP
4: Choose a random variable X ∈ [0, 1]
5: For all uis: if X ≤ ui let u′

i = 1, else let u′
i = 0

6: Let f(u) = ai where i is the largest subscript with u′
i = 1 ▷ f is a homomorphism

from D to H ′

7: Choose a random variable Y ∈ [0, 1]
8: while ∃uv ∈ A(D) such that f(u)f(v) ∈ A(H ′) \A(H) do
9: if f(v) does not have an in-neighbor after f(u) then

10: Shift(f, v)
11: else if f(u) does not have an out-neighbor after f(v) then
12: Shift(f, u)
13: return f ▷ f is a homomorphism from D to H

14: procedure Shift(f, x)
15: Let Q be a Queue, Q.enqueue(x)
16: while Q is not empty do
17: v ← Q.dequeue()
18: for uv ∈ A(D) with f(u)f(v) ̸∈ A(H) or vu ∈ A(D) with f(v)f(u) ̸∈ A(H) do

▷ Here we assume the first condition hold, the other case is similar
▷ Plus, we assume f(v) does not have an in-neighbor after f(u)

19: Let t1 < · · · < tk be indices so that atj < f(v), atj ∈ L(v), f(u)atj ∈ A(H)

20: Let Pv ←
j=k∑
j=1

(vtj − vtj+1) and Pv,t ← (vt − vt+1) / Pv

21: if
q∑
p=1

Pv,tp < Y ≤
q+1∑
p=1

Pv,tp then

22: f(v)← atq , set v′
i = 1 for 1 ≤ i ≤ tq, and set v′

i = 0 for tp < i

23: for vz ∈ A(D) (zv ∈ A(D)) with f(v)f(z) ̸∈ A(H) (f(z)f(v) ̸∈ A(H)) do
24: Q.enqueue(z)
25: return f ▷ f is a homomorphism from D to H ′

Example 6.5.4 (Figure 6.1: two examples for Algorithm 3). In the right example, the
target digraph is H1 and the input is D1. The right digraphs (D1, H1) both can be view as
bipartite graphs and 1, 2, 3, 4, 5, 6, 7 is a min-ordering of H. When x is mapped to 3 and w

is mapped to 6 then the algorithm should shift the image of w from 6 to 5 and since 35
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Figure 6.1: Two examples for Algorithm 3.

is an arc there is no need to shift the image of y. In the left example, the target digraph
is H and the input is D. In H, 1, 2, 3, 4, 5, 6, 7, 8 is a min-ordering and 24 is a missing arc.
Suppose x is mapped to 2, y to 4, w to 7, z to 8, u to 5 and v to 2. Then we should shift
the image of y to 3 and then w to 6 and z to 6 and then u to 3 and v to one of the 1, 2.

6.5.1 Analyzing the approximation Ratio

We now claim that, the cost of this homomorphism is at most |V (H)|2 times the minimum
cost of a homomorphism. Let w denote the value of the objective function with the fractional
optimum ui, vj , and w′ denote the value of the objective function with the final values u′

i, v
′
j ,

after the rounding and all the shifting. Also, let w∗ be the minimum cost of a homomorphism
of D to H. Obviously, w ≤ w∗ ≤ w′.

We now show that the expected value of w′ is at most a constant times w. Let us focus
on the contribution of one summand, say v′

t − v′
t+1, to the calculation of the cost.

In any integer solution, v′
t−v′

t+1 is either 0 or 1. The probability that v′
t−v′

t+1 contributes
to w′ is the probability of the event that v′

t = 1 and v′
t+1 = 0. This can happen in the

following situations:

1. v is mapped to at by rounding, and is not shifted away. In other words, we have v′
t = 1

and v′
t+1 = 0 after rounding, and these values do not change by procedure Shift.

2. v is first mapped to some aj , j > t, by rounding, and then re-mapped to at by proce-
dure Shift.

Lemma 6.5.5. The expected contribution of one summand, say v′
t − v′

t+1, to the expected
cost of w′ is at most |V (H)|2c(v, at)(vt − vt+1).

Proof. Vertex v is mapped to at in two cases. The first case is where v is mapped to at by
rounding Line 5, and is not shifted away. In other words, we have v′

t = 1 and v′
t+1 = 0 after
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rounding, and these values do not change by procedure Shift. Hence, for this case we have:

P[f(v) = at] = P[vt+1 < X ≤ vt] · P[v is not shifted in procedure Shift]

≤ vt − vt+1

Whence this situation occurs with probability at most vt − vt+1, and the expected contri-
bution is at most c(v, at)(vt − vt+1).

Second case is where f(v) is set to at during procedure Shift. The algorithm calls Shift
if there exists u0u1 ∈ A(D) such that f(u0)f(u1) ∈ E(H ′) \ E(H) (Line 8). Let us assume
it calls Shift(f, u1). Procedure Shift modifies images of vertices u1, u2, · · · . Consider the
last time that Shift changes image of v. Note that u1, · · · , uk = v is an oriented walk,
meaning that there is an arc between every two consecutive vertices of the sequence and
the uis are not necessarily distinct.

We first compute the contribution for a fixed j, that is the contribution of shifting v

from a fixed aj to at. We use induction on k. Consider the simplest case where k = 1.
In this case v is first mapped to aj , j > t, by rounding, and then re-mapped to at during
procedure Shift. This happens if there exist i and u such that uv is an arc of D mapped
to aiaj ∈ E′, and then the image of v is shifted to at (at < aj in the min-ordering), where
aiat ∈ E = A(H). In other words, we have u′

i = v′
j = 1 and u′

i+1 = v′
j+1 = 0 after rounding

(Line 5); and then v is shifted from aj to at. Therefore,

P[u′
i = v′

j = 1, u′
i+1 = v′

j+1 = 0] = P[max{ui+1, vj+1} < X ≤ min{ui, vj}]

= min{ui, vj} −max{ui+1, vj+1}

≤ vj − vj+1

≤
∑
t<j

aiat∈E
at∈L(v)

(vt − vt+1) = Pv

The last inequality is because aj has no in-neighbor after ai and it follows from inequal-
ity (C9). Having uv mapped to aiaj in the rounding step, we shift v to at with probability
Pv,t = (vt−vt+1)

Pv
. Note that the upper bound Pv is independent from the choice of u and

ai. Therefore, for a fixed aj , the probability that v is shifted from aj to at is at most
vt−vt+1
Pv

· Pv = vt − vt+1.
For k > 1, consider oriented walk u0, · · · , uk = v. Before calling Shift(f, u1), this walk

is mapped to some vertices in H. Without loss of generality, let us assume these vertices are
a0, a1, · · · , ak. Note that ais may not be distinct. Once again we compute the contribution
for a fixed k = j, that is the contribution of shifting v from a fixed ak = aj to at. First, we
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give an upper bound on the probability of existence of such a situation after rounding step
(Line 5),

P[u0
0

′ = · · · = ukk
′ = 1, u0

1
′ = · · · = ukk+1

′ = 0]

= P[max{u0
1, · · · , ukk+1} < X ≤ min{u0

0, · · · , ukk}]

= min{u0
0, · · · , ukk} −max{u0

1, · · · , ukk+1}

≤ (ukk)− ukk+1

= vj − vj+1

≤
∑
t<k−1

ak−1at∈A(H)
at∈L(uk−1)

(uk−1
t − uk−1

t+1 )

= Pv

Now the algorithm calls Shift(f, u1) and, in procedure Shift, images of u1, u2, · · · , uk =
v are changed in this order. We are interested in probability of mapping v from fixed
ak = aj to at. Analyzing the situation for u1 is the same as the case for k = 2. As induction
hypothesis, assume for u1, · · · , uk−1, the probability that the algorithm shifts image of ui

to some ai is at most uii − uii+1, particularly for uk−1 = u. At this point f(u) = ai and
f(v) = ak. Note that aiak is not an edge in H, as otherwise no change is required for
image of v. Here, the algorithm chooses at where at ∈ L(v), at < ak and aiat ∈ E(H) with
probability

vt − vt+1∑
j<k

aiaj∈A(H)
aj∈L(v)

(vj − vj+1)

It remains to argue that

ui − ui+1 ≤
∑
j<k

aiaj∈A(H)
aj∈L(v)

(vj − vj+1).

Having that gives us the probability of shifting v from aj to at is at most vt − vt+1.
Observe that ai does not have any neighbor as after ak. This is because ak−1ak, aias ∈

A(H ′) and the min-ordering implies aiak ∈ A(H) which contradicts our assumption. Thus,
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by inequality (C11), we get

ui − ui+1 ≤
∑
j<k

aiaj∈A(H)
aj∈L(v)

(vj − vj+1)

This completes this part of the proof.
Let L(v) = {av1 · · · , avk}. Clearly, during procedure Shift, image of v can be shifted to

avi from any of vertices avi+1, · · · , avk. For any fixed aj ∈ {avi+1, · · · , avk}, this shift is initiated
from vertices in V (H) that are incident with some edges in E′, and reaches to aj to shift
image of v. Shifting of image of v happens because of missing edges from aj that is at most
|V (H)| − d+(aj) − d−(aj) ≤ |V (H)| (d+(aj) and d−(aj) are out-degree and in-degree of
aj respectively). Therefore, the contribution of v and avi to the expected value of w′ is at
most (1 + |V (H)|(k− i))c(v, avi )(vav

i
− vav

i+1
) where (vav

i
− vav

i+1
) is the upper bound on the

probability provided before.

Theorem 6.5.6. Algorithm3 returns a homomorphism with expected cost |V (H)|2 times
the optimal cost. The algorithm can be de-randomized to obtain a deterministic |V (H)|2-
approximation algorithm.

Proof. By Lemma 6.5.5 the expected value of w′ is

E[w′] = E

∑
v,i

c(v, ai)(v′
i − v′

i+1)


=
∑
v,i

c(v, ai)E[v′
i − v′

i+1]

≤ |V (H)|2
∑
v,i

c(v, ai)(vi − vi+1)

≤ |V (H)|2w

≤ |V (H)|2w∗.

At this point we have proved that Algorithm 3 produces a homomorphism whose expected
cost is at most |V (H)|2 times the minimum cost. It can be transformed to a deterministic
algorithm as follows. There are only polynomially many values vt (at most |V (D)| · |V (H)|).
When X lies anywhere between two such consecutive values, all computations will remain
the same. Thus we can de-randomize the first phase by trying all these values of X and
choosing the best solution. Similarly, there are only polynomially many values of the partial
sums

p∑
i=1

Pu,ti (again at most |V (D)|·|V (H)|), and when Y lies between two such consecutive
values, all computations remain the same. Thus we can also de-randomize the second phase
by trying all possible values and choosing the best. Since the expected value is at most
|V (H)|2 times the minimum cost, this bound also applies to this best solution.
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6.6 Approximation for digraphs with a k-min-ordering

Digraphs admitting k-min-ordering (k > 1) do not admit a min-ordering or a conservative
majority polymorphism. However, this does not rule out the possibility of a constant factor
approximation algorithm. We show that they are in fact DAT-free digraphs and the List
Homomorphism problem is polynomial time solvable for this class of digraphs.

It turns out that digraphs admitting a k-min-ordering do not contain a DAT. Further-
more, List Homomorphism problem is polynomial time solvable for this class of digraphs
(Lemmas 6.6.2 and 6.6.1).

In the rest of this section −→Ck denotes an induced directed cycle with vertices {0, 1, . . . , k−
1} and the arc set {01, 12, . . . , (k − 2)(k − 1), (k − 1)0}.

Lemma 6.6.1. Let H be a digraph that admits a k-min-ordering. Then LHOM(H) is
polynomial time solvable.

Proof. Let D,H,L be an instance of LHOM(H) where D is the input digraph and L is the
set of lists, i.e. for every x ∈ V (D), L(x) ⊆ V (H). We run the arc consistency procedure
and suppose the lists are not empty after the arc consistency procedure. Let V0, V1, . . . , Vk−1

be the sets of vertices of H according to the k-min-ordering <. We also note that if there
exists a homomorphism ϕ : V (D)→ V (H), then D must be homomorphic to −→Ck because H
is homomorphic to −→Ck. This means the vertices of D are partitioned into D0, D1, . . . , Dk−1

where the arcs of D go from some Di to Di+1, 0 ≤ i ≤ k−1 (sum modulo k). For simplicity
we may assume that D is weakly connected; i.e. the underlying graph of D is connected.
Moreover, without loss of generality let x be an arbitrary vertex in D0 (D0 is not empty).
Now the vertices of D0 are mapped to some Vℓ, for some 0 ≤ ℓ ≤ k − 1. In other words,
L(x) ∩ Vℓ ̸= ∅.

Now for every y ∈ Dj+ℓ and every 0 ≤ j ≤ k, set f(y) to be the smallest element in
L(y) ∩ Vj+ℓ according to <. Observe that the restriction of < on Vi ∪ Vi+1, 0 ≤ i ≤ k − 1,
is a min-ordering. Suppose yz is an arc of D with y ∈ Dj+ℓ and z ∈ Dj+ℓ+1. We show that
f(y)f(z) is an arc of H. Suppose f(y) = a and f(z) = b. Since we run the arc-consistency
procedure, there exists some element b′ ∈ L(z) ∩ Vℓ+j+1 such that ab′ ∈ A(H), and there
exists some a′ ∈ L(y) ∩ Vℓ+j+1 so that a′b ∈ A(H). The ordering < on Vℓ+j ∪ Vℓ+j+1 is a
min-ordering, and hence, ab is an arc of H.

Lemma 6.6.2. Let H be a digraph that admits a k-min-ordering. Then H does not contain
a DAT.

Proof. It was shown in [108] that digraph H1 is DAT-free if and only if V (H1) × V (H1)
can be partitioned into two sets Vf , Vg where there exist two polymorphisms f, g over H1

such that f is a semilattice on Vf and g is a majority over Vg. Let V0, V1, . . . , Vk−1 be the
vertices of H according to the k-min-ordering <. Define the binary polymorphism f over
H as follows.
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1. f(x, y) = f(y, x) = x when x, y ∈ Vi and x < y (in the ordering <),

2. f(x, y) = x, f(y, x) = y when x ∈ Vi and y ∈ Vj , 0 ≤ i ̸= j ≤ k − 1,

3. f(x, x) = x for every x ∈ V (H).

First we show that f is a polymorphism on H and it is semilattice on Vf = {(x, y) |
x, y ∈ Vi, 0 ≤ i ≤ k − 1}. Let xy, x′y′ ∈ A(H) where x, y ∈ Vi and x′, y′ ∈ Vi+1. Now
f(x, y)f(x′, y′) ∈ A(H) because between Vi, Vi+1 we have a min-ordering, implying that f is
a polymorphism. It is also easy (since < is min-ordering) to see that f is associative. Now,
define the ternary polymorphism g over H as follows :

1. g(x, y, z) = x when x, y, z ∈ Vi,

2. g(x, y, z) = x when x ∈ Vi, y ∈ Vj , z ∈ Vℓ and i, j, ℓ are all distinct,

3. g(x, y, z) = g(z, x, y) = g(x, z, y) = g(z, y, x) = g(y, z, x) = g(y, x, z) = x when
x, y ∈ Vi, x < y (in the ordering <), and z ∈ Vj , i ̸= j,

4. g(x, y, z) = g(z, x, y) = g(x, z, y) = g(z, y, x) = g(y, z, x) = g(y, x, z) = y when
x, y ∈ Vi, y < x, and z ∈ Vj , i ̸= j,

5. g(x, x, y) = g(x, y, x) = g(y, x, x) = x when x ∈ Vi and y ∈ Vj , i ̸= j,

6. g(x, x, x) = x for all x ∈ V (H).

We show that g is a polymorphism over H, and show that it is a majority polymorphism
over the pairs in Vg = {(x, y) | x ∈ Vi, y ∈ Vj , i ̸= j}. By definition, we need to show that

∀xx′, yy′, zz′ ∈ A(H) =⇒ g(x, y, z)g(x′, y′, z′) ∈ A(H)

Case 1. If x, y, z all belong to the same Vi, then x′, y′, z′ ∈ Vi+1, and hence, by definition

g(x, y, z)g(x′, y′, z′) = xx′ ∈ A(H).

Case 2. If x, y, z belong to three different partite sets, then x′, y′, z′ belong to three distinct
partite sets, and hence,

g(x, y, z)g(x′, y′, z′) = xx′ ∈ A(H).

Case 3. If x, y belong to Vi (possibly x = y) and z ∈ Vj , then x′, y′ ∈ Vi+1 and z′ ∈ Vj+1.
When x < y and x′ < y′, then by definition g(x, y, z)g(x′, y′, z′) ∈ A(H). Now suppose
that x < y and y′ < x′. Since < is a min-ordering on Vi, Vi+1, we have xy′ ∈ A(H),
and hence,

g(x, y, z)g(x′, y′, z′) = xy′ ∈ A(H).
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By symmetry, the other remaining cases can be handled similarly.

Theorem 6.6.3. There is a |V (H)|2-approximation algorithm for MinHOM(H) when the
target digraph H admits a k-min-ordering, k > 1.

Proof. Let V0, V1, . . . , Vk−1 be a partition of the vertices of H according to the k-min-
ordering; i.e. every arc of H is from a vertex in Vl to a vertex in Vl+1, 0 ≤ k−1 (sum module
k). Clearly a mapping g : V (H)→ −→Ck with g(a) = l when a ∈ Vl, l ∈ {0, 1, . . . , k − 1}, is a
homomorphism from H to −→Ck

Let D be the input digraph together with the costs. Observe that if D is homomorphic
to H, then D must be homomorphic to −→Ck. We may assume that D is weakly connected.
Otherwise, each weakly connected component of D is treated separately.

Let x be a fixed vertex in D and let ψℓ be a homomorphism from D to −→Ck where
ψℓ(x) = ℓ, ℓ ∈ {0, 1, . . . , k− 1}. We design an approximation algorithm for MinHOM(H) in
which x is mapped to Vi of H. In order to find the approximation algorithm for MinHOM(H)
for the given digraph D, we consider each homomorphism ψℓ(x) = ℓ, ℓ ∈ {0, 1, . . . , k−1} and
find an approximation algorithm from D to H corresponding to ψℓ and output the one with
best performance. For simplicity of notations we work with ϕ = ψ0. Let U0, U1, U2, . . . , Uk−1

be the partition of the vertices in D under ϕ, i.e. ϕ−1(ℓ) = Uℓ.
Consider the following LP with set of constraint called S. For every u ∈ Uℓ and every ai ∈

Vℓ, ℓ ∈ {0, 1, . . . , k} define variable 0 ≤ ui ≤ 1. For every vertex ai ∈ Vj , j ∈ {0, 1, . . . , k−1},
let ℓ+(i) be the first bi′ ∈ Uj+1 in the ordering < such that aibi′ ∈ A(H) and let ℓ−1(i) be
the first cr ∈ Vj−1 in the ordering < such that crai ∈ A(H).

min
∑

ℓ∈{0,1,...,k−1}
v∈Uℓ,i∈Vℓ

c(v, ai)(vi − vi+1)

subject to: vi ≥ 0 (A1)
v1 = 1 ∀ℓ and every v ∈ Uℓ, ai ∈ Vℓ (A2)
vp+1 = 0 |V (H)| = p (A3)
vi+1 ≤ vi ∀ℓ and every v ∈ Uℓ, ai ∈ Vℓ (A4)
vi+1 = vi if ai ̸∈ L(v) (A5)
ui ≤ vl+(i) ∀ uv ∈ A(D) (A6)
vi ≤ ul−(i) ∀ uv ∈ A(D) (A7)

Let a1, a2, . . . , ap be the vertices in Vℓ according to the k-min-ordering <, and let
b1, b2, . . . , bq be the vertices in Vℓ+1 according to <.

Let E = A(H) and define H ′ to be the digraph with vertex set V (H) and arc set E∪E′.
Here E′ is the set of arcs added into A(H) so that the resulting digraph admit a k-min-
max-ordering. Note that E and E′ are disjoint sets. Let E′

ℓ denote the set of all the pairs
(ai, bj) ∈ Vℓ × Vℓ+1 such that aibj is not an arc of H, but there is an arc aibj′ of H with
j′ < j and an arc ai′bj of H with i′ < i. Observe that E′ = ⋃ℓ=k−1

ℓ=0 E′
ℓ.
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For every arc e = aiaj ∈ E′
ℓ and every arc uv ∈ A(D), u ∈ Uℓ, v ∈ Uℓ+1 two of the

following set of inequalities is added to S (i.e. either (A8), (A9) or (A10), (A11)).

vj ≤ us + ∑
at∈L(u)
atbj∈Eℓ
t<i

(ut − ut+1) if as is the first in-neighbor of bj after ai (A8)

vj ≤ vj+1 + ∑
at∈L(u)
atbj∈Eℓ
t<i

(ut − ut+1) if bj has no in-neighbor after ai (A9)

ui ≤ vs + ∑
bt∈L(v)
aibt∈Eℓ
t<j

(vt − vt+1) if bs is the first out-neighbor of ai after bj (A10)

ui ≤ ui+1 + ∑
bt∈L(v)
aibt∈Eℓ
t<j

(vt − vt+1) if ai has no out-neighbor after bj (A11)

Moreover, by pair consistency, we can add the following constraints for every u ∈ Uℓ

and every v ∈ Uℓ′ in V (D) and ai ∈ L(u):

ui − ui+1 ≤
∑
j:

(ai,bj)∈L(u,v)

(vj − vj+1) (A12)

By similar argument as in the previous section, one can show the following. There is a
one-to-one correspondence between the homomorphisms from D to H, and integer solutions
of the extended system S.

In what follows we outline the process of rounding the fractional values of the LP to
obtain an integral solution, and hence, a homomorphism from D to H (see fig. 6.2). In the
first stage of the algorithm, we use a random variable X ∈ [0, 1] and round the fractional
values according to X. This means, if ui < X then u′

i is set to zero, otherwise we set u′
i = 1.

The intention is to map v to vertex ai of H when u′
i = 1 and u′

i+1 = 0. However, we may
set u′

i = v′
j = 1, u′

i+1 = v′
j+1 = 0 where u ∈ Uℓ, v ∈ Uℓ+1, ai ∈ Vℓ, bj ∈ Vℓ + 1 and aibj ∈ E′

ℓ,
i.e. aibj is not an arc of H but it is one of the added arcs into H. In other words, what
we have obtained would not be a homomorphism, and hence, we have to fix this partial
integral assignment. To keep track of fixings, we may assume sum i+ j is maximum.

We may assume that bj does not have any in-neighbor in Vℓ after ai. Now we use a
random variable Y ∈ [0, 1] to select an out-neighbor bt ∈ Vℓ+1 of ai before (in the ordering
<) bj and shift the image of v from bj to bt. The vertex bt is selected according to random
variable Y with the same rule as the one described in Section 6.5 (see the description after
Lemma 6.5.1). However, this could force us to shift the image of some out-neighbor of v, say
w ∈ Vℓ+2 (subscript in modulo k). Therefore, we deploy a BFS search (applying a version
of shift procedure in Algorithm 3 ) to fix the images of the vertices of D that may need
to be changed because of the initial change in shifting the image of v to bt (see the Figure
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6.2). We use the same strategy as used in the case of the min-ordering to round the values
of S and obtain an integral solution.

x

y

z

w

u v

1

2

3

4

5

6

7

8

9

Input digraph D Target digraph H

Figure 6.2: An illustration of the algorithm for k-min-ordering.

Example 6.6.4 (Figure 6.2: an illustration of the algorithm for k-min-ordering). In digraph
H, 1, 2, 3, 4, 5, 6, 7, 8, 9 is a 3-min-ordering. The dash arcs are the missing arcs. Suppose after
the first step of rounding u′

2 = v′
5 = z′

7 = 1, v′
6 = u′

3 = z′
9 = 0. Then the algorithm shift the

image of v from 5 to 4 and consequently the image of z from 8 to 7.

6.7 A dichotomy for graphs

Feder and Vardi [78] proved that if a graph H admits a conservative majority polymorphism,
then LHOM(H) is polynomial time solvable. Later, Feder et al., [76] showed that LHOM(H)
is polynomial time solvable if and only if H is a bi-arc graph. Bi-arc graphs are defined as
follows.

Let C be a circle with two specified points p and q on C. A bi-arc is an ordered pair of
arcs (N,S) on C such that N contains p but not q, and S contains q but not p. A graph
H is a bi-arc graph if there is a family of bi-arcs {(Nx, Sx) : x ∈ V (H)} such that, for any
x, y ∈ V (H), not necessarily distinct, the following hold:

– if x and y are adjacent, then neither Nx intersects Sy nor Ny intersects Sx;

– if x and y are not adjacent, then both Nx intersects Sy and Ny intersects Sx.

We shall refer to {(Nx, Sx) : x ∈ V (H)} as a bi-arc representation of H. Note that a
bi-arc representation cannot contain bi-arcs (N,S), (N ′, S′) such that N intersects S′ but
S does not intersect N ′ and vice versa. Furthermore, by the above definition a vertex may
have a self loop.

Theorem 6.7.1 ([29, 76]). A graph admits a conservative majority polymorphism if and
only if it is a bi-arc graph.
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Definition 6.7.2 (G∗). Let G = (V,E) be a graph. Let G∗ be a bipartite graph with partite
sets V, V ′ where V ′ is a copy of V . Two vertices u ∈ V , and v′ ∈ V ′ of G∗ are adjacent in
G∗ if and only if uv is an edge of G.

A circular arc graph is a graph that is the intersection graph of a family of arcs on a
circle. We interpret the concept of an intersection graph literally, thus any intersection graph
is automatically reflexive (i.e. there is a loop at every vertex), since a set always intersects
itself. A bipartite graph whose complement is a circular arc graph, is called a co-circular
arc graph. Note that co-circular arc graphs are irreflexive, meaning no vertex has a loop.

Lemma 6.7.3. Let H∗ be the bipartite graph constructed from a bi-arc graph H, according
to Definition 6.7.2. Then the following hold.

– H∗ is a co-circular arc graph.

– H∗ admits a min-ordering.

Proof. It is easy to see that H∗ is a co-circular arc graph. From a bi-arc representation
{(Ni, Si) : i ∈ V (H)} of H, we obtain a co-circular arc representation of H∗ by choosing
the arc Ni, i ∈ H for vertex i ∈ H∗ and arc Si for vertex i′ ∈ H∗. A bipartite graph admits
a min-ordering if and only if it is co-circular arc graph [103]. H∗ is a co-circular arc graph,
and hence, it admits a min-ordering.

Let H be a bi-arc graph, with vertex set I, and let H∗ = (I, I ′) be the bipartite graph
constructed from H according to Definition 6.7.2. Let a1, a2, . . . , ap be an ordering of the
vertices in I and b1, b2, . . . , bp be an ordering of the vertices of I ′. Note that each ai has a
copy bπ(i) in {b1, b2, . . . , bn} where π is a permutation on {1, 2, 3, . . . , p}. By Lemma 6.7.3,
let us assume a1, a2, . . . , ap, b1, b2, . . . , bp is a min-ordering for H∗.

Let G be the input graph with vertex set V and a cost function c. Construct G∗ from G

with vertex set V ∪V ′ as in Definition 6.7.2. Now construct an instance of the MinHOM(H∗)
for the input graph G∗ and set c(v′, bπ(i)) = c(v, ai) for v ∈ V , v′ ∈ V ′. Further, make H∗ a
digraph by orienting all its edges from I to I ′, and similarly make G∗ a digraph by orienting
all its edges from V to V ′. The following lemma immediately follows from the construction
of H∗ and G∗.

Lemma 6.7.4. There exists a homomorphism f : G → H with cost C if and only if there
exists homomorphism f∗ : G∗ → H∗ with cost 2C such that, if f∗(v) = ai then f∗(v′) = bj

with j = π(i).

We first perform the arc-consistency and pair-consistency procedures for the vertices in
G∗. Note that if L(u) contains element ai then L(u′) contains bπ(i) and when L(u′) contains
some bj then L(u) contains aπ−1(j). Next, we define the system of linear equations Ŝ∗ with

156



the same construction as in Sections 6.3, 6.4. Equivalently, one can use the LP formulation
in [103]. However, for the sake of completeness we present the entire LP in this section.

Consider the following linear program. For every vertex v ∈ V from G∗ = (V, V ′) and
every vertex ai ∈ I from H∗ = (I, I ′) define variable vi. For every vertex v′ ∈ V ′ from
G∗ and every vertex bi ∈ I ′ from H∗ define variable v′

i. We also define variable vp+1 for
every v ∈ V whose value is set to zero. Now the goal is to minimize the following objective
function:

min
∑
v,i
c(v, ai)(vi − vi+1) + ∑

v′,j
c(v′, bj)(v′

j − v′
j+1)

subject to: vi, v
′
π(i) ≥ 0 (CM1)

v1 = v′
1 = 1 (CM2)

vp+1 = 0 (CM3)
vi+1 ≤ vi and v′

π(i)+1 ≤ v
′
π(i) (CM4)

vi+1 = vi and v′
π(i)+1 = v′

π(i) if ai ̸∈ L(v) (CM5)
ui ≤ v′

l+(i) ∀ uv′ ∈ A(G∗) (CM6)
v′
i ≤ ul−(i) ∀ uv′ ∈ A(G∗) (CM7)
ui − ui+1 = u′

π(i) − u
′
π(i)+1 ∀u, u′ ∈ G∗, ∀ai, bπ(i) ∈ H∗ (CM8)

Let E′ denote the set of all the pairs (ai, bj) such that aibj is not an arc of H∗, but there
is an arc aibj′ of H∗ with j′ < j and an arc ai′bj of H∗ with i′ < i. Let E = A(H∗) and
define H ′∗ to be the digraph with vertex set V (H∗) and arc set E ∪ E′. Note that E and
E′ are disjoint sets. For every arc e = aibj ∈ E′ and every arc uv ∈ A(G∗), by Observation
6.4.3, two of the following set of inequalities will be added to Ŝ∗ (i.e. either (CM9), (CM12)
or (CM10), (CM11)).

v′
j ≤ us + ∑

at∈L(u)
atbj∈E
t<i

(ut − ut+1) if as is the first in-neighbor of bj after ai (CM9)

v′
j ≤ v′

j+1 + ∑
at∈L(u)
atbj∈E
t<i

(ut − ut+1) if bj has no in-neighbor after ai (CM10)

ui ≤ v′
s + ∑

bt∈L(v′)
aibt∈E
t<j

(v′
t − v′

t+1) if bs is the first out-neighbor of ai after bj (CM11)

ui ≤ ui+1 + ∑
bt∈L(v′)
aibt∈E
t<j

(v′
t − v′

t+1) if ai has no out-neighbor after bj (CM12)

Lemma 6.7.5. If H is a bi-arc graph, then there is a one-to-one correspondence between
homomorphisms from G to H and integer solutions of Ŝ∗.

Proof. For homomorphism f : G→ H, if f(v) = at we set vi = 1 for all i ≤ t, otherwise we
set vi = 0, we also set v′

j = 1 for all j ≤ π(i) and v′
j+1 = 0 where π(i) = j. We set v1 = 1,
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v′
1 = 1 and vp+1 = v′

p+1 = 0 for all v, v′ ∈ V (G∗). Now all the variables are non-negative
and we have vi+1 ≤ vi and v′

j+1 ≤ v′
j . Note that by this assignment constraint (CM12)

is satisfied. It remains to show that ui ≤ v′
l+(i) for every arc uv′ ∈ A(G)∗ Suppose for

contradiction that ui = 1 and v′
l+(i) = 0 and let f(u) = ar and f(v) = as. This implies

that ur = 1, whence i ≤ r; and v′
s = 1, whence s < l+(i). Since aibl+(i) and arbs both are

arcs of H∗ with i ≤ r and s < l+(i), the fact that H∗ has a min-ordering implies that aibs
must also be an arc of H∗, contradicting the definition of l+(i). The proof for v′

j ≤ ul−(i) is
analogous.

Conversely, suppose there is an integer solution for Ŝ∗. First we define a homomorphism
g : G∗ → H∗ as follows : let g(u) = ai where i is the largest subscript with vi = 1, and
g(v′) = bj when j is the largest subscript with vj = 1. We prove that this is indeed a
homomorphism by showing that every arc of G∗ is mapped to an arc of H∗. Let uv′ be an
arc of G∗ and assume g(u) = ar, g(v′) = bs We show that arbs is an arc in H∗. Observe
that, by (CM6) and (CM7), 1 = ur ≤ v′

l+(r) ≤ 1 and 1 = v′
s ≤ ul−(s) ≤ 1, therefore we must

have v′
l+(r) = ul−(s) = 1. Since r and s are the largest subscripts such that ur = v′

s = 1
then l+(r) ≤ s and l−(s) ≤ r. Since arbl+(r) and al−(s)bs are arcs of H∗, we must have the
arc arbs in H∗ because H∗ admits a min-ordering. Furthermore, g(u) = ai if and only if
ui = 1 and ui+1 = 0, so, c(u, ai) contributes to the sum if and only if g(u) = ai and c(v′, bj)
contributes to the sum if and only if g(v′) = bj .

Now let f(u) = ai when g(u) = ai. We show that if uv is an esge of G then f(u)f(v)
is an edge of H. Since g is a homomorphism from G∗ to H∗, g(u)g(v′) ∈ A(H∗). Suppose
g(v′) = bj . This means ui = v′

j = 1, ui+1 = v′
j+1 = 0. Now by constraint (CM12), we have

vπ−1(j) = 1, and vπ−1(j)+1 = 0, and hence, we have f(v) = aπ−1(j). Now by definition of H∗,
aiaπ−1(j) is an arc of H because aibj is an arc of H∗. Furthermore, f(u) = ai if and only if
ui = 1 and ui+1 = 0, so, c(u, ai) contributes to the sum if and only if f(u) = ai.

Once again we round an optimal fractional solution of Ŝ∗, using random variable X ∈
[0, 1]. Let F be a mapping form V (G∗) to V (H∗) obtained after rounding. We propose
an algorithm that modifies F and achieves a homomorphism f : G → H (i.e. an integral
solution that satisfies Ŝ∗).

Theorem 6.7.6. There exists a randomized algorithm that modifies F and obtain a homo-
morphism f : G → H. Moreover, the expected cost of the homomorphism returned by this
algorithm is at most 2|V (H)| ·OPT .

Proof. For every variable ui, u ∈ V (G∗), set ûi = 1 if X ≤ ui else ûi = 0. Similarly for
every v′

j , v′ ∈ V (G∗), set v̂′
j = 1 if X ≤ v′

j else v̂′
i = 0. The algorithm has two stages after

rounding the variables using random variable X.

Stage 1. Fixing the arcs uv′ of G∗ that have been mapped to non-arcs aibj of H∗:
Suppose for some arc uv′ of G∗, ûi = 1, ûi+1 = 0, v̂′

j = 1, v̂′
j+1 = 0. By Observation 6.4.3,
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either bj has no in-neighbor after ai or ai has no out-neighbor after bj . Suppose the former
is the case. We also note that because of the constrains (CM5), (CM6), aibj is one of the
arcs that should be added into H∗ in order to obtain a min-max-ordering for H ′∗. Suppose,
for edge uv′ ∈ A(G∗), F(u) = ai,F(v) = aj where aiaj ∈ E′; i.e. aibπ(j) ̸∈ A(H∗). We may
assume that aiaj is the first such non-edge in H when we look at the min-ordering of H∗.

Choose a random variable Y ∈ [0, 1], which will guide us to shift the image of v′ from
bj to some bt where aibt ∈ E, and bt appears before bj in the min-ordering of H∗. Consider
the set of such bts ( by definition of the min-ordering of H∗, this set is non-empty), and
suppose it consists of bt with subscripts t ordered as t1 < t2 < . . . tk. Let Pv′,t = v′

t−v′
t+1

Pv′

with Pv′ = ∑
aibt∈E(H∗), t<j

(v′
t−v′

t+1). Select btq if
q∑
p=1

Pv′,tp < Y ≤
q+1∑
p=1

Pv′,tp . Thus, a concrete

bt is selected with probability Pv′,t, which is proportional to the difference of the fractional
values v′

t − v′
t+1. Observe that there is no need to shift the image of some vertex w which

is an in-neighbor of v′ from its current value to some other vertex (because of shifting the
image of v).

Now we note that the probability of shifting the image of some v′ from bj to bt is at
most v′

t − v′
t+1. Note that as long as such arcs uv′ exists, we repeat the shifting procedure.

At the end of this stage we have obtained a homomorphism f∗ from G∗ to H∗.

Stage 2. Making the assignment consistent with respect to both orderings: We
say a vertex u ∈ V of G∗ = (V, V ′) is unstable if ûi = 1, ûi+1 = 0, and û′

q = 1, û′
q+1 = 0 with

q ̸= π(i). Now we start a BFS in V (G∗) and continue as long as there exists an unstable
vertex u in G∗. We start from the biggest subscripts i for which there exists an unstable u
with ûi = 1, ûi+1 = 0. We put all such vertices u with respect to index i in a queue. During
the BFS, one of the following is performed:

1. shift the image of u′ from bq to bπ(i).

2. shift the image of u from ai to aπ−1(q).

As a consequence of the above actions we would have the following cases:

Case 1. We change the image of u′ from bq to bπ(i) (with ûi = 1, ûi+1 = 0), and there
exists some uv′ such that v̂j = v̂′

ℓ = 1 and v̂j+1 = v̂′
ℓ+1 = 0 with ℓ = π(j).

We note that aibπ(j) is an arc because uv′ is an arc, and hence, ajbπ(i) is an arc of H∗.
This would mean there is no need to shift the image of v from aj to something else
(see the Figure 6.3 (a)).

Case 2. We change the image of u′ from bq to bπ(i) (with ûi = 1, ûi+1 = 0). Let j be a
biggest subscript such that there exists some vu′ where v̂j = v̂′

ℓ = 1 and v̂j+1 = v̂′
ℓ+1 =

0 and ℓ ̸= π(j). Note that here j < i. Such vertex v is added into the queue, and once
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Figure 6.3: Illustrating the shifting process in Stage 2 of the algorithm.

we retrieve v from the queue we do the following: Moving the image of v from aj to
aπ−1(ℓ) (see the Figure 6.3 (b)).

Note that aibℓ ∈ A(H∗) because vu′ is an arc of G∗, and hence aπ−1(ℓ)bπ(i) is an arc
of H∗, i.e. aiaℓ is an edge of H.

Case 3. We change the image of v from aj to some aπ−1(ℓ) (with v̂′
ℓ = 1, v̂′

ℓ+1 = 0), and
there exists some vw′ such that ŵt = ŵ′

r = 1 and ŵt+1 = ŵ′
r+1 = 0 with r = π(t). We

note that atbℓ ∈ A(H∗) because v′w is an arc, and hence, aπ−1(ℓ)br is an arc of H∗.
This would mean there is no need to shift the image of w′ to something else.

Case 4. We change the image of v from aj to some aπ−1(ℓ) (with v̂′
ℓ = 1, v̂′

ℓ+1 = 0) Let
r be a biggest subscripts such that there exists some vw′ where ŵt = ŵ′

r = 1 and
ŵt+1 = ŵ′

r+1 = 0 with r ̸= π(t), t < i. Such vertex w′ is added into the queue, and
once we retrieve w′ from the queue we do the following: Moving the image of w′ from
br to bπ−1(t).

Note that atbℓ ∈ A(H∗) because wv′ is an arc of G∗. Therefore, aπ−1(ℓ)bπ−1(t) is an
arc of H∗, i.e. an edge of H.

When Case (2) occurs, we continue the shifting. This would mean we may need to shift
the image of some out-neighbor w′ of v accordingly. We continue the BFS from v, and
modify the images of out-neighbors of v, say w′, to be consistent with new image of v. This
means we encounter either case 3 or 4. Suppose ŵ′

t = 1, ŵ′
t+1 = 0 or ŵ′

π(t) = 1, ŵπ(t)+1 = 0.
Then there is no need to change the image of w′. Otherwise, we change the image of w′

from bt to bj where aπ−1(ℓ)bj is an arc of H∗ and we need to consider Cases 3,4 for the
current vertex w. When we are in Case 4, then we would consider Cases 1,2 and proceed
accordingly.

Note that during the BFS, if we encounter a vertex x (x′) that has been visited before,
then we would be at Case 1 or 3 and hence, no further action is needed for in-neighbors
(out-neighbors) of x. We also note that at each step an unstable vertex y is associated to
some aℓ where ℓ is decreasing. Therefore, this procedure would eventually stop, and we no
longer have an unstable vertex y in V .
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Estimating the ratio: Vertex v (v′) is mapped to at (bt) in three situations. The first
scenario is where v is mapped to at by rounding (according to random variable X in Stage
1) and is not shifted away. In other words, we have v̂t = 1 and v̂t+1 = 0 (i.e. vt+1 ≤ X < vt)
and these values do not change by the shifting procedure. Hence, for this case we have:

P[f(v) = at] = P[vt+1 < X ≤ vt]

≤ vt − vt+1

Whence this situation occurs with probability at most vt − vt+1, and the expected contri-
bution is at most c(v, at)(vt − vt+1).
The second scenario is where f(v) is set to at according to random variable Y in Stage 1.
In this case v is first mapped to aj , j > t, by rounding according to variable X and then
re-mapped to at during the shifting according to variable Y . We first compute the expected
contribution for a fixed j, that is the contribution of shifting v from a fixed aj to at.

This happens if there exist i and u′ ∈ V (H∗) such that vu′ is an arc of D∗ mapped to
ajbi ∈ E′, and then the image of v is shifted to at (at < aj in the min-ordering), where
atbi ∈ E = A(H∗). In other words, we have û′

i = v̂j = 1 and û′
i+1 = v̂j+1 = 0 after rounding;

and then v is shifted from aj to at. Therefore,

P[û′
i = v̂j = 1, û′

i+1 = v̂j+1 = 0] = P[max{u′
i+1, vj+1} < X ≤ min{u′

i, vj}]

= min{u′
i, vj} −max{u′

i+1, vj+1}

≤ vj − vj+1

≤
∑
t<j

atbi∈E
at∈L(v)

(vt − vt+1)

= Pv

The last inequality is because aj has no out-neighbor after bi and it follows from inequal-
ity (CM9). Having vu′ mapped to ajbi in the rounding step, we shift v to at with prob-
ability Pv,t = (vt−vt+1)

Pv
. Note that the upper bound Pv is independent from the choice of

u and bi. Therefore, for a fixed aj , the probability that v is shifted from aj to at is at
most vt−vt+1

Pv
· Pv = vt − vt+1. There are at most |V (H)| of such bi’s, (causing the shift to

aj) and hence, the expected contribution of vt − vt+1 to the objective function is at most
|V (H)|c(v, t)(vt − vt+1).
The third scenario is when the image of v is shifted from some aj to at in the second Stage
of the shifting . More precisely, when one of the actions 1,2 occurs.

This happens because the image of v′ has been shifted from bq to bπ(t) in Stage 2
according to variables X or Y (i.e. BFS). As we argued, in the previous scenarios, the
overall expected value of shifting v′ from bq to bπ(t) is |V (H)|c(v, t)(v′

π(t) − v
′
π(t)+1). Since
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vt − vt+1 = v′
π(t) − v′

π(t)+1, the overall expected value of shifting v to at is |V (H)|(vt −
vt+1). In conclusion, the expected contribution of vt − vt+1 to the objective function is
2|V (H)|c(v, t)(vt − vt+1).

We remark that, as in the proof of Theorem 6.5.6, the above algorithm can be de-
randomized. By Lemma 6.7.3 and Theorem 6.7.6 we obtain the following classification
theorem.

Theorem 6.7.7. If H admits a conservative majority polymorphism, then MinHOM(H)
has a (deterministic) 2|V (H)|-approximation algorithm, otherwise, MinHOM(H) is inap-
proximable unless P = NP.
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Chapter 7

Sparsification of submodular
functions

7.1 Introduction

Submodularity allows one to efficiently find provably (near-)optimal solutions. In particular,
a wide range of efficient approximation algorithms have been developed for maximizing or
minimizing submodular functions subject to different constraints. Unfortunately, these al-
gorithms require number of function evaluations which in many data intensive applications
are infeasible or extremely inefficient. Fortunately, several submodular optimization prob-
lems arising in machine learning have structure that allows solving them more efficiently.
A novel class of submodular functions are decomposable submodular functions. These are
functions that can be written as sums of several “simple” submodular functions, i.e.,

F (S) =
N∑
i=1

fi(S) ∀S ⊆ E,

where each fi : 2E → R is a submodular function on the ground set E with |E| = n.
Decomposable submodular functions encompass many of the examples of submodular

functions studied in the context of machine learning as well as economics. For example, they
are extensively used in economics in the problem of welfare maximization in combinatorial
auctions [64, 80, 81, 180, 216].

Example 7.1.1 (Welfare maximization). Let E be a set of n resources and a1, . . . , aN

be N agents. Each agent has an interest over subsets of resources which is expressed as a
submodular function fi : 2E → R. The objective is to select a small subset of resources that
maximizes the happiness across all the agents, the “social welfare”. More formally, the goal
is to find a subset S ⊆ E of size at most k that maximizes F (S) = ∑N

i=1 fi(S), where k is
a positive integer.
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Decomposable submodular functions appear in various machine learning tasks such as
data summarization, where we seek a representative subset of elements of small size. This
has numerous applications, including exemplar-based clustering [65, 88], image summariza-
tion [209], recommender systems [182], and document and corpus summarization [152]. The
problem of maximizing decomposable submodular functions has been studied under differ-
ent constraints such as cardinality and matroid constraints in various data summarization
settings [167, 169, 170], and differential privacy settings [49, 171, 188].

In many of these applications, the number of underlying submodular functions are too
large (i.e., N is too large) to even fit in the main memory, and building a compressed repre-
sentation that preserves relevant properties of the submodular function is appealing. This
motivates us to find a sparse representation for a decomposable submodular function F . In
this chapter, we propose a simple and very effective algorithm that yields a sparse and accu-
rate representation of a decomposable submodular function. To the best of our knowledge
this work is the first to study sparsification of decomposable submodular functions.

7.1.1 Overview of our contributions

General setting. Given a decomposable submodular function F = ∑N
i=1 fi, we present

a randomized algorithm that yields a sparse representation that approximates F . Our algo-
rithm chooses each submodular function fi with probability proportional to its “importance”
in the sum ∑N

i=1 fi to be in the sparsifier. Moreover, each selected submodular function will
be assigned a weight which also is proportional to its “importance”. We prove this simple
algorithm yields a sparsifier of small size (independent of N) with a very good approx-
imation of F . Let |B(fi)| denote the number of extreme points in the base polytope of fi,
and B = maxi∈[N ] |B(fi)|.

Theorem 7.1.2. Let F = ∑N
i=1 fi be a decomposable submodular function. For any ϵ > 0,

there exists a vector w ∈ RN with at most O(B·n2

ϵ2 ) non-zero entries such that for the
submodular function F ′ = ∑N

i=1 wifi we have

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S) ∀S ⊆ E.

Moreover, if all fi’s are monotone, then there exists a polynomial-time randomized algorithm
that outputs a vector w ∈ RN with at most O(B·n2.5 logn

ϵ2 ) non-zero entries in expectation
such that for the submodular function F ′ = ∑N

i=1 wifi, with high probability, we have

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S) ∀S ⊆ E.

Remark 7.1.3 (Tightness). The existential result is almost tight because in the special case
of directed graphs, we have maxi |B(fi)| = 2 and it is known that we need Ω(n2) edges to
construct a sparsifier [56].
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Sparsifying under constraints. We consider the setting where we only are interested in
evaluation of F on particular sets. For instance, the objective is to optimize F on subsets of
size at most k, or it is to optimize F over subsets that form a matroid. Optimizing submod-
ular functions under these constraints has been extensively studied and has an extremely
rich theoretical landscape. Our algorithm can be tailored to these types of constraints and
constructs a sparsifier of even smaller size.

Theorem 7.1.4. Let F = ∑N
i=1 fi be a decomposable submodular function. For any ϵ > 0

and a matroid M of rank r, there exists a vector w ∈ RN with at most O(B·r·n
ϵ2 ) non-zero

entries such that for the submodular function F ′ = ∑N
i=1 wifi we have

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S) ∀S ⊆M.

Moreover, if all fi’s are monotone, then there exists a polynomial-time randomized algorithm
that outputs a vector w ∈ RN with at most O(B·r·n1.5 logn

ϵ2 ) non-zero entries in expectation
such that for the submodular function F ′ = ∑N

i=1 wifi, with high probability, we have

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S) ∀S ⊆M.

Applications, speeding up maximization/minimization. Our sparsifying algorithm
can be used as a preprocessing step in many settings in order to speed up algorithms.
To elaborate on this, we consider the classical greedy algorithm of [176] for maximizing
monotone submodular functions under cardinality constraints. We observe that sparsifying
the instance reduces the number of function evaluations from O(knN) to O(Bk2n2

ϵ2 ), which
is a significant speed up when N ≫ n. Regarding minimization, we prove our algorithm
gives an approximation on the Lovász extension, thus it can be used as a preprocessing
step for algorithms working on Lovász extensions such as the ones in [8, 73]. One particular
regime that has been considered in many results is where each submodular function fi

acts on O(1) elements of the ground set which implies B = maxi |B(fi)| is O(1). Using our
sparsifier algorithm as a preprocessing step is quite beneficial here. For instance, it improves
the running time of [8] from Õ(Tmaxflow(n, n+N) log 1

ϵ ) to Õ(Tmaxflow(n, n+ n2

ϵ2 ) log 1
ϵ ). Here,

Tmaxflow(n,m) denotes the time required to compute the maximum flow in a directed graph
of n vertices and m arcs with polynomially bounded integral capacities.

Well-known examples. In practice, the bounds on the size of sparsifiers are often better
than the ones presented in Theorems 7.1.2 and 7.1.4 e.g. B is a constant. We consider several
examples of decomposable submodular functions that appear in many applications, namely,
Maximum Coverage, Facility Location, and Submodular Hypergraph Min Cut problems. For
the first two examples, sparsifiers of size O(n2

ϵ2 ) can be constructed in time linear in N . For
Submodular Hypergraph Min Cut when each hyperedge is of constant size sparsifiers of size
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O(n2

ϵ2 ) exist, and in several specific cases with various applications efficient algorithms are
employed to construct them.

Empirical results. Finally, we empirically examine our algorithm and demonstrate that
it constructs a concise sparsifier on which we can efficiently perform algorithms.

7.1.2 Related work

To the best of our knowledge there is no prior work on sparsification algorithms for decom-
posable submodular functions. However, special cases of this problem have attracted much
attention, most notably cut sparsifiers for graphs. The cut function of a graph G = (V,E)
can be seen as a decomposable submodular function F (S) = ∑

e∈E fe, where fe(S) = 1
if and only if e ∩ S ̸= ∅ and e ∩ (V \ S) ̸= ∅. The problem of sparsifying a graph while
approximately preserving its cut structure has been extensively studied, (See [1, 2, 12, 23]
and references therein.) The pioneering work of Benczúr and Karger [22] showed for any
graph G with n vertices one can construct a weighted subgraph G′ in nearly linear time
with O(n log n/ϵ2) edges such that the weight of every cut in G is preserved within a mul-
tiplicative (1± ϵ)-factor in G′. Note that a graph on n vertices can have N = Ω(n2) edges.
The bound on the number of edges was later improved to O(n/ϵ2) [19] which is tight [3].

A more general concept for graphs called spectral sparsifier was introduced by Spielman
and Teng [201]. This notion captures the spectral similarity between a graph and its spar-
sifiers. A spectral sparsifier approximates the quadratic form of the Laplacian of a graph.
Note that a spectral sparsifier is also a cut sparsifier. This notion has numerous applications
in linear algebra [158, 149, 57, 146], and it has been used to design efficient approximation
algorithms related to cuts and flows [23, 127, 157]. Spielman and Teng’s sparsifier has
O(n logc n) edges for a large constant c > 0 which was improved to O(n/ϵ2) [147].

In pursuing a more general setting, the notions of cut sparsifier and spectral sparsifier
have been studied for hypergraphs. Observe that a hypergraph on n vertices can have expo-
nentially many hyperedges i.e., N = Ω(2n). For hypergraphs, Kogan and Krauthgamer [133]
provided a polynomial-time algorithm that constructs an ϵ-cut sparsifier with O(n(r +
log n)/ϵ2) hyperedges where r denotes the maximum size of a hyperedge. The current best
result is due to [52] where their ϵ-cut sparsifier uses O(n log n/ϵ2) hyperedges and can be con-
structed in time O(Nn2 +n10/ϵ2) where N is the number of hyperedges. Recently, Soma dn
Yoshida [200] initiated the study of spectral sparsifiers for hypergraphs and showed that ev-
ery hypergraph admits an ϵ-spectral sparsifier with O(n3 log n/ϵ2) hyperedges. For the case
where the maximum size of a hyperedge is r, Bansal, Svensson, and Trevisan [12] showed
that every hypergraph has an ϵ-spectral sparsifier of size O(nr3 log n/ϵ2). Recently, this
bound has been improved to O(nr(log n/ϵ)O(1)) and then to O(n(log n/ϵ)O(1)) [125, 126].
This leads to the study of sparsification of submodular functions which is our focus and
provides a unifying framework for these previous works.
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7.2 Preliminaries

For a positive integer n, let [n] = {1, 2, . . . , n}. Let E be a set of elements of size n which
we call the ground set. For a set S ⊆ E, 1S ∈ RE denotes the characteristic vector of S. For
a vector x ∈ RE and a set S ⊆ E, x(S) = ∑

e∈S x(e).

Submodular functions. Let f : 2E → R+ be a set function. We say that f is monotone if
f(S) ≤ f(T ) holds for every S ⊆ T ⊆ E. We say that f is submodular if f(S∪{e})−f(S) ≥
f(T ∪{e})−f(T ) holds for any S ⊆ T ⊆ E and e ∈ E\T . The base polytope of a submodular
function f is defined as

B(f) = {y ∈ RE | y(S) ≤ f(S) ∀S ⊆ E,y(E) = f(E)},

and |B(f)| denotes the number of extreme points in the base polytope B(f).

Definition 7.2.1 (ϵ-sparsifier). Let fi (i ∈ D) be a set of N submodular functions, and
F (S) = ∑

i∈D fi(S) be a decomposable submodular function. A vector w ∈ RN is called an
ϵ-sparsifier of F if, for the submodular function F ′ := ∑

i∈D wifi, the following holds for
every S ⊆ E

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S). (7.1)

The size of an ϵ-sparsifier w, size(w), is the number of indices i’s with wi ̸= 0.

Matroids and matroid polytopes. A pairM = (E, I) of a set E and I ⊆ 2E is called
a matroid if

(1) ∅ ∈ I,

(2) A ∈ I for any A ⊆ B ∈ I, and

(3) for any A,B ∈ I with |A| < |B|, there exists e ∈ B \A such that A ∪ {e} ∈ I.

We call a set in I an independent set. The rank function rM : 2E → Z+ of M is rM(S) =
max{|I| : I ⊆ S, I ∈ I}. An independent set S ∈ I is called a base if rM(S) = rM(E). We
denote the rank of M by r(M). The matroid polytope P(M) ⊆ RE of M is

P(M) = conv{1I : I ∈ I},

where conv denotes the convex hull. Or equivalently [71],

P(M) = {x ≥ 0 : x(S) ≤ rM(S) ∀S ⊆ E} .
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Algorithm 4
Require: Submodular functions fi in dataset D where each fi : {0, 1}E → R, ϵ, δ ∈ (0, 1)

1: w ← 0
2: κ← 3 log(2n+1/δ)/ϵ2
3: for fi in D do
4: pi ← maxA⊆E fi(A)/F (A)
5: κi ← min{1, κ · pi}
6: wi ← 1/κi with probability κi ▷ do nothing with probability 1− κi
7: return w ∈ RD.

Concentration bound. We use the following concentration bound:

Theorem 7.2.2 (Chernoff bound, see e.g. [173]). Let X1, . . . , Xn be independent random
variable in range [0, a]. Let T = ∑n

i=1Xi. Then for any ϵ ∈ [0, 1] and µ ≥ E[T ],

P [|T − E[T ]| ≥ ϵµ] ≤ 2 exp
(
−ϵ

2µ

3a

)
.

7.3 Constructing a sparsifier

In this section, we propose a probabilistic argument that proves the existence of an accurate
sparsifier and turn this argument into an (polynomial-time) algorithm that finds a sparsifier
with high probability.

For each submodular function fi, let

pi = max
A⊆E

fi(A)
F (A) . (7.2)

The values pi’s are our guide on how much weight should be allocated to a submodular
function fi and with what probability it might happen. To construct an ϵ-sparsifier of F ,
for each submodular function fi, we assign weight 1/(κ ·pi) to wi with probability κ ·pi and
do nothing for the complement probability 1− κ · pi (see Algorithm 4). Here κ depends on
n, ϵ and δ where δ is the failure probability of our algorithm. Observe that, for each fi, the
expected weight wi is exactly one. We show that the expected number of entries of w with
wi > 0 is n2 ·maxi∈D |B(fi)|. Let B = maxi∈D |B(fi)| in the rest of this chapter.

Lemma 7.3.1. Algorithm 4 returns w which is an ϵ-sparsifier of F with probability at least
1− δ.

Proof. We prove that for every S ⊆ E with high probability it holds that (1 − ϵ)F ′(S) ≤
F (S) ≤ (1 + ϵ)F ′(S).
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Observe that by our choice of pi and wi we have E[F ′(S)] = F (S), for all subsets S ⊆ E.
Consider a subset Sk. Using Theorem 7.2.2, we have

P
[
|F ′(Sk)− E[F ′(Sk)]| ≥ ϵE[F ′(Sk)]

]
= P

[
|F ′(Sk)− F (Sk)| ≥ ϵF (Sk)

]
(7.3)

≤ 2 exp
(
−ϵ2F (Sk)

3a

)
(7.4)

where a = maxi wifi(Sk). We bound the right hand side of (7.4) by providing an upper
bound for a.

a = max
i

wifi(Sk) = max
i

fi(Sk)
κ · pi

= max
i

fi(Sk)
κ ·max

A⊆E
fi(A)
F (A)

(7.5)

≤ max
i

fi(Sk)
κ · fi(Sk)

F (Sk)

= F (Sk)
κ

(7.6)

Given the above upper bound for a and the inequality in (7.4) yields

P
[
|F ′(Sk)− F (Sk)| ≥ ϵF (Sk)

]
≤ 2 exp

(
−ϵ

2F (Sk)
3a

)

≤ 2 exp
(
− ϵ2F (Sk)

3F (Sk)/κ

)
= 2 exp

(
−κϵ2

3

)
.

Recall that κ = 3 log(2n+1/δ)/ϵ2. Hence, taking a union bound over all 2n possible subsets
yields that Algorithm 4 with probability at least 1−δ returns a spectral sparsifier for F .

Lemma 7.3.2. Algorithm 4 outputs an ϵ-sparsifier with the expected size O(B·n2

ϵ2 ).

Proof. In Algorithm 4, each wi is greater than zero with probability κi and it is zero with
probability 1− κi. Hence,

E[size(w)] =
∑
i∈D

κi ≤ κ
∑
i∈D

pi ≤ O
(
n

ϵ2

)∑
i∈D

pi (7.7)

It suffices to show an upper bound for ∑i∈D pi.

Claim 7.3.3.
∑
i∈D pi ≤ n ·maxi∈D |B(fi)| = n ·B.

Claim 7.3.3 and inequality (7.7) yield the desired bound.
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Lemmas 7.3.1 and 7.3.2 proves the existence part of Theorem 7.1.2. That is, for every
ϵ, δ ∈ (0, 1), there exists an ϵ-sparsifier of size at most O(B·n2

ϵ2 ) with probability at least
1− δ.

Polynomial time algorithm. Observe that computing pi’s (7.2) may not be a polynomial-
time task in general. However, to guarantee that Algorithm 4 outputs an ϵ-sparsifier with
high probability it is sufficient to instantiate it with an upper bound for each pi (see proof
of Lemma 7.3.1). Fortunately, the result of [10] provides an algorithm to approximate the
ratio of two monotone submodular functions.

Theorem 7.3.4 ([10]). Let f and g be two monotone submodular functions. Then there
exists a polynomial-time algorithm that approximates maxS⊆E

f(S)
g(S) within O(

√
n log n) fac-

tor.

Hence, when all fi’s are monotone we can compute p̂i’s with pi ≤ p̂i ≤ O(
√
n log n)pi

in polynomial time which leads to a polynomial-time randomized algorithm that constructs
an ϵ-sparsifier of the expected size at most O(B·n2.5 logn

ϵ2 ). This proves the second part of
Theorem 7.1.2.

As we will see, in various applications, the expected size of the sparsifier is often much
better than the ones presented in this section. Also, we emphasize that once a sparsifier is
constructed it can be reused many times (possibly for maximization/minimization under
several different constraints). Hence computing or approximating pi’s should be regarded
as a preprocessing step, see Example 7.3.5 for a motivating example. Finally, it is straight-
forward to adapt our algorithm to sparsify decomposable submodular functions of the form∑
i∈D αifi, known as mixtures of submodular functions [11, 209].

Example 7.3.5 (Knapsack constraint). Consider the following optimization problem

max
S⊆I
{F (S) :

∑
i∈S

ci ≤ B} (7.8)

where I = {1, . . . , n}, B and ci, i ∈ I, are nonnegative integers. In scenarios where the
items costs ci or B are dynamically changing and F = ∑N

i=1 fi is decomposable, it is quite
advantageous to use our sparsification algorithm and reuse a sparsifier. That is, instead of
maximizing F whenever item costs or B are changed, we can maximize F ′, a sparsification
of F .

7.4 Constructing a sparsifier under constraints

Here we are interested in constructing a sparsifier for a decomposable submodular function
F while the goal is to optimize F subject to constraints. One of the most commonly used
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Algorithm 5
Require: Submodular functions fi : {0, 1}E → R in dataset D, matroid M = (E, I), and

ϵ, δ ∈ (0, 1)
1: w ← 0
2: κ← 3 log(2nr+1/δ)/ϵ2, where r is the rank of M.
3: for fi in D do
4: pi ← maxA∈I fi(A)/F (A)
5: κi ← min{1, κ · pi}
6: wi ← 1/κi with probability κi ▷ do nothing with probability 1− κi
7: return w ∈ RD.

and general constraints are matroid constraints. That is, for a matroid M = (E, I), the
objective is finding S∗ = argmaxS⊆E,S∈I F (S).

In this setting it is sufficient to construct a sparsifier that approximates F only on
independent sets. It turns out that we can construct a smaller sparsifier than the one
constructed to approximate F everywhere. For each submodular function fi, let

pi = max
A∈I

fi(A)
F (A) . (7.9)

Other than different definition for pi’s and different κ, Algorithm 5 is the same as Algo-
rithm 4.

Theorem 7.4.1. Algorithm 5 returns a vector w with expected size at most O(B·r·n
ϵ2 ) such

that, with probability at least 1− δ, for F ′ = ∑
i∈D wifi we have

(1− ϵ)F ′(S) ≤ F (S) ≤ (1 + ϵ)F ′(S) ∀S ⊆M.

Theorem 7.4.1 proves the existence part of Theorem 7.1.4. Algorithm 5 can be turned
into a polynomial-time algorithm if one can approximate pi’s (7.9). By modifying the proof
of Theorem 7.3.4 we prove the following.

Theorem 7.4.2. Let f and g be two monotone submodular functions and M = (E, I) be a
matroid. Then there exists a polynomial-time algorithm that approximates maxS⊆E,S∈I

f(S)
g(S)

within O(
√
n log n) factor.

By this theorem, when all fis are monotone we can compute p̂i’s with pi ≤ p̂i ≤
O(
√
n log n)pi in polynomial time which leads to a polynomial-time randomized algorithm

that constructs an ϵ-sparsifier of the expected size at most O(B·r·n1.5 logn
ϵ2 ). This proves the

second part of Theorem 7.1.4.

171



Algorithm 6
Require: Submodular function F = ∑

i∈D
fi with each fi : {0, 1}E → R, constant k, and

ϵ, δ ∈ (0, 1)
1: Compute F ′ = ∑

i∈D wifi, an ϵ-sparsifier for F .
2: A← ∅.
3: while |A| ≤ k do
4: ai ← argmaxa∈E\A(F ′(A ∪ {a})− F ′(A)).
5: A← A ∪ {ai}.
6: return A.

7.5 Applications

7.5.1 Submodular function maximization with cardinality constraint

Our sparsification algorithm can be used as a preprocessing step and once a sparsifier
is constructed it can be reused many times (possibly for maximization/minimization un-
der several different constraints). To elaborate on this, we consider the problem of max-
imizing a submodular function subject to a cardinality constraint. That is finding S∗ =
argmaxS⊆E,|S|≤k F (S). Cardinality constraint is a special case of matroid constraint where
the independent sets are all subsets of size at most k and the rank of the matroid is k.
A celebrated result of [176] states that for non-negative monotone submodular functions a
simple greedy algorithm provides a solution with (1− 1/e) approximation guarantee to the
optimal (intractable) solution. For a ground set E of size n and a monotone submodular
function F = ∑

i∈D fi, this greedy algorithm needs O(knN) function evaluations to find S of
size k such that F (S) ≥ (1− 1/e)F (S∗). We refer to this algorithm as GreedyAlg. In many
applications where N ≫ n, having a sparsifier is beneficial. Applying GreedyAlg on an
ϵ-sparsifier of size O(Bkn/ϵ2) improves the number of function evaluations to O(Bk2n2/ϵ2)
and yields S of size k such that F (S) ≥ (1 − 1/e − ϵ)F (S∗) with high probability (see
Algorithm 6).

We point out that sampling techniques such as [172, 168] sample elements from the
ground set E rather than sampling from functions f1, . . . , fN . Hence their running time
depend on N , which could be slow when N is large — the regime we care about. Besides,
our algorithm can be used as a preprocessing step for these algorithms. For instance, the
lazier than lazy greedy algorithm [168] requires O(nN log 1

ϵ ) function evaluations. However,
when N is much larger than n it is absolutely beneficial to use our sparsification algorithm
and reduce the number of submodular functions that one should consider.

7.5.2 Two well-known examples

Maximum Coverage problem. Let [N ] be a universe and E = {S1, . . . , Sn} with each
Si ⊆ N be a family of sets. Given a positive integer k, in the Max Coverage problem the
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objective is to select at most k of sets from E such that the maximum number of elements
are covered, i.e., the union of the selected sets has maximal size. One can formulate this
problem as follows. For every i ∈ [N ] and A ⊆ [n] define fi(A) as

fi(A) =

1 if there exists a ∈ A such that i ∈ Sa,

0 otherwise.

Note that fi’s are monotone and submodular. Furthermore, define F : 2n → R+ to be
F (A) = ∑

i∈[N ] fi(A) which is monotone and submodular as well. Now the Max Coverage
problem is equivalent to maxA⊆[n],|A|≤k F (A). For each submodular function fi, the corre-
sponding pi is

pi = max
A⊆[n],|A|≤k

fi(A)
F (A) = max

Sa∈E,i∈Sa

fi({a})
F ({a})

= max
Sa∈E,i∈Sa

1
F ({a}) = max

Sa∈E,i∈Sa

1
|Sa|

.

We can compute all the pi’s in O(∑ |Si|) time, which is the input size. Then we can construct
a sparsifier in O(N) time. In total, the time required for sparsification is O(∑ |Si|+N). On
the other hand, for this case we have

N∑
i=1

pi =
N∑
i=1

max
Sa∈S,i∈Sa

1
|Sa|

≤
n∑
i=1

|Si|
|Si|

= n.

By Lemma 7.3.2, this upper bound provides that our algorithm constructs an ϵ-sparsifier
of size at most O(kn/ϵ2). Algorithm 6 improves the running time of the GreedyAlg from
O(knN) to O(k2n2/ϵ2). Furthermore, Algorithm 6 returns a set A of size at most k such
that (1− 1/e− ϵ)OPT ≤ F (A). (OPT denotes F (S∗) where S∗ = argmaxS⊆E,|S|≤k F (S).)

Facility Location problem. Let I be a set of N clients and E be a set of facilities with
|E| = n. Let c : I × E → R be the cost of assigning a given client to a given facility. For
each client i and each subset of facilities A ⊆ E, define fi(A) = maxj∈A c(i, j). For any
non-empty subset A ⊆ E, the value of A is given by

F (A) =
∑
i∈I

fi(A) =
∑
i∈I

max
j∈A

c(i, j).

For completeness, we define F (∅) = 0. An instance of the Max Facility Location problem is
specified by a tuple (I, E, c). The objective is to choose a subset A ⊆ E of size at most k
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maximizing F (A). For each submodular function fi, the corresponding pi is

pi = max
A⊆E,|A|≤k

fi(A)
F (A) = max

A⊆E,|A|≤k

max
j∈A

c(i, j)

F (A) = max
j∈E

c(i, j)
F ({j})

It is clear that pi’s can be computed in O(|I| · |E|) time, which is the input size. In this
case, we have

∑
i∈I

pi =
∑
i∈I

max
j∈E

c(i, j)
F ({j}) ≤

|E|∑
j=1

∑
i∈I

c(i, j)

F ({j}) =
|E|∑
j=1

F ({j})
F ({j})

= |E| = n.

Hence, by Lemma 7.3.2, our algorithm construct a sparsifier of size O(kn/ϵ2). Algorithm 6
improves the running time of the GreedyAlg from O(knN) to in O(k2n2/ϵ2). Furthermore,
Algorithm 6 returns a set A of size at most k such that (1− 1/e− ϵ)OPT ≤ F (A).

Remark 7.5.1. [153] sparsify an instance of the Facility Location problem by zeroing out
entries in the cost matrix — this is not applicable to the general setting. The runtime of
the GreedyAlg applied on their sparsified instance is O(nN/ϵ). This runtime is huge when
N is large — the regime we care about. Moreover, we can first construct our sparsifier and
apply the algorithm of [153] on it.

7.5.3 Submodular function minimization

Besides the applications regarding submodular maximization, our sparsification algorithm
can be used as a preprocessing step for submodular minimization as well. In many applica-
tions of the submodular minimization problem such as image segmentation [198], Markov
random field inference [83, 134, 215], hypergraph cuts [214], covering functions [203], the
submodular function at hand is a decomposable submodular function. Many of recent ad-
vances on decomposable submodular minimization such as [73, 8] have leveraged a mix of
ideas coming from both discrete and continuous optimization. Here we discuss that our
sparsifying algorithm approximates the so called Lovász extension, a natural extension of a
submodular function to the continuous domain [0, 1]n.

Lovász extension. Let x ∈ [0, 1]n be the vector (x1,x2, . . . ,xn). Let π : [n] → [n] be a
sorting permutation of x1,x2, . . . ,xn, which means if π(i) = j, then xj is the i-th largest
element in the vector x. Hence, 1 ≥ xπ(1) ≥ · · · ≥ xπ(n) ≥ 0. Let xπ(0) = 1 and xπ(n+1) = 0.
Define sets Sπ0 = ∅ and Sπi = {π(1), . . . , π(i)}. The Lovász extension of f is defined as follows
fL(x) = ∑n

i=0(xπ(i) − xπ(i+1))f(Sπi ). It is well-known that fL(x) = maxy∈B(f)⟨y,x⟩.

174



For a decomposable submodular function F = ∑
i∈D fi, its Lovász extension is

FL(x) =
n∑
j=0

∑
i∈D

(xπ(j) − xπ(j+1))fi(Sπj ).

Recall the definition of pi’s (7.2), they can be expressed in an equivalent way in terms of
permutations as follow

pi = max
A⊆E

fi(A)
F (A) = max

π
max
j∈[n]

fi(Sπj )
F (Sπj ) . (7.10)

Furthermore, note that FL(x) is a linear combination of F (S), S ⊆ E. Given these, we
prove Algorithm 4 outputs a sparsifier that not only approximates the function itself but
also approximates its Lovász extension.

Theorem 7.5.2. Algorithm 4 returns a vector w with expected size at most O(B·n2

ϵ2 ) such
that, with probability at least 1− δ, for F ′ = ∑

i∈D wifi it holds that

(1− ϵ)F ′L(x) ≤ FL(x) ≤ (1 + ϵ)F ′L(x) ∀x ∈ [0, 1]n.

Remark 7.5.3 (Relation to spectral sparsification of graphs). The cut function of a graph
G = (V,E) can be seen as a decomposable submodular function F (S) = ∑

e∈E fe, where
fe(S) = 1 if and only if e∩ S ̸= ∅ and e∩ (V \ S) ̸= ∅. The goal of spectral sparsification of
graphs [201] is to preserve the quadratic form of the Laplacian of G, which can be rephrased
as
∑
e∈E f

L
e (x)2. In contrast, our sparsification preserves FL(x) = ∑

e∈E f
L
e (x). Although

we can construct a sparsifier that preserves
∑
e∈E f

L
e (x)2 in the general submodular setting,

we adopted the one used here because, in many applications where submodular functions are
involved, we are more interested in the value of

∑
e∈E f

L
e (x) than

∑
e∈E f

L
e (x)2, and the

algorithm for preserving the former is simpler than that for preserving the latter.

Because our algorithm gives an approximation on the Lovász extension, it can be used
as a preprocessing step for algorithms working on Lovász extensions such as the ones in
[8, 73]. For instance, it improves the running time of [8] from Õ(Tmaxflow(n, n+N) log 1

ϵ ) to
Õ(Tmaxflow(n, n + n2

ϵ2 ) log 1
ϵ ) in cases where each submodular function fi ∈ D acts on O(1)

elements of the ground set which implies B = maxi |B(fi)| is O(1). An example of such
cases is hypergraph cut functions with O(1) sized hyperedges.

Next we discuss several examples for which computing pi’s is a computationally efficient
task, thus achieving a polynomial-time algorithm to construct sparsifiers. Recall that the
cut function of a graph G = (V,E) can be seen as a decomposable submodular function. In
this case, computing each pe for an edge e = st ∈ E is equivalent to finding the minimum
s-t cut in the graph, which is a polynomial time task. A more general framework is the
submodular hypergraph minimum s-t cut problem discussed in what follows.
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Submodular hypergraphs [151, 221]. Let H be a hypergraph with vertex set V and
set of hyperedges E where each hyperedge is a subset of vertices V . A submodular function
fe is associated to each hyperedge e ∈ E. In the submodular hypergraph minimum s-t cut
problem the objective is

minimizeS⊂V
∑
e∈E

fe(e ∩ S) (7.11)

subject to s ∈ S, t ∈ V \ S. This problem has been studied by [213] and its special cases
where submodular functions fe take particular forms have been studied with applications
in semi-supervised learning, clustering, and rank learning (see [151, 213] for more details).
Examples of such special cases include:

• Linear penalty: fe(S) = min{|S|, |e \ S|}

• Quadratic Penalty: fe(S) = |S| · |e \ S|

We refer to Table 1 in [213] for more examples. These examples are cardinality-based, that
is, the value of the submodular function depends on the cardinality of the input set (see
Definition 3.2 of [213]). It is known that if all the submodular functions are cardinality-
based, then computing the s-t minimum cut in the submodular hypergraph can be reduced
to that in an auxiliary (ordinary) graph (Theorem 4.6 of [213]), which allows us to compute
pe’s in polynomial time.

Remark 7.5.4. Our sparsification algorithm can also be used to construct submodular
Laplacian based on the Lovász extension of submodular functions. Submodular Laplacian
was introduced by [221] and has numerous applications in machine learning, including in
learning ranking data, clustering based on network motifs [150], network analysis [220], and
etc.

7.6 Experimental results

In this section, we empirically demonstrate that our algorithm (Algorithm 5) generates a
sparse representation of a decomposable submodular function F : 2E → R+ with which we
can efficiently obtain a high-quality solution for maximizing F . We consider the following
two settings.

Uber pickup. We used a database of Uber pickups in New York city in May 2014
consisting of a set R of 564,517 records1. Each record has a pickup position, longitude and
latitude. Consider selecting k locations as waiting spots for idle Uber drivers. To formalize
this problem, we selected a set L of 36 popular pickup locations in the database, and

1Available at https://www.kaggle.com/fivethirtyeight/uber-pickups-in-new-york-city
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Figure 7.1: Relative performance of the greedy method on sparsifiers.
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Figure 7.2: Relative size of sparsifiers and relative runtime of the greedy method on sparsi-
fiers.

constructed a facility location function F : 2L → R+ as F (S) = ∑
v∈R fv(S), where fv(S) =

maxu∈L d(u, v) − minu∈S d(u, v) and d(u, v) is the Manhattan distance between u and v.
Then, the goal of the problem is to maximize F (S) subject to |S| ≤ k.

Discogs [143]. This dataset provides information about audio records as a bipartite
graph G = (L,R;E), where each edge (u, v) ∈ L× R indicates that a label v was involved
in the production of a release of a style u. We have |L| = 383 and |R| = 243, 764, and |E| =
5, 255, 950. Consider selecting k styles that cover the activity of as many labels as possible.
To formalize this problem, we constructed a maximum coverage function F : 2L → R as
F (S) = ∑

v∈R fv(S), where fv(S) is 1 if v has a neighbor in S and 0 otherwise. Then, the
goal is to maximize F (S) subject to |S| ≤ k.

Figure 7.1 shows the objective value of the solution obtained by the greedy method
on the sparsifier relative to that on the original input function with its 25th and 75th
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percentiles. Although our theoretical results do not give any guarantee when ϵ > 1, we tried
constructing our sparsifier with ϵ > 1 to see its performance. The solution quality of our
sparsifier for Uber pickup is more than 99.9% even when ϵ = 4, and that for Discogs is
more than 90% performance when ϵ ≤ 1.0. The performance for Uber pickup is higher than
that for Discogs because the objective function of the former saturates easily. These results
suggest that we get a reasonably good solution quality by setting ϵ = 1.

Number of functions and speedups. Figure 7.2 shows the size, that is, the number of
functions with positive weights, of our sparsifier relative to that of the original function and
the runtime of the greedy method on the sparsifier relative to that on the original function
with their 25th and 75th percentiles when k = 8. The size and runtime are decreased by
a factor of 30–50 when ϵ = 1. To summarize, our experimental results suggest that our
sparsifier highly compresses the original function without sacrificing the solution quality.
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7.7 Missing proofs

7.7.1 Proof of Claim 7.3.3

Proof.

∑
i∈D

pi =
∑
i∈D

max
A⊆E

fi(A)
F (A) =

∑
i∈D

max
A⊆E

fi(A)∑
j∈D

fj(A)

=
∑
i∈D

max
A⊆E

max
y∈B(fi)

⟨y,1A⟩∑
j∈D

max
y∈B(fj)

⟨y,1A⟩

≤
∑
i∈D

max
A⊆E

∑
y∈B(fi)

⟨y,1A⟩∑
j∈D

1
|B(fj)|

∑
y∈B(fj)

⟨y,1A⟩

≤
∑
i∈D

max
A⊆E

max
e∈A

∑
y∈B(fi)

y(e)∑
j∈D

1
|B(fj)|

∑
y∈B(fj)

y(e)

=
∑
i∈D

max
e∈E

∑
y∈B(fi)

y(e)∑
j∈D

1
|B(fj)|

∑
y∈B(fj)

y(e)

≤
∑
i∈D

∑
e∈E

∑
y∈B(fi)

y(e)∑
j∈D

1
|B(fj)|

∑
y∈B(fj)

y(e)

=
∑
e∈E

∑
i∈D

∑
y∈B(fi)

y(e)∑
j∈D

1
|B(fj)|

∑
y∈B(fj)

y(e)

≤
∑
e∈E

max
j∈D
|B(fj)|

∑
i∈D

∑
y∈B(fi)

y(e)∑
j∈D

∑
y∈B(fj)

y(e)

≤
∑
e∈E

max
j∈D
|B(fj)|

∑
i∈D

∑
y∈B(fi)

y(e)∑
j∈D

∑
y∈B(fj)

y(e)

=
∑
e∈E

max
j∈D
|B(fj)| = n · (max

j∈D
|B(fj)|).

7.7.2 Proof of Theorem 7.4.1

Proof. The proof is almost identical to the proof of Lemma 7.3.1. We prove that for every
S ∈ I with high probability it holds that (1 − ϵ)F ′(S) ≤ FL(S) ≤ (1 + ϵ)F ′(S). Observe
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that by our choice of pi and wi we have E[F ′(S)] = F (S), for all subsets S ∈M. Consider
a subset Sk. Using Theorem 7.2.2, we have

P
[
|F ′(Sk)− E[F ′(Sk)]| ≥ ϵE[F ′(Sk)]

]
(7.12)

= P
[
|F ′(Sk)− F (Sk)| ≥ ϵF (Sk)

]
(7.13)

≤ 2 exp
(
−ϵ2F (Sk)

3a

)
(7.14)

where a = maxi wifi(Sk). We bound the right hand side of (7.14) by providing an upper
bound for a.

a = max
i

wifi(Sk) = max
i

fi(Sk)
κ · pi

= max
i

fi(Sk)
κ ·max

A∈I
fi(A)
F (A)

≤ max
i

fi(Sk)
κ · fi(Sk)

F (Sk)

= F (Sk)
κ

.

Given the above upper bound for a and the inequality in (7.14) yields

P
[
|F ′(Sk)− F (Sk)| ≥ ϵF (Sk)

]
≤ 2 exp

(
−ϵ

2F (Sk)
3a

)

≤ 2 exp
(
− ϵ2F (Sk)

3F (Sk)/κ

)
= 2 exp

(
−κϵ2

3

)

Recall that κ = 3 log(2nr+1/δ)/ϵ2. Note that there are at most nr sets in a matroid of rank
r. Taking a union bound over all nr subsets yields that Algorithm 5 with probability at
least 1− δ returns a sparsifier for F over the matroid. Similar to Lemma 7.3.2, ∑i∈D pi ≤
n · (maxi∈D |B(fi)|), and having κ = 3 log(2nr+1/δ)/ϵ2 gives

E[size(w)] ≤
∑
i

κpi ≤ O
(
rn

ϵ2
·max
i∈D
|B(fi)|

)
.

7.7.3 Proof of Theorem 7.4.2

Proof. The proof is almost the same as that of Theorem 3.5 (Theorem 3.5 in [10]). Therefore,
we only explain modifications we need to handle a matroid constraint.

In the algorithm used in Theorem 3.5, given a monotone modular function f : 2E → R+,
a monotone submodular function g : 2E → R+, and a threshold c ∈ R+, we iteratively solve
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the following problem:

minimize f(X),
subject to g(X) ≥ c.

(7.15)

We say that an algorithm for solving (7.15) a (σ, ρ)-bicriterion algorithm if it outputs X ⊆ E
such that f(X) ≤ σf(X∗) and g(X) ≥ ρc, where X∗ is the optimal solution. It is shown
in [10] that a (σ, ρ)-bicriterion algorithm for constant σ and ρ leads to an O(

√
n log n)-

approximation algorithm for maximizing g(X)/f(X).
If we have an additional matroid constraintM = (E, I), we need a bicriterion algorithm

for the following problem:

minimize f(X),
subject to g(X) ≥ c,

X ∈ I.
(7.16)

To solve (7.16), we consider the following problem.

maximize g(X),
subject to f(X) ≤ d,

X ∈ I.
(7.17)

This problem is a monotone submodular function maximization problem subject to an
intersection of a matroid constraint and a knapsack constraint (recall that f is modular),
and is known to admit α-approximation for some constant α [51]. Then by computing an
α-approximate solution X for every d of the form 2i, and take the minimum d such that
g(X) ≥ α · c, we obtain a (1, α)-bicriterion approximation to (7.16), as desired.

7.7.4 Proof of Theorem 7.5.2

Proof. It follows from the fact that FL(x) is a linear combination of F (S), S ⊆ E. More
precisely, for a decomposable submodular function F = ∑

i∈D fi, its Lovász extension is

FL(x) =
n∑
j=0

∑
i∈D

(xπ(j) − xπ(j+1))fi(Sπj ) (7.18)

=
n∑
j=0

(xπ(j) − xπ(j+1))
∑
i∈D

fi(Sπj ) (7.19)

=
n∑
j=0

(xπ(j) − xπ(j+1))F (Sπj ) (7.20)

Now since our sparsifier approximates F (S) for all subsets S ⊆ E we have
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(1− ϵ)F ′(Sπj ) ≤ F (Sπj ) ≤ (1 + ϵ)F ′(Sπj ) 0 ≤ j ≤ n (7.21)

Finally, (7.20) and (7.21) yield the following

(1− ϵ)F ′L(w) ≤ FL(x) ≤ (1 + ϵ)F ′L(x) ∀x ∈ [0, 1]n.
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Chapter 8

Submodular optimization under
privacy

8.1 Introduction

The need for efficient optimization methods that guarantee the privacy of individuals is wide-
spread across many applications concerning sensitive data about individuals, e.g., medical
data, web search query data, salary data, social networks. Let us motivate privacy concerns
by an example.

Example 8.1.1 (Feature Selection [138, 171]). A sensitive dataset D = {(xi, Ci)}ni=1 consists
of a feature vector xi = (xi(1), . . . ,xi(m)) associated to each individual i together with a
binary class label Ci. The objective is to select a small (e.g., size at most k) subset S ⊆ [m]
of features that can provide a good classifier for C. One particular example for this setting
is determining collection of features such as height, weight, and age that are most relevant
in predicting if an individual is likely to have a particular disease such as diabetes and HIV.
One approach to address the feature selection problem, due to [138], is based on maximizing
a submodular function which captures the mutual information between a subset of features
and the class label of interest. Here, it is important that the selection of relevant features
does not compromise the privacy of any individual who has contributed to the training
dataset.

Differential privacy is a rigorous notion of privacy that allows statistical analysis of sen-
sitive data while providing strong privacy guarantees. Basically, differential privacy requires
that computations be insensitive to changes in any particular individual’s record. A dataset
is a collection of records from some domain, and two datasets are neighboring if they differ
in a single record. Simply put, the requirement for differential privacy is that the compu-
tation behaves nearly identically on two neighboring datasets; Formally, for ϵ, δ ∈ R+, we
say that a randomized computation M is (ϵ, δ)-differentially private if for any neighboring
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datasets D ∼ D′, and for any set of outcomes S ⊆ range(M),

Pr[M(D) ∈ S] ≤ exp(ϵ) Pr[M(D′) ∈ S] + δ.

When δ = 0, we say M is ϵ-differentially private. Differentially private algorithms must be
calibrated to the sensitivity of the function of interest with respect to small changes in the
input dataset.

In this chapter we consider designing a differentially private algorithm for maximiz-
ing nonnegative and monotone submodular functions in low-sensitivity regime. Whilst, a
cardinality constraint (as in Example 8.1.1) is a natural one to place on a submodular
maximization problem, many other problems, e.g., personalized data summarization [170],
require the use of more general types of constraints, i.e., matroid constraints. The problem
of maximizing a submodular function under a matroid constraint is a classical problem [70],
with many important special cases, e.g., uniform matroid (the subset selection problem, see
Example 8.1.1), partition matroid (submodular welfare/partition problem). We consider the
following.

Problem 8.1.2. Given a sensitive dataset D associated to a monotone submodular func-
tion FD : 2E → R+ and a matroid M = (E, I). Find a subset S ∈ I that approximately
maximizes FD in a manner that guarantees differential privacy with respect to the input
dataset D.

Furthermore, we consider a natural generalization of submodular functions, namely,
k-submodular functions. k-submodular function maximization allows for a richer problem
structure than submodular maximization. For instance, coupled feature selection [199], sen-
sor placement with k kinds of measures [179], and influence maximization with k topics can
be expressed as k-submodular function maximization problems. To motivate the privacy
concerns, consider the next example. More examples are given in Section 8.5.2.

Example 8.1.3 (Influence Maximization with k Topics). For k topics, a sensitive dataset
is a directed graph G = (V,E) with an edge probability piu,v for each edge (u, v) ∈ E,
representing the strength of influence from u to v on the i-th topic. The goal is to distribute
these topics to N vertices of the graph so that we maximize influence spread. The problem
of maximizing influence spread can be formulated as k-submodular function maximization
problem [179]. An example for this setting is in viral marketing where dataset consists of a
directed graph where each vertex represents a user and each edge represents the friendship
between a pair of users. Given k kinds of products, the objective is to promote products
by giving (discounted) items to a selected group of influential people in the hope that large
number of product adoptions will occur. Here, besides maximizing the influence spread, it
is important to preserve the privacy of individuals in the dataset.
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Problem 8.1.4. Given a sensitive dataset D associated to a monotone k-submodular func-
tion FD : (k+1)E → R+ and a matroidM = (E, I). Find S = (S1, . . . , Sk) with

⋃
i∈[k] Si ∈ I

that approximately maximizes FD in a manner that guarantees differential privacy with re-
spect to the input dataset D.

8.1.1 Overview of our contributions

Submodular Maximization: For maximizing a nonnegative monotone submodular func-
tion subject to a matroid constraint, we show that a modification of the continuous greedy
algorithm [48] yields a good approximation guarantee as well as a good privacy guaran-
tee. Following the same idea, we maximize the so-called multilinear extension of the input
submodular function in the corresponding matroid polytope, denoted by P(M). However,
in order to greedily choose a direction, it requires to have a discretization of the matroid
polytope. Fortunately, due to [221], an efficient discretization can be achieved. That is, we
can cover a polytope with a small number of balls in polynomial time. Having these in
hand, we prove the following.

Theorem 8.1.5. Suppose FD is monotone with sensitivity ∆ and M = (E, I) is a ma-
troid. For every ϵ > 0, there is an (ϵr(M)2)-differentailly private algorithm that, with high
probability, returns S ∈ I with quality at least (1− 1

e )OPT −O
(√

ϵ+ ∆r(M)|E| ln |E|
ϵ3

)
.

For covering C of P(M), the algorithm in Theorem 8.1.5 makes O(r(M)|E||C|) queries
to the evaluation oracle. We point out that C has a size of roughly |E|1/ϵ2 . In Section 8.4,
we present an algorithm that makes significantly fewer queries to the evaluation oracle.

Theorem 8.1.6. Suppose FD is monotone and has sensitivity ∆ and M = (E, I) is a
matroid. For every ϵ > 0, there is an (ϵr(M)2)-differentailly private algorithm that, with
high probability, returns S ∈ I with quality at least (1− 1

e )OPT−O
(√

ϵ+ ∆r(M)|E| ln(|E|/ϵ)
ϵ3

)
.

Moreover, this algorithm makes at most O(r(M)|E|2 ln |E|
ϵ ) queries to the evaluation oracle.

k-submodular Maximization: To the best of our knowledge, there is no algorithm for
maximizing k-submodular functions concerning differential privacy. We study Problem 8.1.4
in Section 8.5. First, we discuss an (ϵr(M))-differentially private algorithm that uses the
evaluation oracle at most O(kr(M)|E|) times and outputs a solution with quality at least
1/2 of the optimal one.

Theorem 8.1.7. Suppose FD : (k + 1)E → R+ is monotone and has sensitivity ∆. For
any ϵ > 0, there is an O(ϵr(M))-differentially private algorithm that, with high probability,
returns a solution X = (X1, . . . , Xk) ∈ (k + 1)E with

⋃
i∈[k]Xi ∈ I and FD(X) ≥ 1

2OPT−
O(∆r(M) ln |E|

ϵ ) by evaluating FD at most O(kr(M)|E|) times.

This 1/2 approximation ratio is asymptotically tight due to the hardness result in [119].
Applying a sampling technique [168, 171, 179], we propose an algorithm that preserves the
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same privacy guarantee and the same quality as before while evaluating FD almost linear
number of times, namely O

(
k|E| ln r(M) ln r(M)

γ

)
. Here, γ is the failure probability of our

algorithm.

8.1.2 Related work

Gupta et al. [94] considered an important case of Problem 8.1.2 called the Combinato-
rial Public Projects (CPP problem). The CPP problem was introduced by Papadimitriou,
Schapira, and Singer [180] and is as follows. For a data set D = (x1, . . . , xn), each individual
xi submits a private non-decreasing and submodular valuation function Fxi : 2E → [0, 1].
Our goal is to select a subset S ⊆ E of size k to maximize function FD that takes the par-
ticular form FD(S) = 1

n

n∑
i=1

Fxi(S). Note that in this setting, the sensitivity can be always

bounded from above by 1
n . Gupta et al. showed the following.

Theorem 8.1.8 ([94]). For any δ ≤ 1/2, there is an (ϵ, δ)-differentially private algorithm
for the CPP problem under cardinality constraint that, with high probability, returns a so-
lution S ⊆ E of size k with quality at least (1− 1

e )OPT−O(k ln (e/δ) ln |E|
ϵ ).

There are many cases which do not fall into the CPP framework. For some problems, in-
cluding feature selection via mutual information (Example 8.1.1), the submodular function
FD of interest depends on the dataset D in ways much more complicated than averaging
functions associated to each individual. Unfortunately, the privacy analysis of Theorem 8.1.8
heavily relies on the assumption that the input function FD = 1

n

∑n
i=1 Fxi(S) is the aver-

age of Fxi ’s, and does not directly generalize to arbitrary submodular functions. Using a
composition theorem for differentially private mechanisms, Mitrovic et al. [171] proved the
following

Theorem 8.1.9 ([171]). Suppose FD is monotone and has sensitivity ∆. For any ϵ > 0,
there is a (kϵ)-differentially private algorithm that, with high probability, returns S ⊆ E of
size k with quality at least

(
1− 1

e

)
OPT−O

(
∆k ln |E|

ϵ

)
.

In the same work [171], authors considered matroid constraints and more generally p-
extendable constraints.

Theorem 8.1.10 ([171]). Suppose FD is monotone with sensitivity ∆ and let M = (E, I)
be a matroid. Then for any ϵ > 0, there is an (ϵr(M))-differentially private algorithm that,
with high probability, returns a solution S ∈ I with quality at least 1

2OPT−O
(

∆r(M) ln |E|
ϵ

)
.

k-submodular Maximization: The terminology for k-submodular functions was first in-
troduced in [117] while the concept has been studied previously in [54]. Note for k = 1 the
notion of k-submodularity is the same as submodularity. For k = 2, this notion is known
as bisubmodularity. Bisubmodularity arises in bicooperative games [27] as well as variants
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of sensor placement problems and coupled feature selection problems [199]. For uncon-
strained nonnegative k-submodular maximization, [217] proposed a max{1/3, 1/(1 + a)}-
approximation algorithm where a = max{1,

√
(k − 1)/4}. The approximation ratio was

improved to 1/2 in [119]. They also provided k/(2k − 1)-approximation for maximiza-
tion of monotone k-submodular functions. The problem of maximizing a monotone k-
submodular function was considered in [179] subject to different constraints. They gave
a 1/2-approximation algorithm for total size constraint, i.e., |⋃i∈[k]Xi| ≤ N , and 1/3-
approximation algorithm for individual size constraints, i.e., |Xi| ≤ Ni for i = 1, . . . , k. [195]
proved that 1/2-approximation can be achieved for matroid constraint, i.e., ⋃i∈[k]Xi ∈ I.

8.2 Preliminaries

Multilinear extension. The multilinear extension f : [0, 1]E → R of a set function
F : 2E → R is

f(x) =
∑
S⊆E

F (S)
∏
e∈S

x(e)
∏
e ̸∈S

(1− x(e)).

There is a probabilistic interpretation of the multilinear extension. Given x ∈ [0, 1]E we
can define X to be the random subset of E in which each element e ∈ E is included
independently with probability x(e) and is not included with probability 1−x(e). We write
X ∼ x to denote that X is a random subset sampled this way from x. Then we can simply
write f as

f(x) = EX∼x[F (X)].

Observe that for all S ⊆ E we have f(1S) = F (S). The following is well known:

Proposition 8.2.1 ([48]). Let f : [0, 1]E → R be the multilinear extension of a monotone
submodular function F : 2E → R. Then

1. f is monotone, meaning ∂f
∂x(e) ≥ 0. Hence, ∇f(x) = ( ∂f

∂x(1) , . . . ,
∂f

∂x(n)) is a nonnegative
vector.

2. f is concave along any direction d ≥ 0.

k-submodular functions. Given a natural number k ≥ 1, a function F : (k+ 1)E → R+

defined on k-tuples of pairwise disjoint subsets of E is called k-submodular if for all k-tuples
S = (S1, . . . , Sk) and T = (T1, . . . , Tk) of pairwise disjoint subsets of E,

F (S) + F (T ) ≥ F (S ⊓ T ) + F (S ⊔ T ),
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where we define

S ⊓ T = (S1 ∩ T1, . . . , Sk ∩ Tk),

S ⊔ T =
(

(S1 ∪ T1) \
( ⋃
i ̸=1

Si ∪ Ti

)
, . . . , (Sk ∪ Tk) \

( ⋃
i ̸=k

Si ∪ Ti

))
.

Matroids polytopes and coverings. Recall that a pair M = (E, I) of a set E and
I ⊆ 2E is called a matroid if

1) ∅ ∈ I,

2) A ∈ I for any A ⊆ B ∈ I, and

3) for any A,B ∈ I with |A| < |B|, there exists e ∈ B \A such that A ∪ {e} ∈ I.

We call a set in I an independent set. The rank function rM : 2E → Z+ of M is

rM(S) = max{|I| : I ⊆ S, I ∈ I}.

An independent set S ∈ I is called a base if rM(S) = rM(E). We denote the set of
all bases by B and rank of M by r(M). The matroid polytope P(M) ⊆ RE of M is
P(M) = conv{1I : I ∈ I}, where conv denotes the convex hull. Or equivalently [71],

P(M) = {x ≥ 0 : x(S) ≤ rM(S) ∀S ⊆ E} .

Note that the matroid polytope is down-monotone, that is, for any x,y ∈ RE with 0 ≤ x ≤ y
and y ∈ P(M) then x ∈ P(M).

Definition 8.2.2 (ρ-covering). Let K ⊆ RE be a set. For ρ > 0, a set C ⊆ K of points is
called a ρ-covering of K if for any x ∈ K, there exists y ∈ C such that ∥x− y∥ ≤ ρ.

Theorem 8.2.3 (Theorem 5.5 of [221], paraphrased). Let M = (E, I) be a matroid. For
every ϵ > 0, we can construct an ϵB-cover C of P(M) of size |E|O(1/ϵ2) in |E|O(1/ϵ2) time,
where B is the maximum ℓ2-norm of a point in P(M).

8.2.1 Differential privacy

The definition of differential privacy relies on the notion of neighboring datasets. Recall
that two datasets are neighboring if they differ in a single record. When two datasets D,D′

are neighboring, we write D ∼ D′.

Definition 8.2.4 ([66]). For ϵ, δ ∈ R+, we say that a randomized computation M is (ϵ, δ)-
differentially private if for any neighboring datasets D ∼ D′, and for any set of outcomes
S ⊆ range(M),

Pr[M(D) ∈ S] ≤ exp(ϵ) Pr[M(D′) ∈ S] + δ.
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When δ = 0, we say M is ϵ-differentially private.

In our case, a dataset D consists of private submodular functions F1, . . . , Fn : 2E →
[0, 1]. Two datasets D and D′ are neighboring if all but one submodular function in those
datasets are equal. The submodular function FD depends on the dataset D in different
ways, for example FD(S) =

n∑
i=1

Fi(S)/n (CPP problem), or much more complicated ways
than averaging functions associated to each individual.

Differentially private algorithms must be calibrated to the sensitivity of the function of
interest with respect to small changes in the input dataset, defined formally as follows.

Definition 8.2.5. The sensitivity of a function FD : X → Y , parameterized by a dataset
D, is defined as

max
D′:D′∼D

max
x∈X
|FD(x)− FD′(x)|.

A function with sensitivity ∆ is called ∆-sensitive.

Composition of differential privacy. Let {(ϵi, δi)}ki=1 be a sequence of privacy param-
eters and let M∗ be a mechanism that behaves as follows on an input D. In each of rounds
i = 1, . . . , k, the algorithm M∗ selects an (ϵi, δi)-differentially private algorithm Mi possibly
depending on the previous outcomes M1(D), . . . ,Mi(D) (but not directly on the sensitive
dataset D itself), and releases Mi(D). The output of M∗ is informally referred as the k-
fold adaptive composition of (ϵi, δi)-differentially private algorithms. For a formal treatment
of adaptive composition, see [68, 69]. We have the following guarantee on the differential
privacy of the composite algorithm.

Theorem 8.2.6. [44, 67, 69] The k-fold adaptive composition of k (ϵi, δi)-differentially
private algorithms, with ϵi ≤ ϵ0 and δi ≤ δ0 for every 1 ≤ i ≤ k, satisfies (ϵ, δ)-differential
privacy where

• ϵ = kϵ0 and δ = kδ0 (the basic composition), or

• ϵ = 1
2kϵ

2
0 +

√
2 ln 1/δ′ϵ0 and δ = δ′ + kδ for any δ′ > 0 (the advanced composition).

Exponential Mechanism. One particularly general tool that we will use is the exponen-
tial mechanism of [166]. The exponential mechanism is defined in terms of a quality function
qD : R → R, which is parameterized by a dataset D and maps a candidate result R ∈ R to
a real-valued score.

Definition 8.2.7 ([166]). Let ϵ,∆ > 0 and let qD : R → R be a quality score. Then,
the exponential mechanism EM(ϵ,∆, qD) outputs R ∈ R with probability proportional to
exp

(
ϵ

2∆ · qD(R)
)
.
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Theorem 8.2.8 ([166]). Suppose that the quality score qD : R → R is ∆-sensitive. Then,
EM(ϵ,∆, qD) is ϵ-differentially private, and for every β ∈ (0, 1) outputs R ∈ R with

Pr
[
qD(R) ≥ max

R′∈R
qD(R′)− 2∆

ϵ
ln
( |R|
β

)]
≥ 1− β.

8.2.2 Probability distributions

Let P be a probability distribution over a finite set E. For an element e ∈ E, we write P (e)
to denote the probability that e is sampled from P .

Let P and Q be two distributions over the same set E. The total variation distance and
the Hellinger distance between P and Q are

dTV(P,Q) = 1
2
∑
e∈E
|P (e)−Q(e)| and

h(P,Q) = 1√
2

√√√√∑
e∈E

(√
P (e)−

√
Q(e)

)2
,

respectively. It is well known that dTV(P,Q) ≤
√

2h(P,Q) holds.
For two distributions P and Q, we denote by P ⊗ Q their product distribution. The

following is well known:

Lemma 8.2.9. Let P1, . . . , Pn and Q1, . . . , Qn be probability distributions over E. Then,
we have

h(P1 ⊗ P2 ⊗ · · · ⊗ Pn, Q1 ⊗Q2 ⊗ · · · ⊗Qn)2 ≤
n∑
i=1

h(Pi, Qi)2.

Finally, we use the following result due to Hoeffding in order to bound the error of our
sampling step in Section 8.4.

Theorem 8.2.10 (Hoeffding’s inequality [115]). Let X1, . . . , Xn be independent random
variables bounded by the interval [0, 1] : 0 ≤ Xi ≤ 1. We define the empirical mean of these
variables by X̄ = 1

n(X1 + · · ·+Xn). Then

Pr[X̄ − E[X̄] ≥ t] ≤ exp(−2nt2).

8.3 Differentially private continuous greedy algorithm

In this section we prove Theorem 8.1.5. Throughout this section, we fix (private) monotone
submodular functions F1, . . . , Fn : 2E → [0, 1], ϵ, δ > 0, and a matroid M = (E, I).

Let x∗ ∈ P(M) be a maximizer of fD. We drop the subscript D when it is clear
from the context. Our algorithm (Algorithm 7) is a modification of the continuous greedy
algorithm [48].
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Algorithm 7 Differentially Private Continuous Greedy
1: Input: Submodular function FD : 2E → [0, 1], dataset D, matroid M = (E, I), and
ϵ > 0 and ρ ≥ 0.

2: Let Cρ be a ρ-covering of P(M), and fD be the multilinear extension of FD.
3: x0 ← 0, ϵ′ ← ϵ

2∆ .
4: α← 1

T , where T = r(M).
5: for t = 1 to T do
6: Sample y ∈ Cρ with probability proportional to exp

(
ϵ′⟨y,∇fD(xt−1)⟩

)
.

7: Let yt−1 be the sampled vector.
8: xt ← xt−1 + αyt−1.
9: Output: xT

8.3.1 Approximation guarantee

Lemma 8.3.1. For every x,v ∈ [0, 1]E with ∥v∥2 ≤ ρ and x + v ∈ [0, 1]E, we have
|f(x)− f(x + v)| ≤ 4 4

√
|E|√ρ.

Lemma 8.3.2. Suppose y ∈ [0, 1]E satisfies ∥y − x∗∥2 ≤ ρ. Then for any x ∈ [0, 1]E, we
have ⟨y,∇f(x)⟩ ≥ f(x∗)− f(x)− C8.3.2

√
ρ for some constant C8.3.2 > 0.

Proof. First, we show
⟨y,∇f(x)⟩ ≥ f(y)− f(x).

Let us consider a direction d ∈ [0, 1]E such that d(e) = max{y(e)−x(e), 0} for every e ∈ E.
Then, we have

⟨y,∇f(x)⟩ ≥ ⟨d,∇f(x)⟩

≥ f(x + d)− f(x)

≥ f(y)− f(x),

where the first inequality follows from y ≥ d and ∇f(x) ≥ 0, the second inequality follows
from the concavitity of f along d, and the third inequality follows from x + d ≥ y and the
monotonicity of f . By Lemma 8.3.1, we have

f(y) ≥ f(x∗)− 4 4
√
|E|√ρ,

which yields the desired result with C8.3.2 = 4 4
√
|E|.

Theorem 8.3.3. Suppose FD is ∆-sensitive and Cρ is a ρ-covering of P(M). Then Algo-
rithm 7, with high probability, returns xT ∈ P(M) such that

fD(xT ) ≥
(

1− 1
e

)
OPT−O

(
C8.3.2ρ+ ∆r(M) ln |E|

ϵρ2

)
Moreover, the algorithm evaluates fD at most O (r(M) · |Cρ|) times.
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Proof. Clearly Algorithm 7 evaluates f at most O (r(M)|Cρ|) times. Observe that the algo-
rithm forms a convex combination of T vertices of the polytope P(M), each with weight α
hence xT ∈ P(M). In what follows, we focus on the quality of the output of the algorithm.
Suppose y′ ∈ Cρ with ∥y′ − x∗∥2 ≤ ρ. By Theorem 8.2.8, with probability at least 1− 1

|E|2 ,
we have

⟨yt,∇f(xt)⟩ ≥ argmax
y∈Cρ

⟨y,∇f(xt)⟩ −
2∆
ϵ

ln(|E|2|Cρ|)

≥ ⟨y′,∇f(xt)⟩ −
2∆
ϵ

ln(|E|2|Cρ|)
By Lemma 8.3.2

≥ f(x∗)− f(xt)− C8.3.2
√
ρ− 2∆

ϵ
ln(|E|2|Cρ|)

By a union bound, with probability at least 1 − 1
poly(|E|) , the above inequality holds for

every t. In what follows, we assume this has happened. Further, let us assume that t is a
continuous variable in [0, T ]. We remark that discretization of t in our algorithm introduces
error into the approximation guarantee. However, this can be handled by sufficiently large
T , say, r(M) as in Algorithm 7, and small step size α [48]. In what follows t is assumed to
be continuous and we write dxt

dt = αyt, hence

df(xt)
dt

=
∑
e

∂f(xt(e))
∂xt(e)

dxt(e)
dt

= ∇f(xt) ·
dxt
dt

= α⟨yt,∇f(xt)⟩

≥ α
(
f(x∗)− f(xt)− C8.3.2

√
ρ− 2∆

ϵ
ln(|E|2|Cρ|)

)
,

where the first equality follows from the chain rule. Let β = f(x∗)−C8.3.2
√
ρ−2∆

ϵ ln(|E|2|Cρ|).
Solving the following differential equation df(xt)

dt = α(β − f(xt)) with f(x0) = 0 gives us
f(xt) = β(1− e−αt). For α = 1

T , t = T we obtain

f(xT ) = β(1− e−1)

=
(

1− 1
e

)
f(x∗)−O

(
C8.3.2

√
ρ+ 2∆

ϵ
ln(|E|2|Cρ|)

)
=
(

1− 1
e

)
f(x∗)−O

(
C8.3.2

√
ρ+ ∆

ϵ
(ln |E|+ ln |E|

(
B
ρ

)2

)
)

=
(

1− 1
e

)
f(x∗)−O

(
C8.3.2

√
ρ+ ∆

ϵ

(
B

ρ

)2
ln |E|

)
(B2 ≤ r(M))

≥
(

1− 1
e

)
f(x∗)−O

(
C8.3.2

√
ρ+ ∆r(M) ln |E|

ϵρ2

)
Remark 8.3.4. As already pointed out in the proof of Theorem 8.3.3, the discretization of
t introduces error into the approximation guarantee yielding (1 − 1/e − 1/poly(|E|))OPT.

192



However, this can be shaved off to (1 − 1/e)OPT by sufficiently large T [48]. Moreover,
evaluating f (even approximately) is expensive. To achieve the nearly optimal approximation
guarantees, the evaluation error needs to be very small and in a lot of cases, the error needs
to be O(1/|E|) times the function value. As a result, a single evaluation of the multilinear
extension f requires Ω(|E|) evaluations of F (see [72] for recent improvement). Therefore,
our algorithm requires O(r(M)|E||Cρ|) evaluation of F .

Remark 8.3.5. From a fractional solution x∗, we can obtain an integral solution s ∈ {0, 1}E

such that f(s) ≥ f(x∗). Such an integer solution corresponds to a vertex of P(M) and hence
a discrete solution S ∈ I. This can be done using the so-called swap rounding [50].

8.3.2 Privacy analysis

Theorem 8.3.6. Algorithm 7 preserves O(ϵr(M)2)-differential privacy.

Proof. Let D and D′ be two neighboring datasets and FD, FD′ be their associated functions.
For a fixed yt ∈ Cρ, we consider the relative probability of Algorithm 7 (denoted by M)
choosing yt at time step t given multilinear extensions of FD and FD′ . Let Mt(fD | xt)
denote the output of M at time step t given dataset D and point xt. Similarly, Mt(fD′ | xt)
denotes the output of M at time step t given dataset D′ and point xt. Further, write
dy = ⟨y,∇fD(xt)⟩ and d′

y = ⟨y,∇fD′(xt)⟩. We have

Pr[Mt(fD | xt) = yt]
Pr[Mt(fD′ | xt) = yt]

=
exp(ϵ′ · dyt)/

∑
y∈Cρ

exp(ϵ′ · dy)
exp(ϵ′ · d′

yt
)/∑y∈Cρ

exp(ϵ′ · d′
y)

= exp(ϵ′ · dyt)
exp(ϵ′ · d′

yt
) ·
∑

y∈Cρ
exp(ϵ′ · d′

y)∑
y∈Cρ

exp(ϵ′ · dy) .

For the first factor, we have

exp(ϵ′ · dyt)
exp(ϵ′ · d′

yt
) = exp

(
ϵ′(dyt − d′

yt
)
)

= exp
(
ϵ′(⟨yt,∇fD(xt)−∇fD′(xt)⟩)

)
≤ exp

(
ϵ′∥yt∥1∥∇fD(xt)−∇fD′(xt)∥∞

)
= exp

(
ϵ′
∑
e∈E

yt(e) ·
(

max
e∈E

E
R∼xt

[
FD(R ∪ {e})− FD(R)− FD′(R ∪ {e}) + FD′(R)

]))

≤ exp(O(ϵ′ · r(M) · 2∆)) = exp(O(ϵ · r(M)))

Note that the last inequality holds since yt is a member of the matroid polytope P(M) and
by definition we have ∑e∈E yt(e) ≤ rM(E) = r(M). Moreover, recall that FD is ∆-sensitive.
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For the second factor, let us write βy = d′
y − dy to be the deficit of the probabilities of

choosing direction y in instances fD′ and fD. Then, we have∑
y∈Cρ

exp(ϵ′ · d′
y)∑

y∈Cρ
exp(ϵ′ · dy) =

∑
y∈Cρ

exp(ϵ′ · βy) exp(ϵ′ · dy)∑
y∈Cρ

exp(ϵ′ · dy)

= Ey[exp(ϵ′ · βy)] ≤ exp
(
O(ϵ′ · r(M) · 2∆)

)
= exp

(
O(ϵ · r(M))

)
.

The expectation is taken over the probability distribution over y selected at time t in
instance with input D. Recall that we choose y with probability proportional to exp(ϵ′dy).
By a union bound, Algorithm 7 preserves O(ϵTr(M)) ≤ O(ϵr(M)2)-differential privacy.
To obtain an integral solution from a fractional solution, we use swap rounding technique
(see Remark 8.3.5) which does not depend on the input function and hence preserves the
privacy.

Note that the privacy factor in the work of [171] is O(ϵr(M)). However, our privacy
factor is O(ϵr(M)2), this is because we deal with the multilinear extension of a submodular
function rather than the function itself (which is different from the previous works).

Theorem 8.3.7 (Formal version of Theorem 8.1.5). Suppose FD is ∆-sensitive and Algo-
rithm 7 is instantiated with ρ = ϵ

|E|1/2 . Then Algorithm 7 is (ϵr(M)2)-differentially private
and, with high probability, returns S ∈ I with quality at least

FD(S) ≥
(

1− 1
e

)
OPT−O

(√
ϵ+ ∆r(M)|E| ln |E|

ϵ3

)
Example 8.3.8 (Maximum Coverage). Let G = (U, V,E) be a bipartite graph, and B be a
budget constraint. In Maximum Coverage problem, the goal is to find a set S of B vertices in
U so that the number of vertices in V incident to some vertex in S is maximized. The edges
incident to a vertex v ∈ V are private information about v. If we instantiate Theorem 8.3.7
on this problem, the privacy factor is ϵB2 and the additive error is O(∆B|U | ln(|U |)/ϵ3),
where ∆ is the maximum degree of a vertex in V . To have a meaningful privacy bound,
we set ϵ≪ 1/B2, and the additive error becomes ∆B7|U | ln(|U |). However, OPT could be
Ω(|V |), which is much larger than the additive error when |V | ≫ |U |. Indeed, by optimizing
ρ, we can improve the additive error to O(∆B3|U | ln(|U |)), which will be more practical.

8.4 Improving the query complexity

In this section, we improve the number of evaluations of F from O(r(M)|E|1+( r(M)
ϵ

)2) to
O(r(M)|E|2 ln |E|

ϵ ). In Algorithm 7, in order to choose a point with probability proportional
to exp(⟨y,∇f(x)⟩), it requires to compute Z = ∑

z∈Cρ

exp(⟨z,∇f(x)⟩). This summation needs
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evaluating (⟨z,∇f(x)⟩) for all z in Cρ. One way of improving the query complexity of this
step is as follows. Partition Cρ into a number of layers such that points in each layer are
almost the same in terms of the inner product ⟨·,∇f(x)⟩. Now, instead of choosing a point
in Cρ, we carefully select a layer with some probability (i.e., proportional to its size and
quality of points in it) and then choose a point from that layer uniformly at random. Of
course, to estimate the size of each layer, we need to sample a sufficiently large number of
points from Cρ.

Definition 8.4.1 (layer). For a point x ∈ Cρ and µ > 0, let the i-th layer to be Lx
µ,i =

{z ∈ Cρ | (1 + µ)i−1 ≤ exp
(
⟨z,∇f(x)⟩

)
< (1 + µ)i}, for 1 ≤ i ≤ k, where

k =

log1+µ

max
y∈Cρ

exp
(
⟨y,∇f(x)⟩

)
min
y∈Cρ

exp
(
⟨y,∇f(x)⟩

)

 .

For a layer Lx
µ,i let |Lx

µ,i| denote the number of points in it, and define Z̃ ∈ R and Z̃i ∈ R
for each i ∈ [k] as follows:

Z̃ =
∑
i∈[k]
|Lx
µ,i|(1 + µ)i−1 and Z̃i = |Lx

µ,i|(1 + µ)i−1.

Then, a layer Lx
µ,i is chosen with probability Z̃i

Z̃
. Note that we do not want to spend time

computing the exact value of |Lx
µ,i| for every layer, instead, we are interested in efficiently

estimating these values. By Hoeffding’s inequality [115], to estimate |Lx
µ,i|/|Cρ| with additive

error of λ with probability at least 1 − θ, it suffices to sample Θ(ln(1/θ)/λ2) points from
Cρ. Hence, by a union bound, if we want to estimate |Lx

µ,i|/|Cρ| with additive error of λ for
all i = 1, . . . , k with probability at least 1 − θ, it suffices to sample Θ(ln(k/θ)/λ2) points
from Cρ.

Corollary 8.4.2. Let Cρ be a ρ-covering of P(M) and xt be a point in P(M). Algorithm 8
estimates |Lxt

µ,i|/|Cρ| with an additive error λ8.4.2 with probability at least 1− θ8.4.2.

Lemma 8.4.3 (Analogous to Theorem 8.2.8). At each time step t, Algorithm 8 returns
yt−1 such that for every β ∈ (0, 1) and ξ = ln

(
|Cρ|(1+kλ|Cρ|)(1+µ)ϵ′

β

)
we have

Pr
[
⟨yt−1,∇f(xt−1)⟩ ≥ max

z∈Cρ

⟨z,∇f(xt−1)⟩ − 2∆
ϵ
ξ

]
≥ 1− β.

Theorem 8.4.4. Suppose FD is ∆-sensitive and Cρ is a ρ-covering of P(M). Then Algo-
rithm 8, with high probability (depending on θ8.4.2), returns xT ∈ P(M) such that

f(xT ) ≥
(

1− 1
e

)
OPT−O

(
C8.3.2

√
ρ+ ln(1 + µ) +

(∆r(M)
ϵρ2

)
(ln |E|+ ln(kλ8.4.2))

)
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Algorithm 8 Improved Differentially Private Continuous Greedy Algorithm
1: Input: Submodular function FD : 2E → [0, 1], dataset D, a matroid M = (E, I), and
ϵ, µ, ρ, λ, θ > 0.

2: Let Cρ be a ρ-covering of P(M), and fD be the multilinear extension of FD.
3: x(0)← 0, ϵ′ ← ϵ

2∆ .
4: for t = 1 to T = r(M) do
5: C ′

ρ ← Sample Θ(ln(k/θ)/λ2) points from Cρ uniformly at random.
6: Define Lxt−1

µ,i as in Definition 8.4.1, and estimate each |Lxt−1
µ,i | using C ′

ρ.
7: Let L̃xt−1

µ,i denote the estimated value.
8: Set Z̃i ← L̃

xt−1
µ,i (1 + µ)ϵ′(i−1) and Z̃ ←

∑
i∈[k]

L̃
xt−1
µ,i (1 + µ)ϵ′(i−1)

9: Let L be the chosen layer Lxt−1
µ,i with probability proportional to Z̃i

Z̃
.

10: Let yt−1 be a point sampled uniformly at random from L.
11: xt ← xt−1 + αyt−1.
12: Outout: xT

Theorem 8.4.5. Algorithm 8 preserves O
(
ϵr(M)2)-differential privacy.

Theorem 8.4.6 (Formal version of Theorem 8.1.6). Suppose FD is ∆-sensitive and Al-
gorithm 8 is instantiated with ρ = ϵ

|E|1/2 , µ = eϵ, λ8.4.2 = 1/
√
|E|, θ8.4.2 = 1/|E|2. Then

Algorithm 8 is (ϵr(M)2)-differentially private and, with high probability, returns S ∈ I with
quality at least

FD(S) ≥
(

1− 1
e

)
OPT−O

(
√
ϵ+

∆r(M)|E| ln( |E|
ϵ )

ϵ3

)
.

Moreover, it evaluates FD at most O(r(M)|E|2 ln( |E|
ϵ )) times.

8.5 k-submodular function maximization

In this section, we study a natural generalization of submodular functions, namely k-
submodular functions. Associate (S1, . . . , Sk) ∈ (k + 1)E with s ∈ {0, 1, . . . , k}E by Si =
{e ∈ E | s(e) = i} for i ∈ [k] and define the support of s as supp(s) = {e ∈ E | s(e) ̸= 0}.
Let ⪯ be a partial ordering on (k + 1)E such that, for s = (S1, . . . , Sk) and t = (T1, . . . , Tk)
in (k + 1)E , s ⪯ t if Si ⊆ Ti for every i ∈ [k]. We say that a function F : (k + 1)E → R+

is monotone if F (s) ≤ F (t) holds for every s ⪯ t. Define the marginal gain of adding
e ̸∈

⋃
ℓ∈[k] Sℓ to the i-th set of s ∈ (k + 1)E to be

∆e,iF (s) = F (S1, . . . , Si−1, Si ∪ {e}, Si+1, . . . , Sk)− F (S1, . . . , Sk).

The monotonicity of F is equivalent to ∆e,iF (s) ≥ 0 for any s = (S1, . . . , Sk) and e ̸∈⋃
ℓ∈[k] Sℓ and i ∈ [k].
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Algorithm 9 Differentially private k-submodular maximization with a matroid constraint
1: Input: monotone k-submodular functions FD : (k + 1)E → [0, 1], a matroid M =

(E, I), and ϵ > 0.
2: x← 0, ϵ′ ← ϵ

2∆
3: for t = 1 to r(M) do
4: Let Λ(x) = {e ∈ E \ supp(x) | supp(x) ∪ {e} ∈ I}
5: Choose e ∈ Λ(x) and i ∈ [k] with probability proportional to exp(ϵ′∆e,iFD(x)).
6: x(e)← i.
7: Output: x

Our goal is maximizing a monotone k-submodular function under matroid constraints.
That is, given a monotone k-submodular function FD : (k + 1)E → R+ and a matroid
M = (E, I), we want to solve the following problem.

max
x∈(k+1)E

FD(x) subject to
⋃
i∈[k]

Xi ∈ I

The following are known due to [195]. They may have appeared in other literature that we
are not aware of.

Lemma 8.5.1 ([195]). For any maximal optimal solution o we have |supp(o)| = r(M).

Lemma 8.5.2 ([195]). Suppose A ∈ I and B ∈ B (recall B denotes the set of bases) satisfy
A ⊆ B. Then, for any e ̸∈ A satisfying A ∪ {e} ∈ I, there exists e′ ∈ B \ A such that
B \ {e′} ∪ {e} ∈ B.

Having Lemma 8.5.1, our algorithm runs in r(M) iterations and at each iteration chooses
an element e with probability proportional to exp(ϵ′∆e,iFD(x)) and adds e to supp(x). The
analysis for the approximation guarantee is similar to the ones in [119, 179, 195, 217] and
relies on Theorem 8.2.8.

Theorem 8.5.3. Suppose FD has sensitivity ∆. Then Algorithm 9, with high probability,
returns x ∈ (k + 1)E such that supp(x) ∈ B and FD(x) ≥ 1

2OPT−O(∆r(M) ln |E|
ϵ ).

The privacy guarantee follows immediately from the ϵ-differential privacy of the expo-
nential mechanism, together with Theorem 8.2.6.

Theorem 8.5.4. Algorithm 9 preserves O(ϵr(M))-differential privacy. It also provides
(1

2r(M)ϵ2 +
√

2 ln 1/δ′ϵ, δ′)-differential privacy for every δ′ > 0.

Clearly, Algorithm 9 evaluates FD at most O(k|E|r(M)) times. Next theorem summa-
rizes the results of this section.

Theorem 8.5.5. Suppose FD has sensitivity ∆. Then Algorithm 9, with high probabil-
ity, outputs a solution x ∈ (k + 1)E such that supp(x) is a base of M and FD(x) ≥
1
2OPT−O(∆r(M) ln |E|

ϵ ) by evaluating FD at most O(k|E|r(M)) times. Moreover, this algo-
rithm preserves O(r(M)ϵ)-differential privacy.
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Algorithm 10 Improved differentially private k-submodular maximization with a matroid
constraint

1: Input: monotone k-submodular functions FD : (k + 1)E → [0, 1], a matroid M =
(E, I), ϵ > 0, and a failure probability γ > 0.

2: x← 0, ϵ′ ← ϵ
2∆

3: for t = 1 to r(M) do
4: R ← a random subset of size min{ |E|−t+1

r(M)−t+1 log r(M)
γ , |E|} uniformly sampled from

E \ supp(x).
5: Choose e ∈ R with supp(x) ∪ {e} ∈ I and i ∈ [k] with probability proportional to

exp(ϵ′∆e,iFD(x)).
6: x(e)← i.
7: Output: x

8.5.1 Improving the query complexity

By applying a sampling technique [168, 179], we improve the number of evaluations of F
from O(k|E|r(M)) to O(k|E| ln r(M) ln r(M)

γ ), where γ > 0 is a failure probability. Hence,
even when r(M) is as large as |E|, the number of function evaluations is almost linear in
|E|. The main difference from Algorithm 9 is that we sample a sufficiently large subset R
of E, and then greedily assign a value only looking at elements in R.

Theorem 8.5.6. Suppose FD has sensitivity ∆. Then Algorithm 10, with probability at

least 1− γ, outputs a solution with quality at least 1
2OPT−O

(
∆r(M) ln |E|

γ

ϵ

)
by evaluating

FD at most O
(
k|E| ln r(M) ln r(M)

γ

)
times.

Similar to Theorem 8.5.4 and using the composition Theorem 8.2.6, Algorithm 10 pre-
servesO(ϵr(M))-differential privacy. It also provides O

(
1
2r(M)ϵ2 +

√
2 ln 1/δ′ϵ, δ′

)
-differential

privacy for every δ′ > 0. In summary, we have

Theorem 8.5.7. Suppose FD has sensitivity ∆. Then, with probability at least 1 − γ, Al-
gorithm 10 returns a solution x ∈ (k + 1)E such that supp(x) ∈ B and FD(x) ≥ 1

2OPT −

O

(
∆r(M) ln |E|

γ

ϵ

)
by evaluating FD at most O

(
k|E| ln r(M) ln r(M)

γ

)
times. Moreover, this

algorithm preserves O(ϵr(M))-differential privacy.

8.5.2 Motivating examples

Example 8.5.8. Suppose that we have m ad slots and k ad agencies, and we want to
allocate at most B(≤ m) slots to the ad agencies. Each ad agency i has a “influence graph”
Gi, which is a bipartite graph (U, V,Ei), where U and V correspond to ad slots and users,
respectively, and an edge uv ∈ Ei indicates that if the ad agency i takes the ad slot u (and
put an ad there), the user v will be influenced by the ad. The goal is to maximize the number
of influenced people (each person will be counted multiple times if he/she is influenced by
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multiple ad agencies), based on which we get revenue from the ad agencies. This problem
can be modeled as k-submodular function maximization under a cardinality constraint (a
special case of matroid constraints), and edges incident to a user v in G1, . . . , Gk are sensitive
data about v.

Example 8.5.9. Another example comes from (a variant of) facility location. Suppose that
we have a set E of n lands, and we want to provide k resources (e.g., gas and electricity)
to all the lands by opening up facilities at some of the lands. For each resource type i and
lands e, e′ ∈ E, we have a cost ci(e, e′) of sending the resource of type i from e to e′. For
a set S ⊆ E, let ci(e, S) = mine′∈S ci(e, e′), which is the cost of sending a resource of type
i to e when we open up facilities of type i at lands in S. Assume we cannot open two
or more facilities in the same land. Then, the goal is to find disjoint sets S1, . . . , Sk with∑
i |Si| <= B for some fixed B that maximize ∑e

∑
i(C − ci(e, Si)), where C is a large

number so that the objective function is always non-negative. This problem can be modeled
as k-submodular function maximization under a cardinality constraint, and the costs ci(e, ·)
are sensitive data about e.

8.6 Missing proofs from section 8.3

Proof of Lemma 8.3.1. We have

|f(x)− f(x + v)|

=
∣∣∣∣∣ ∑
S⊆E

F (S)
( ∏
e∈S

x(e)
∏
e ̸∈S

(
1− x(e)

)
−
∏
e∈S

(
x(e) + v(e)

) ∏
e ̸∈S

(
1− x(e)− v(e)

))∣∣∣∣∣
≤
∑
S⊆E

∣∣∣∣∣ ∏
e∈S

x(e)
∏
e ̸∈S

(
1− x(e)

)
−
∏
e∈S

(
x(e) + v(e)

) ∏
e ̸∈S

(1− x(e)− v(e))
∣∣∣∣∣. (8.1)

Now, we define probability distributions {Pe}e∈E and {Qe}e∈E over {0, 1} so that Pe(1) =
x(e) and Qe(1) = x(e) + v(e), respectively, for every e ∈ E. Note that

g(x(e)) = h(Pe, Qe)2

=
(√

x(e)−
√

x(e) + v(e)
)2

+
(√

1− x(e)−
√

1− x(e)− v(e)
)2
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is a convex function with domain x(e) ∈ [0, 1−v(e)]. The maximum value for this function
happens at x(e) = 0 and x(e) = 1− v(e). Further its minimum is at x(e) = [1− v(e)]/2.

h(Pe, Qe)2 = g(x(e))

≤ g(0)

= g(1− v(e))

= 2− 2
√

1− v(e)

≤ v(e)2 + v(e)

≤ 2v(e) (for v(e) ∈ [0, 1])

Letting P = ⊗
e∈E Pe and Q = ⊗

e∈E Qe, we have

(8.1) ≤ 2 · dTV(P,Q)

= 2
√

2 · h(P,Q)

≤ 2
√

2
√∑
e∈E

h(Pe, Qe)2 (By Lemma 8.2.9)

= 2
√

2
√∑
e∈E

2v(e)

= 4
√
|v|1

≤ 4
√√
|E|∥v∥2

≤ 4 4
√
|E|√ρ

8.7 Missing proofs from section 8.4

8.7.1 Proof of Lemma 8.4.3

Proof of Lemma 8.4.3. Let OPT = maxz∈Cρ⟨z,∇f(xt−1)⟩ and qt(z) = ⟨z,∇f(xt−1)⟩ for
every z ∈ P(M). Further, let yt be the output of the algorithm and L̃

xt−1
µ,i denote the
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estimated size of the i-th layer.

Pr
[
q(yt) ≤ OPT −

2∆
ϵ
ξ

]
≤

Pr[q(yt) ≥ OPT − 2∆
ϵ ξ]

Pr[q(yt) = OPT ]

≤
exp

[
ϵ′
(
OPT − 2∆

ϵ ξ + ln(1 + µ)
)]

k∑
j=1

L̃
xt−1
µ,j (1 + µ)ϵ′(j−1)

×

k∑
j=1
|Lxt−1
µ,j |(1 + µ)ϵ′(j−1)

exp(ϵ′OPT )

=
exp

[
ϵ′
(
OPT − 2∆

ϵ ξ + ln(1 + µ)
)]

exp(ϵ′OPT ) ×

k∑
j=1
|Lxt−1
µ,j |(1 + µ)ϵ′(j−1)

k∑
j=1

L̃
xt−1
µ,j (1 + µ)ϵ′(j−1)

Consider the first term,

exp
[
ϵ′
(
OPT − 2∆

ϵ ξ + ln(1 + µ)
)]

exp(ϵ′OPT ) = exp
[
ϵ′
(
−2∆

ϵ
ξ + ln(1 + µ)

)]
= exp(−ξ) exp

(
ϵ′ ln(1 + µ)

)
= exp(−ξ)(1 + µ)ϵ′

Consider the second term. By Corollary 8.4.2, the algorithm estimates |Lxt−1
µ,j |/|Cρ| within

additive error λ8.4.2 with probability at least 1− θ8.4.2 = 1− β. Therefore,

k∑
j=1
|Lxt−1
µ,j |(1 + µ)ϵ′(j−1)

k∑
j=1

L̃
xt−1
µ,j (1 + µ)ϵ′(j−1)

≤

k∑
j=1

(L̃xt−1
µ,j + λ8.4.2|Cρ|)(1 + µ)ϵ′(j−1)

k∑
j=1

L̃
xt−1
µ,j (1 + µ)ϵ′(j−1)

≤ 1 +

k∑
j=1

(λ8.4.2|Cρ|)(1 + µ)ϵ′(j−1)

k∑
j=1

L̃
xt−1
µ,j (1 + µ)ϵ′(j−1)

≤ 1 +
k∑
j=1

λ8.4.2|Cρ|
L̃

xt−1
µ,j

≤ 1 + kλ8.4.2|Cρ|

Therefore, putting both upper bounds together yields

Pr
[
q(yt) ≤ OPT −

2∆
ϵ
ξ

]
≤ exp(−ξ)(1 + µ)ϵ′(1 + kλ8.4.2|Cρ|)
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As there are at most |Cρ| outputs with quality OPT − 2∆
ϵ ξ their cumulative probability is

at most

|Cρ|(1 + kλ8.4.2|Cρ|)(1 + µ)ϵ
′
exp(−ξ) = |Cρ|(1 + kλ8.4.2|Cρ|)(1 + µ)ϵ

′
β

|Cρ|(1 + kλ8.4.2|Cρ|)(1 + µ)ϵ′

= β.

8.7.2 Proof of Theorem 8.4.4

Proof of Theorem 8.4.4. Suppose y′ ∈ Cρ with ∥y′−x∗∥2 ≤ ρ. Let β = 1
|E|2 . By Lemma 8.4.3,

with probability at least 1− 1
|E|2 , we have

⟨yt,∇f(xt)⟩ ≥ argmax
y∈Cρ

⟨y,∇f(xt)⟩ −
2∆
ϵ
ξ

≥ ⟨y′,∇f(xt)⟩ −
2∆
ϵ
ξ

≥ f(x∗)− f(xt)− C8.3.2
√
ρ− 2∆

ϵ
ξ (by Lemma 8.3.2)

By a union bound, with probability at least 1 − 1
poly(|E|) , the above inequality holds for

every t. In what follows, we assume this has happened. As in the proof of Theorem 8.3.3,
suppose t is a continuous variable and define dxt

dt = αyt.

df(xt)
dt

=
∑
e

∂f(xt(e))
∂xt(e)

dxt(e)
dt

= ∇f(xt) ·
dxt
dt

= α⟨yt,∇f(xt)⟩

≥ α
(
f(x∗)− f(xt)− C8.3.2

√
ρ− 2∆

ϵ
ξ

)
,

Solving the differential equation with f(x0) = 0 gives us

f(xt) = (1− e−αt)
(
f(x∗)− C8.3.2

√
ρ− 2∆

ϵ
ξ

)
.

For α = 1
T and t = T we obtain

f(xT ) = (1− e−1)
(
f(x∗)− C8.3.2

√
ρ− 2∆

ϵ
ξ

)
= f(x∗)(1− e−1)−O

(
C8.3.2

√
ρ+ 2∆

ϵ
ξ

)
.
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Recall that ξ = ln
([
|Cρ|(1 + kλ8.4.2|Cρ|)(1 + µ)ϵ′

]
/β
)

and β = 1/|E|2. Next we give an
upper bound for the error term.

O

(
C8.3.2

√
ρ+ 2∆

ϵ
ξ

)
= O

(
C8.3.2

√
ρ+ 2∆

ϵ
ln(|E|2|Cρ|) + 2∆

ϵ
ln(1 + µ)ϵ′ + 2∆

ϵ
ln(kλ8.4.2|Cρ|)

)
= O

(
C8.3.2

√
ρ+ ln(1 + µ) + 2∆

ϵ

[
ln(|E|2|Cρ|) + ln(kλ8.4.2|Cρ|)

])
= O

(
C8.3.2

√
ρ+ ln(1 + µ) + ∆

ϵ
(B
ρ

)2(ln |E|+ ln(kλ8.4.2))
)

Note that by letting µ = eϵ − 1 we get ln(1 + µ) = ϵ. Moreover, we get k ≤ r(M)
ϵ .

8.7.3 Proof of Theorem 8.4.5

Proof of Theorem 8.4.5. Let M denote Algorithm 8. Let D and D′ be two neighboring
datasets and FD and FD′ be their associated functions. Suppose C ′

ρ(D, t) denotes the set of
sampled points at time step t given dataset D. Similarly, C ′

ρ(D′, t) denotes set of sampled
points at time step t given dataset D′. Samples are drawn uniformly at random and inde-
pendent from the input function. Hence, Line 5 of M is 0-differentially private. Therefore,
we assume C ′

ρ(D, t) = C ′
ρ(D′, t) = St for every time step t. Define k, k′ as follow:

k =

log1+µ

max
y∈Cρ

exp
(
⟨y,∇fD(x)⟩

)
min
y∈Cρ

exp
(
⟨y,∇fD(x)⟩

)



k′ =

log1+µ

max
y∈Cρ

exp
(
⟨y,∇fD′(x)⟩

)
min
y∈Cρ

exp
(
⟨y,∇fD′(x)⟩

)



Note that the layers might be different. Let us use Li(D) and Li(D′) for the i-th layer
given dataset D and D′, respectively. Further, L̃i(D) and L̃i(D′) denote the estimated size
of the i-th layer.

For a fixed y ∈ Cρ, we consider the relative probability of M choosing y at time step
t given multilinear extensions of FD and FD′ . Let Mt(fD | xt) denote the output of M
at time step t given dataset D and point xt. Similarly, Mt(fD′ | xt) denote the output of
M at time step t given dataset D′ and point xt. Further, write dy = ⟨y,∇fD(xt)⟩ and
d′

y = ⟨y,∇fD′(xt)⟩.
Suppose y ∈ Li(D) given dataset D, and y ∈ Li′(D′) given dataset D′. Then, we have
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Pr[Mt(fD | xt) = y]
Pr[Mt(fD′ | xt) = y] = Pr[y ∈ St | D]

Pr[y ∈ St | D′] ×
|L̃i(D)|(1+µ)ϵ′(i−1)

|L̃i(D)|
|L̃i′ (D′)|(1+µ)ϵ′(i′−1)

|L̃i′ (D′)|

×

k′∑
j=1

L̃j(D′) exp(ϵ′ · (1 + µ)j−1)

k∑
j=1

L̃j(D) exp(ϵ′ · (1 + µ)j−1)

= (1 + µ)ϵ′(i−1)

(1 + µ)ϵ′(i′−1) ×

k′∑
j=1

L̃j(D′) exp(ϵ′ · (1 + µ)j−1)

k∑
j=1

L̃j(D) exp(ϵ′ · (1 + µ)j−1)
(8.2)

The second equality holds since points are sampled uniformly at random from Cρ in
Line 5.

Lemma 8.7.1. Let D,D′ be neighboring datasets and F be ∆-sensitive. Suppose z ∈ Cρ is
a point in Lj(D). Then

(1 + µ)ϵ′(j−1) exp(−ϵr(M)
2 ) ≤ exp(ϵ′⟨z,∇fD′(xt)⟩)

< (1 + µ)ϵ′j exp(ϵr(M)
2 )

Proof. Since z ∈ Cρ is a point in Lj(D), then (1 + µ)j−1 ≤ exp(⟨z,∇fD(x)⟩) < (1 + µ)j .
Since FD is ∆-sensitive hence fD is ∆r(M)-sensitive (recall the proof of Theorem 8.3.6).
Therefore,

exp(⟨z,∇fD′(xt)⟩) ≤ exp(⟨z,∇fD(xt)⟩+ ∆r(M)) < (1 + µ)j exp(∆r(M)) (8.3)

(1 + µ)j−1 exp(−∆r(M)) ≤ exp(⟨z,∇fD(xt)⟩ −∆r(M))) ≤ exp(⟨z,∇fD′(xt)⟩) (8.4)

(8.3), (8.4)⇒ (1 + µ)j−1 exp(−∆r(M)) ≤ exp(⟨z,∇fD′(xt)⟩) < (1 + µ)j exp(∆r(M))
(8.5)

(8.5)⇒ (1 + µ)ϵ′(j−1) exp(−ϵr(M)
2 ) ≤ exp(ϵ′⟨z,∇fD′(xt)⟩) < (1 + µ)ϵ′j exp(ϵr(M)

2 )

(8.6)

The interpretation of (8.5) is that if a point z ∈ St appears in layer Lj(D) then it can
be in any of the layers Lp(D′) for

(j − 1) + log1+µ[exp(−∆r(M))] ≤ p < j + log1+µ[exp(∆r(M))]1.

1Note that in low-sensitivity regime, where ∆ ≪ r(M), we have j − 1 ≤ p < j.
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In a sense, the same argument in Claim 8.7.2 shows that ⌊k′

k ⌋ = 1. Now, we are ready to
provide an upper bound for (8.2).

Consider the first term (1+µ)ϵ′(i−1)

(1+µ)ϵ′(i′−1) . Recall that y ∈ Li(D) given dataset D, and y ∈
Li′(D′) given dataset D′. By Lemma 8.7.1, we have

(1 + µ)ϵ′(i−1) exp(−ϵr(M)
2 ) ≤ exp(ϵ′⟨z,∇fD′(xt)⟩).

Therefore,

(1 + µ)ϵ′(i−1)

(1 + µ)ϵ′(i′−1) ≤
(1 + µ)ϵ′(i−1)

(1 + µ)ϵ′(i−1) exp(− ϵr(M)
2 )

= exp(ϵr(M)
2 )

Now, we provide an upper bound for the second term of (8.2):

k′∑
j=1

L̃j(D′) exp(ϵ′ · (1 + µ)j−1)

k∑
j=1

L̃j(D) exp(ϵ′ · (1 + µ)j−1)
≤

k∑
j=1

L̃j(D) exp(ϵr(M)) exp(ϵ′ · (1 + µ)j−1)

k∑
j=1

L̃j(D) exp(ϵ′ · (1 + µ)j−1)

=
[exp(ϵr(M))]

k∑
j=1

L̃j(D) exp(ϵ′ · (1 + µ)j−1)

k∑
j=1

L̃j(D) exp(ϵ′ · (1 + µ)j−1)

≤ exp(ϵr(M))

By a union bound and composition Theorem 8.2.6, Algorithm 8 preserves O(ϵTr(M)) ≤
O(ϵr(M)2)-differential privacy. The heart of the above inequality is that, given the set of
sample points, the layers defined for both instances are almost identical.

Claim 8.7.2. k′

k ≤ 1 + 2∆r(M)
k ln(1+µ) .
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Proof.

k′ = log1+µ

max
y∈Cρ

exp
(
⟨y,∇fD′(x)⟩

)
min
y∈Cρ

exp
(
⟨y,∇fD′(x)⟩

)


≤ log1+µ

max
y∈Cρ

exp
(
⟨y,∇fD(x)⟩+ ∆r(M)

)
min
y∈Cρ

exp
(
⟨y,∇fD(x)⟩ −∆r(M)

)


≤ log1+µ

max
y∈Cρ

exp
(
⟨y,∇fD(x)⟩

)
min
y∈Cρ

exp
(
⟨y,∇fD(x)⟩

)


+ log1+µ exp(2∆r(M))

= k + 2∆r(M)
ln(1 + µ)

= k

(
1 + 2∆r(M)

k ln(1 + µ)

)
.

8.8 Missing proofs from section 8.5

8.8.1 Proof of Theorem 8.5.3

Proof of Theorem 8.5.3. Consider the j-th iteration of the algorithm. Let (e(j), i(j)) be the
pair chosen in this iteration. Further, let o be the optimal solution and x(j) be the solution
after the j-th iteration. Note that |supp(x(j))| = j for j ∈ [r(M)]. We define a sequence of
vectors o(0) = o,o(1), . . . ,or(M), as in [119, 179, 195, 217], such that

1. x(j) ≺ o(j) for all 0 ≤ j ≤ r(M)− 1,

2. x(r(M)) = o(r(M)),

3. O(j) := supp(o(j)) ∈ B for all 0 ≤ j ≤ r(M).

For the sake of completeness, let us describe how to obtain o(j) from o(j−1) assuming
x(j−1) ≺ o(j−1) and O(j−1) ∈ B. Let X(j) = supp(x(j)). x(j−1) ≺ o(j−1) implies that
X(j−1) ⊊ O(j−1) and e(j) is chosen to satisfy X(j−1) ∪ {e(j)} ∈ I. By Lemma 8.5.2, there
exists e′ ∈ O(j−1) \X(j−1) such that O(j−1) \ {e′} ∪ {e(j)} ∈ B.

Now let o(j) = e′ and define o(j−1/2) as the vector obtained by assigning 0 to the o(j)-th
element of o(j−1). We then define o(j) as the vector obtained from o(j−1/2) by assigning i(j)

to the e(j)-th element. Therefore, for vector o(j) we have O(j) ∈ B and x(j) ≺ o(j).
By Theorem 2 in [195], if we always selected (e(j), i(j)) with e(j) ∈ Λ(x), i ∈ [k] and

maximum ∆e,if(x), we would have

F (x(j))− F (x(j−1)) ≥ F (o(j−1))− F (o(j)).
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Instead we use the exponential mechanism which, by Theorem 8.2.8, selects (e(j), i(j)) within
2∆
ϵ ln |Λ(x(j))|

β from the optimal choice with probability at least 1− β. Therefore,

F (x(j))− F (x(j−1)) ≥ F (o(j−1))− F (o(j))− 2∆
ϵ

ln |Λ(x(j))|
β

with probability at least 1− β. Given this, one can derive the following:

F (o)− F (x(r(M))) =
r(M)∑
j=1

F (o(j−1))− F (o(j))

≤
r(M)∑
j=1

(
F (x(j−1))− F (x(j)) + 2∆

ϵ
ln |Λ(x(j))|

β

)

= F (x(r(M)))− F (0) + r(M)
(

2∆
ϵ

ln |Λ(x(j))|
β

)

= F (x(r(M))) + r(M)
(

2∆
ϵ

ln |Λ(x(j))|
β

)
,

which means Algorithm 9 returns x = x(r(M)) with quality at least 1
2OPT − r(M)(2∆

ϵ

ln |Λ(x(j))|
β ) with probability at least 1− r(M)β. Having β = 1

|E|2 , |Λ(x(j))| ≤ |E| gives us

F (x) ≥ 1
2OPT−O

(∆r(M) ln |E|
ϵ

)
.

8.8.2 Proof of Theorem 8.5.6

Proof of Theorem 8.5.6. Let R(j) be R in the j-th iteration, o be the optimal solution and
x(j) be the solution after the j-th iteration. Further, let X(j) = supp(x(j)),O(j) = supp(o(j)),
and

Λ(x)(j) = {e ∈ E \ supp(x(j)) | supp(x(j)) ∪ {e} ∈ I}

We iteratively define o(0) = o,o(1), . . . ,or(M) as follows. If R(j) ∩ Λ(x)(j) = ∅, then
we regard that the algorithm failed. Else we proceed as follows. By Lemma 8.5.2, for any
e(j) ∈ R(j)∩Λ(x)(j), there exists e′ such that e′ ∈ O(j−1)\X(j−1) andO(j−1)\{e′}∪{e(j)} ∈ B.
Now let o(j) = e′ and define o(j−1/2) as the vector obtained by assigning 0 to the o(j)-th
element of o(j−1). We then define o(j) as the vector obtained from o(j−1/2) by assigning i(j)

to the e(j)-th element. Therefore, for vector o(j) we have O(j) ∈ B and x(j) ≺ o(j).
If the algorithm does not fail and o(0) = o,o(1), . . . ,or(M) are well defined, or in other

words, if R(j) ∩ Λ(x)(j) is not empty for every j ∈ [r(M)], then the rest of the analysis is
completely the same as in Theorem 8.5.3, and we achieve an approximation ratio of (roughly)
1/2. Hence, it suffices to show that R(j) ∩ Λ(x)(j) is not empty with a high probability.
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Lemma 8.8.1. With probability at least 1 − γ
r(M) , we have R(j) ∩ Λ(x)(j) ̸= ∅ for every

j ∈ [r(M)].

Analogous to the analysis in Theorem 8.5.3, for every time step 0 ≤ j ≤ r(M), with
probability at least 1− γ

r(M) we have

F (x(j))− F (x(j−1)) ≥ F (o(j−1))− F (o(j))− 2∆
ϵ

ln(r(M)|Λ(x(j))|
γ

).

By a union bound over j ∈ [r(M)], with probability at least 1− γ, it follows that

F (x) ≥ 1
2OPT−O

(∆r(M) ln(|E|/γ)
ϵ

)
.

Applying a similar argument as in [179], the number of evaluations of f is at most

k

r(M)∑
t=1

|E| − t+ 1
r(M)− t+ 1 ln r(M)

γ
= k

r(M)∑
t=1

|E| − r(M) + t

t
log r(M)

γ

= O

(
k|E| ln r(M) ln r(M)

γ

)
Proof of Lemma 8.8.1.

Pr[R(j) ∩ Λ(x)(j) = ∅] =
(

1− r(M)− supp(x(j))
|E \ supp(x(j))|

)|R(j)|

≤ exp
(
−r(M)− j + 1
|E| − j + 1

|E| − j + 1
r(M)− j + 1 ln r(M)

γ

)
= exp

(
− ln r(M)

γ

)
= γ

r(M)

208



Chapter 9

Conclusion

In this thesis we focused on the CSPs and related problems arising from them that span
over various research areas in mathematics, computer science, and machine learning. Our
ultimate goal is to fully understand the power and limitations of universal algebraic tech-
niques for theses problems and provide a unifying algorithmic framework that deals/solves
such problems. While we have achieved this goal to some extend and taken important steps
towards this goal, there still are several intriguing and challenging questions that need to be
addressed. Here we provide a list of such problems and propose them as future directions.

Combinatorial IMPs. The study of CSP-related Ideal Membership Problems is in its
infancy, and pretty much all research directions are open. These include expanding the range
of tractable IMPs. A number of candidates for such expansions are readily available from
the existing results about the CSP. There are however several questions that seem to be
more intriguing; they mainly concern with relationship between the IMP, CSP and other
problems.

The first one is how the tractability of the IMP can be used in applications such as
Nullstellensatz and SOS proofs. The several results we obtain here barely scratch the surface.
Establishing connections of this kind seem important, because it would allow for using a
much larger toolbox than the usual Gröbner Basis. Note also that constructing an explicit
Gröbner Basis beyond Boolean case is getting very hard very quickly; such techniques may
be not very useful in more general cases.

One of the principal techniques in solving the CSP is constraint propagation, that is,
the study how local interaction between constraints may tighten them, and even sometimes
refute the existence of a solution. In some cases such as IMPs with the dual-discriminator
polymorphism, computing the S-polynomial, and therefore constructing a Gröbner Basis
is equivalent to establishing so-called (2, 3)-consistency. This however is not the case in
general. On the other hand, constraint propagation is done through some very simple pp-
definitions, and so Theorem 2.2.4 (1) and its proof imply that there likely are some parallel
constructions with polynomials and ideals.

209



The main tool for solving restricted degree problems IMPd(Γ) is constructing a d-
truncated Gröbner Basis, in which the degrees of polynomials are also bounded by d. It
is interesting what effect restricting the degree of polynomials in a generating set has on
the properties of the underlying CSP. More precisely, if I(P) is the ideal corresponding
to a CSP instance P, and Id(P) is the ideal generated by the truncated Gröbner Basis,
then Id(P) can be translated back, to a less constrained CSP P ′. What is the connection
between P and P ′? For example, every instance P of CSP(Γ) where Γ is Boolean and
has a semilattice polymorphism, then P is equivalent to a Horn- or AntiHorn-Satisfiability.
Restricting the degrees of polynomials in Id(P) is apparently equivalent to removing all
clauses of length more than d in P.

Approximation of VCSPs and MinHOM. Here we established several positive results
for (constant) approximability of the MinHOM problem for digraphs and gave a complete
classification of the approximable cases for graphs. We conjecture, see Conjecture 6.1.6,
that the class of DAT-free digraphs (i.e., digraphs with bounded width) is the right class
of digraphs that establishes the dichotomy for approximation of the MinHOM. Hence, a
major open problem is to verify this conjecture. Another natural question is whether our
approximation factors can be improved, in particular, if they can be independent of the
size of H. Another interesting question would be studying the MinHOM problem for hy-
pergraphs i.e. relational structures. While the focus of our work is on digraphs, one can
consider the minimum cost homomorphism problem for hypergraphs or equivalently VC-
SPs. That is, characterizing hypergraphs H for which MinHOM(H) admits a constant factor
approximation.

Strong inapproximability results are known for special cases of MinHOM. It is a classical
result that Vertex Cover has a 2-approximation algorithm and inapproximability results are
also known. The authors of [63] proved that it is NP-hard to approximate Vertex Cover
within factor 1.3606. Later, the factor was improved to (

√
2 − ϵ) for any ϵ > 0 [132].

Moreover, assuming UGC, Vertex Cover cannot be approximated within any constant factor
better than 2. While such inapproximability of special cases of the MinHOM are known, to
the best of our knowledge, there is no work that studies inapporixmability of MinHOM in
a unifying framework. We therefore propose the following problems: what are the classes of
digraphs for which MinHOM is APX-complete? Is there an universal constant δ such that
the inapproximability of the MinHOM is bounded away from 1 by at least δ for all digraphs
H for which MinHOM is APX-complete? Answering similar questions for hypergraphs is
an interesting research direction.

Sparsification and differential privacy for VCSPs. We presented sparsification and
differentially private algorithms for a very important class of VCSPs, namely submodular
functions, that appear in numerous applications in machine learning and data mining. We
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believe our sparsification technique will be useful in studying sparsification of VCSPs and
characterizing the tractable cases. Thus, an important step towards understanding sparsi-
fication of VCSPs is to understand the limitations (e.g., in terms of time complexity) and
effectiveness of the importance sampling technique.

Our approach to design differentially private algorithms for submodular functions is
rather ad hoc and it is perhaps unlikely to extend it to general VCSPs. Hence, in order
to address the privacy issue for VCSPs, a new way of thinking is required. The main tool
for exact solvability of VCSPs and their approximation are the so-called basic LP and
basic SDP. These two are among the most fundamental and powerful tools in algorithmic
design. An important problem that is required to be addressed here is solving LPs and SDPs
under differential privacy. Note that, not only is this problem of great interest because of
applications of LPs and SDPs, but also is the key step towards achieving a full understanding
of VCSPs for which we can design efficient differentially private algorithms. Hsu et al. [116]
provide a differentially private algorithm for solving LPs in restricted settings. To the best
of our knowledge, no differentially private algorithm is known for solving SDPs.
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