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ABSTRACT

Amenities for Regional Development:

The Case for British Columbia

Numerous attempts have been undertaken by various levels
of government to alleviate regional imbalances in ecohomic
welfare. Development policies have been initiated to improve
the economic as well as the social}well—being of those living
in areas with low income 6r high unemployment. Many of these
policies are based upon the traditional economic belief that
regional disparities are a result of market disequilibria.
Consequently, such measures as subsidies, incentives and
grants to attract industrieé to lagging areas have been con-
sidered to be the‘most effective policy tools to lessen the
impact of regional disparities. However, the limited success
of many regional development programs has brought these views
under close scrutiny.

- At the same time it has been suggested thét non-economic
factors, such as amenitiés, are important determinants of the

location of economic activity. Amenities are generally

.described as locational qualities which are pleasant or

agreeable to an individual, such as climate, recreation

opportunities, etc. The emergence of amenities as determi-

nants of location may have been aided by advancements in

technology which have, for some industries, réscinded the

iii




traditional ties to either sources of material input or
markets. Also, changes in consumer behaviour brouéht about "h.';
by higher income and increases in leisure time have encour-

aged amenity—oriented location decisions.

The purpose of this thesis is to (1) investigate whether - é
or not amenities ao influence locatioq decisionérand relatéd}
prulation change, and (2) isolate possible amenity factors
which lend themselves as complements to regional de&elopment
policies. Thekstudy of amenities as an impediment to_ popu-
lation growth does not lend itself to rigorous anq}ysis. ' é
This is partly caused by the fact thét interpretation of
amenities are diverse and that many of the amenity factors
are difficult to gquantify. .

The thesis studies population changes and amenity vari-
ables for 3l‘British Columbia population centfes between
1961 and 1971. Using multiple regression analysis, models

explaining population growth in terms of the initialAlevel‘

'
and change in the quality of various amenities are tested.
The results of the analysis lead fo the conclusion that,
during the period'of obserVation, amenity-related populatién
change took place. Furthermore, somé'amenity f;ctors were - ' i
identified that could be suitable for use as complements to
other regional development tools to reduce regional imbal-

ances in economic welfare.

iv
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CHAPTER I

INTRODUCTION - R

The emergence of countries, states, federal unions or
even economic associations has provided the basis for eco-
nomic interaction between. and within such geographic areas
but has not, in many instances, alléviétéd the problem of
econbmic disparities. Consequently; ip regiona1 (or
national) ecoﬁomies'these issues have attracted attention
‘in the ranks of academia, gbyernments and, to éome extent,
in the industrial sector. Concern is expressed with, for
instance, the level of poverty, human suffefing ahd, at N\

times, political unrest,iwhich is often caused by national ' -
ér regional disparitE;s in the level of economic We;l—béing.
To mitigate thése'ecoﬁomic disordefé; recbu;se was souqht
from economic theories to explain the forces underlying
regional ecqnomic activity, culminatingrwit; the devéléément
-of regional location theory. . |

The development of a specific field of regional sciencé
is itself a recent phenomenon. Although regional studies
were- at the heart of geography at the beginning of the twen-
tieth century, it is only éinee'the late 1950's that other

social scientists have begun to focus their atpentionJon the

problems of regianal analysis.l
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Even though these theories attempt to integrate .loca-

-

tion theory more thoroughly into existing micro-economic

theory, they have been largely ineffective to deal with

issues of regional disparities.
To lessen the gap between developed and developing

regioné, development policies and tools have been initiated
, o ,

and_introduced tplimprovg the economic és_well as social
well-being of those 1living in £he less advanéaged g;gas; For
instance, within the Canadian contexﬁ a great deal of effort
is qggiréd around the need to improve 'regional balance'.2
Hoqever,\\Pis is always diséussea in, the context of how to
improve the'income4and>employment opportunit;es in poorer

regions; in other words an optimal resource-allocation solu-
, o

tion is usually sought to deal with the problem. This

s

preOcCQpation with applying purely economic principles and

criteria to a2 regional (or nationalh problem has unfortun-

ately ignored the existence of other locational determinantsy

nqtably the attraction exercised by amenities, suehrasv. 1§.>
climate, recreational opporfunities}wétc.

The limited success.of past as We}l as pfesentiregional
,deyeiopment programs has recently come under clos%’scrutiny;3
At the same time, earlier suégestions stressing the impor="~
tance of ameﬁity effects as factors ;?,;egionalrg;owth;aze.
analyzed,4;encouraged by results obtained froﬁ industry

¥ .
location surveys which supported the stipulated influence

L , . , 5
of amenities as a locatiomal determinant.

-
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The overall agreed-upon interpretation of amenities
linksbthe location decision of individuals ‘as well as indus-
tries to some unicue non-economic features preseént in an
area or region; these features aresin the form of natural or
man-made (urbanization) amenities, or a combination thereof.
T?ouéh the existence of amenity (or non—econdmic) factors
has been noted in the litefature; very little progress has
been made in including ‘these factors in the theoreticél
models of regional economics. [This may be duerto the fact
that the effécts of these locational determinants are diffi-
cult tolquantify and thus do not lend themselves to be
incorporated readily in mathematical or statistical regional
models. (

The recent, albeit sparse, recognition of amenities
as determinaﬁtg of locatjion may have been aided.by several
developments. First, the emergence of "footloose industries"”
in some sectors has rendered the tfaditional location theo-
ries ob;olete. These industries éarry the distinctién that,
Yecause of technological ad;ancements in some sectors such
as électronics, location decisions are not influenced by -
transport Costs. Second, the overall increase in leisure:
time coupled with the resultant increase in leiéﬁre activi-
~ies tend to favour areas whigh/are able to sugbly such
opportunities to an individual. Third, the lure of'pleasant

living conditions expressed either in form of climate, social

activities; easy access to urbanizgtioneamenities, etc., has



probably influenced the location decisiofi’ of a wide segment
of today's society.6 .

The presence of amenity-related location factors,

although farely tested empirically, forces some wide-ranging

issues upon the person or group responsible for establishing‘

- comprehensive regional development policies. The challenge

at hand is, first, to determine whether or not the amenity
influence can be observed as well as tested and, second, to
identify those g?;éue locational featdres which could be”
utilized as components of an overall regional development
pdlicy.

Within this contex£, the purpose of this thesis is to
investigate in more detail the concept of amenities and
amenity-related location. It specifically explores the
hybothesis that amenity factors do indeed exert a consider-
able influence with respect to an individual's locational
prefernece. It also presumes that the amenity influence caﬁ
be observed. To examinesthe possible amenity effect, 10-year
population changes in 31 British Coluﬁbia population centres
are studied.
| Having defined the issue, the conceptual framework and
development of this thesis can be outlined as folléwé:
Chapter II providesla briéf discussion ofrthe leading
theories of regional"growth as well as an overview of loca-
tion theory. The chapter concludes with the discussion of

Canadian regional development programs, their purposesri?a

R
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policies; reference is also made to>investigatioﬁs abou£ the
effectiveness of these assiétance programs.

Chapter III is developed in three distinct sections,
all of which are impoftaﬁffto the main hypothesis of,this
thesis. " The first section investigates the mobility of
'factors of proaﬁction‘ (capital and labour); the second
section provides a‘review of the amenity literature; and the
third section introduces a theoretical amenity model.

Chapter IV is the foundation of this investigation. 1In
this chapter the hypothesis and methodology are developed for
a regional amenity ﬁodel. ‘Locational amenity variables iden-
tified are climate, recreation, agglomeration, diétances and
health amenities.

Chapter V focusses upon the quantitative inquiry of
this thesis. Using multiple rébréssioﬂ analysis, models -~
explaining population growth in terms of the initial level
and change in the quality of virious amenities are tested.
THe results of the analysis and their interpretations lead
to the conclusion that, during the period 6f observation,
amenity-related population change took place.

Chapter VI, the conclﬁsion, summarizes the various
aspects and outcome of this investigation in relation to
amenity-oriented location. Areas of additional research are
suggested and policy recommendations afe made, stressing the

utilization of those amenity factors which could be used as

complements to other regional developﬁent'tools.

D e o E e e et Bk St DI B A 1 KT L R ey o 1




Footnotes
1 .
Krumme (1970), pp. 3-5.

2Economic Council of Canada,/Fifth Annual Review
(1968), p. 7. '

3Springate (1972); DREE (1573); Woodward (1975); for a
broader discussion see Munro (1978).. ’

4Ullman (1954); Klaassen (1968); Cebula (1969);: Wheat
(1973); Liu (1975); Svart (1976).

5Wallace and Ruttan (1961); Cameron and Reid (1966) ;
Pinfield, Hoyt et al. (1974).

6Witness the growth of Vancouver, Victoria or Kelowna
in British Columbia or the overall population gain of the
'sunbelt' in the U.S.A. ("Americans on the Move," Time,
March 15, 1976.) It must be noted, however, that for an
amenity-related growth to take place, a certain threshold
level of amenities must be present.
) - ¢
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CHAPTER II

TRADITIONAL THEORIES OF REGIONAL
GROWTH AND DEVELOPMENT

Regional social sqientists are constantly discussing
the concepts of eeonomic growth and the level of development
resulting from growth. ADifferent researchers and policy
makers, however, have different definitions for economic
growth. Nevertheless, if levels of eeonomic growth are ‘dis-
cussed, a tantamount reference to increases in productivity,
social welfare, per capita income, population and leisure
time is implied. .

- Whatever measure is taken to define econemic growth,
economic activity is never diffused eVenly across a spatial
unit such as a province, region or nation. Even though
economic activities--the exchange of goods and ser&ices——
take ?lace whenever and wherever people associate with each
other, these activities may not improve their standard of
living. Under—develeped or de%reesed regions are not only
found in the Third World; they aleo.exist in most of the
highly industrialized countries.

To gain a better understanding of the forces that either
"enhance or hinder economic growth; one must first look at the
conditions required for economic growth to take place. Once

these conditions have been identifiea:“wekcan isolate reasons



why the tranémisééon qf economic activities is not uniform.
The latter is of Yitalnimgggtapce to the policy maker, who
may then establisﬁ goals &ﬁérimblement ways of alleviating
the problem. -

The task uqdertaken in this chapter is to identify the
components of regional growth, to review some of the current

policies used for revitalizing depressed areas, and to report

on the effectiveness of these pblicies.

Regional Growth Theories
There are three leading theories of regionél growth:
economic base, peo-classical and cumulative causation theéry.

Each will be discussed in turn.

Economic \Base Theory

The transmission of growth from one region to another is
often explained within the framework of trade theory. During
the early stages of £egional growth, inter-regional trade may
be possible if the less-developed region has a comparati&e
advantage over another region in the production of.one or
more goods. This\xill result in a certain degree df special-
ization in the under-developed region; which may be accom-
panied by economies of scalé which, should result in higher
productivity.l Increases in exports of goods and services,
the level of which is determined exogenously, will lead to
higher per capita income, higher savings and will encourage an

b

increase in the level of investment. The higher savings and



investment ratios will in turn expand the "ﬁon—basic“ sector
through the regional multiplier effect.

" Economic base tﬁeory thus is comprised of (a) Ehelexpért
activities which represent the "economic base" or "basic
activities™ and (b) the economic complement of the base--

namely, the service industries--the "non-basic activities."”

Neo-Classical Growth Models

The application of neo-classical growth models is an
adaptation of aggregate growth theory to regional economics.
The widely-used application of neo-classical growth models
may be linked to three advantages it has oVerveconomicibase
theory. v )

First, tﬁe model contains a theory of factor mobility as
wéll as a theory of growth. Second, it is very easy to adapt
aggreggte growth theory fo regional economics. Finally, the
application of neo—classical'models yields precise results
due to the assumptiops made. Thése assumptions are: fullA
employment, a homogeneous commodity, zero’transport costs,
identical production functions in afi regions, and a fixed
supply of labour. Provided these assumptions are met, labour
movement will be from low-wage regions to high-wage regions
and cépital will flow in the opposite direction.2 There are,
however, problems associated with the application of néo—

classical models to regional economics. As Richardson (1973)

points out: "... for instance the full employment assumption

<
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is noﬁrEBually relevant to fegiona} economics, since to

an extent regional probléms emerge because of substantial
inter-regional differences in. the degree of resource (aﬁd
particularly labour) utilizgtion."3 Similarly, perfect com-

petition cannot be assumed in regional economiéi,since space

itself and the existence of transport costs limit competition.

P

Cumulative Causation Models

This theory is usually attributed to Myrdal (1957). The
basic notion_of this theory is that market forces tend to
increase, rather than decrease, the inequalities between
regibns. Regardless\of the initial location advantage in
terms of natural resources or ﬁransporq fépilities, the inter- -
play of these market forces leads to a cluétering of economic
activities. This buiid—up becomes self-sustaining beéause of
increasing internal and external economies ‘at the centre of
agglomeration.4 The rate of growth of the lagg?ng region is
finally influenced by the rate of growth in thé developed
region. This induced effect may be either in the form of a
favourable 'spread' efféct or_in the form of an unfavourable
'backwash' effect. While the spread effect provides markets
for the products of the lagging region, the backwash effect, -
unfortuantely, offsets any gains from trade. Disequilibri-
ating flows of labour, capital, consumer goods and services
from the ﬁnder—developed region distort the pattern of produc-

tion and industrialization of the lesser developed region.

ﬁ



A similar treatment is found in Hirschman's (1958)
'trickling-down' and 'polarization' effects. fhe_favourablé
trickling—downieffects occur when the déveloped fegion buys
goods from the lagging region and also invests in the poor
région. | )

Kaldor (1970) provides a different interpretatidn of
cumulative causation theories. He argues that the principle
of cumulative’causation is nothing more than the existence
of increasing returns to scale. Increasing returns favour
the rich regions and inhibit development in the less developed
area. The scale éffécts enable the rich region to gain a
virtual monopoly of industrial production. Relative effi-
ciency wages determine“Qhether the region's share in the
overall market is rising or falling. The lower the effi-
ciency wages the higher the growth rate in output.5

The combination of these three théories and the many
analytical tools derived from them provide some insight as
to the economic growth of a regidn and also to the location
of economic activity. The export base theory--i.e., the
demand side of regional growth--focusses on location in
resource/export areas. The neo-classical theory--the supbly
. side--pays attention to the optimal location where profits
(with respect to labour and capital employed) will be maxi-
mized. Trade betweep regions will further the regional
growth pattern, specialization and economies of scale in»i

production will-be attained because of exchange.
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The aevelopment (or growth) of a region involves not
only the insights provided by growth theory, but is also
influenced by factors which are incérporated in location
theory, such as transport costs and consumer as well as pro-

ducer behaviour. _ ¢

Location Theory

The theory of economic activities within a spatial

arrangement has undergone many changes since its early incep-

tion. The classical theory of location of industry, which
originated in Germany during the nineteenth century, assumes
economic rationality, complete information and, furthermore,

a static market situation.6 Later work, in particular by

Cristaller (1933), Losch (1939) in Germanyvand Hoover (1948), -

Isard (1949, 1956), and Greenhut (1956) in the United States,
refined the classical theory by including consideration of
market areas and central places. Losch formulated a network

of markets around prbducers located in the centre. The size

of these market areas is a function of demand and the cost of

production as well as transportation costs. Greenhut attempted

to determine simultaneously supply, demand and location by
integrating the leading theories of location: 'least-cost'
theory (as formulated by Weber in ;909 [1929]) and 'market-
area; theory; Earlier, Hoover and Isard had ihtroduced the
concept of substitutability into regional analysis. Hoover

proposed a substitution of materials, whereas Isard investi-

NN
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gatéd the possibility of substitution in th traﬁsport sec-
tor; The consideration of transport inputs bermits £he
expianatiﬁn of the increase in productivity resulting from: N
(1) Exploiting the unequal distribution of natural resources,
and

(2) Postponing and mitigating diseconomies from excessive
agglomeration and forces of diminishing returns. /

It should be clear by now that the classification of
theories into regignal growth theory or location theory is of K E
limitsd importahce. For a general theory of régional devel- ;
opment one must combinevthe theory of location (location :
decisions of the individual firm and householdfgsnd the
inter-regional macro?economic growth theory. The resulting
general theory ought to be a dynamic theory rather than a
-static one so it can explain the impact of changes in pro-
duction, transport, income, etc., on locational patterns of
consumption and production. Suéh a theory is, unfortunately,
difficult to formulate due to the nature of the assumptions
postulated by the two leading theories. The neglect of
growth theory to consider the/spatial arrangement, or, for
that matter, the inability of location theory to deal with
patterns of regional growth has %}récted attention to the
study of urban systems. Within a spatial array of activi-
ties, it is thought that the theory of urban systems will o
N L
provide a satisfactory explanation of location and growth i

theory combined.9
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Regional Development:
Purpose and Policy

The uneven spatial distribution of economic activity,
brought about by such forces of the market economy as higher
returns to factor inputs at different locations, has been of
primary concern to decision makers of almost every counéry.
For instance, in Canada a great deal of attention is focgssed
upon the need to improve regional balance.lp ‘Regional éfb—
grams and policies have been initiéted to iessen the impact
of disparities and £o encourage the development of viable
regional activities. ;f we address ourselves to the gquestion
of regional development we are faced with many issues. Among
these, we are primarily interested in the question: why has
a particular region succeeded or failed to attract a viable |
économic activity? Furthermore, we encounter the various
arguments for or against government pplicies to influence the

11

location of economic activity. At the present time, the

general consensus is one of favouring government directives
and we can employ Bird's (1966) definition of regional devel-
opment to capture this sentiment:

Regional development concerns the attainment of increased real
per capita income by residents of a region, including increased
accessibility to public services and facilities, with the help
of regional economic and socialiiolicies and programmes. ...
Among the choices of expected major significance are those with
respect to: : -
- ways of increasing productivity potential through improved
health and education ... social assimilation;
- for given level of consumer income, ways of spending this
income on such goods and services as health, food, education,
housing, clothing and leisure activities.

it o g b ag L
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Early attempts to attain ;héégrobjectives focussed on
labour mobility. Out-migration of the unemployed was believed
to bring the local labour supbly into equilibrium‘with locai
employment opportunities. This éolicy has, however, come

13 It has been noted that out-migration

under héavy.critrcism:
usually results in é 'brain drain' associated with the 1loss

of young productive workers. Even though the labour marget
méy reach an equilibrium position, a further decline in com- ”
munity welfare is inevitable. Unemployed workers, leaving

the region, take with‘them the unemﬁloyment benefits, redubi

ing regional.revenues even further.14 In addition, the per

capita cost of{ﬁéihtaining the existing local infrastructure
increases. Out-migration also often offsets the power base
of electedyofficials, creating a situation which may be
against the political interest of this group. The opponents
of the mobility policy also argue that regional balance can
be attained best by injecting sufficient capital into a lag-
ging region. Capital subsidies or grants will -attract indus-
tries, create employment and consequently an optimal social
welfare position will be reached.15 o

Assistance to depresged areas in Canada has undergone
considerable change duriné the past decade. Until the
establishment of the Department of Regional Economic Expah-
sion (DREE) in 1969, which combined most policies and

programs under one department, the existence of the previous

development pPfans can best be explained as "... one of
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16 Present-day regional devel-

programmes without policies.”
opment programs, as administered by DREE, in addifion to
various provincial government development, ha&e, hdwever,
well defined goals and objectives. To'redﬁce‘regional dis-
paraties the DREE policy goals have been set to (1) enhance
industrial development, (2) provide infrastructure assistance
in selected areas, (3) encourage social adjustménts and
rural development, and (4) facilitate the access of peopleA
to new employment opportunities as well as improve their
income.t’ | . e

Recently, numerous efforts have beén undertaken to
investigate the effectiveness of the assistance programs
(Springate, 1972; Woodward, 1974; DREE, 1973; Usher, 1975),
with the tenable conclusion that the goals set have not been
met. Springate mentions the possibility of ['free riders';
firms locating in épecific regions'regardleés of‘financial
assistance offered by DREE to these firms.‘ It appears that
this is a universal problem, since government officials have
no insight into the planning decisions of individual firms“."lr8

A more critical and useful analysis is presentea by
Woodward, and also by Usher. Woodward dbserved the ratio of
subsidy to total employment created and concludes his study
with the observation that the DREE programs, as(established,
cias firms' production Eechnology decisions towards capital;

intensive technigques despite DREE's mandate to develop

amployment opportunities.,

16

'
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Usher, on the other hand, prqovides a more general

critique.19 The effects of fhe Regional Development Incen- -

tives Act of 1969 upon investment, employmeﬁt, innovation, *
the distribu?ion of income,rand équity in dealing between
government and business-in the less developed areas of
Canada are'inve{tigated In Usher's. oplnlon, there exists
reasonable doubtkthat the objectives, as outllned in the Act,
nave not been achieved: "In“"view of all the uncertainties
inherent in the subsidization of firms--the absence of solid
evidence that invéstment’in the deSignated regions is really

-increased, the even greater doubt about employment...."20

£
-

Uus1ron \‘
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The objeciives of regional developmeht and thé—tools
designed, to entice economic activity to locate in lagging
regions must take acqouﬁt of the fohndations_bf regional
growth and the factors inflﬁencing the location of these
éctivities. The limited success of regional development
incentives, as shown by the>pfevaience of regional dispari-
ties, leéﬁ one to suspect that tﬁe development potentials of
2 region have not been identified properly and consegquently
‘nave been treated as separate‘featuresi '
The development potential of an area can be'?eseribed
as either ﬁﬁe,maximum,possible amouht cf goods and services

available for production, or the potential income value of

t“hese resources. The availability of these rescurces, then,

FEy
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can be evaluated by four different criteria:
(1) from the gquantitative and gualitative point of view:
the av&Hlableﬁquantities'and gualities of the factors
* of production: J
(a) lahé (area, topography, climate ...);
(b) the resident population according to sex and age as
the basis fo tbe skifled and unskilled labour pool;
(c) the available amounts and gualities of private
capital and public infrastructure capital.
(2) from a structural pointvof view: the relation of these
resources to one another--i.e., employment struc?gfskyr
economic structure ...;

(3) from a spatial point of view: the economic-geographical

location of a region; agglomeration of population and

R

=

economic activity ...;
(4) from an overall organizational point of discussion: the
framework of government organization (the co-ordination

of federal, praqvincial and regional governments).2l

Given this set of criteria, it should be possible to
establish a realistic set of direct economic development
goais based upon lgbour, land, infragtructure, locational,
agglomeration and stfuctural potentials. The pattern of
change for pew products, innovations and new markets, however,
may reduce the importance of the traditional factors of

regional growth. it has been noted that 'hidden potentials'
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such as climate, sunshine, external benefits from places of
higher learning may represent one of the more important, but
so far least recognized, sources of regional prosperity.22
The remaining chapters of this thesis will attempt to iden-
tify these hidden potentiais,to.study the applicability of

these non-economic factors within the context of regionél

development programs.

3
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Footnotes

lPresently there are two important theories of compar-
ative advantage as a basis for inter-regional trade. The
first is the classical doctrine of comparative costs, which
stems from Mill and Ricardo. The second is the so-called
Heckscher-Ohlin theorem, which stipulates that comparative
advantage depends upon: (a) different productive factor
endowments among regions (countries), and (b) different
factor intensities of production processes for different
goods. See for instance: Caves (1960); Chenery (1961);
Ohlin (1933); Johnson (1957); North (1955); Tiebout (1956). w

2See for example: Borts (1960); Borts and’Stein (1964) .

3Richardson (1973), p. 22.

4Ibid., pp. 29-30.

kaldor (1970), pp. 337-47. 'Efficiency wage' is deter-
mined by the change in maoney wage relative to the change in
productivity. .

'6The names of .J.H. von Thunen, A. Weber, C.F. Friedrich,
and T. Parlander are frequently mentioned as the originators
of location theory.

A good review of location theory can be obtained from
Alonso (1975); Losch (1938) reprinted in Friedman and Alonso,
eds. (1975); and Greenhut (1952).

7Isard (1949).

8The location decision-making process of firms and/or
individuals (families, groups) can, ceterus paribus, be
linked to certain maximization / minimization criteria within
a given preference function. The location decision may
further be influenced by "external locational factors,"” such
as transport and labour costs, and also by "internal location
factors" such as spatial preference patterns, organization or
investment structures. In this context, individuals, as well
as firms, have a more or less distinct notion about their
future. in terms of status, income, profits, size of operation, !
etc. (For a more detailed discussion, see Krumme [1970].)

!
H
1
:
:
i

9See for instance: Richardson (1973); and von Boventer
(1974) . The notion of growth poles can also be detected in

the writings of Christaller (1933); Losch (1938) reprinted in
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Friedman and Alonso, eds. (1975); Hirschman and Myrdal (1958).
To ensure dynamic conditions, Perroux's (1955) system requires
one firm or industry within the pole to adopt some leadership
or dominance. For a further discussion of growth pole theory
see: Hansen (1970, 1975); Hermansen (1970); Kongstad (1974);
Monsted (1974), and Darwent (1969) reprinted in Friedman and
Alonso (1975).

10See for instance the Fifth Annual Review by the
Economic Council of Canada (1968).

llFor a discussion of this topic and the oppos1ng v1ew
of the planned adjustment see Cameron (1968).

12Bird (1966) in a letter to Fox; reprinted in Fox
(1966), Chapter II, pp. 2-3.

13For instance, the 1954 Newfoundland "Centralization"
program and the 1965 federal-provincial "Resettlement" pro-
gram attempted to achieve two objectives. First, assist
people from the outports to move to jobs elsewhere in New-
foundland. Second, move people to better services such as
health, education, etc., to upgrade the qualifications of
the unemployed fishermen. As Copes (1972) points out, the
resettlement program was only partly successful. It succeed-
ed only in its second task, but failed to attain the primary
objective~--provide jobs. The movement of people from the
outports into the central cities of Newfoundland created
bottlenecks, thus as Copes reasons, the program should have
been extended to assist people to move to the mainland of
Canada where more employment opportunities may have existed.

14Vanderkamp (1970).

15See for instance: Moes (1962); Morss (1966); Cumber-
land (1971); Robock (1966). The objective is not only to
entice capital (thus industries) to move to target areas,
but also to entice local capital to be invested locally
rather than in areas where the rates of return to capital

are higher (Hansen, 1974, p. 24). For a discussion of
required population shifts to reduce disparities, see Munro
(1974). 3

16

Graham (1965), p. 10. A review of the federal-
provinical assistance programs can be found in: Brewis
(1969); Brewis and Paquet (1968); Munro (1977).
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17 unro (1978).

-

18See for instance: EFTA (1968).

L9ysher (1975), p. 575.

- 20Langkau—Herman and Tank (1973), pp. 12-23.

2lZimmermann (1970), p. 232.

22Brewis and Pagquet (1968); Klaassen (1965); Ullman
(1954); Allison (1965).
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CHAPTER TIIT ‘
\
, L
THE CONCEPT OF AMENITIES AND THEIR RELATIVE
IMPORTANCE FOR REGIONAL DEVELOPMENT

The previous discussion introduced two important con-
cepts of régional developmentz First, industry location is
influenced by two principles--least cost énd market area
orientation and second, -various governmenf programs are
designed to influence the lo;ation behaviour to reduce
regional imbalances while at the same time providing for
maximizalion behaviour for industries. Iﬁ addition, the
emergence of "footloose" industries and individuals, caused
by innovations and improvements in technology, as &ell as
higher education linked with professional speéialization, may
aid the welfare maximization criteria inherent in development
plans. For many industrial sectors the traditional dependence
on either sources of inputs or markets is now obsolete;
instead, amenity orientation of location has evolved.l For
instance, research industries such as electronics have low
transport costs but need specialized .scientists and techni-
cians. In general, it is believed that this highly trained
group of professionals is short in supply and thus can be
choosy with respect to the location of work and residence.2

Here the main objective of regional planning is to render the

region in gquestion as attractive as possible to the mobile |

-
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factors of production (labour, capital and entrépreneurship)
compared to rival regions. A region which is not attractive
to'these“féctors will in most instances fail in its attempt
to improve its economic welfare.3
This chapter will investigate the factors involved in

the movement of firms and individuals.to specific locations.
Detailed attention will be given to the amenity factors and
their influence on location decisions. Finally, a theoreti-

cal amehity model of location will be introduced.

Mobility of the Factors of Production

Even though a basic notion of resource mobility for
capital and labdﬁf has been presented already'in Chapter II
(Growth Theories), an extension of this subject is required
at this point.

Mobility of capital resources. There appears to be a
general consensus that the movement of capital resoﬁrces’is
purely economic in character. Capital, being almost perfectly
mobile, with near zero transport costs and peffect information
about capital markets, will in most instances seek the loca-
tion with the highest rate of return. -

Mobility of Labour resources. The determinants of indi-
vidual migration are, unfortunately, not as clearly defined
as is the case with capital movements. Traditional migration
studies focussed upon the employment opportunity critefia.

Migration was from low wage regions to high wage regions and
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also to better eﬁployment opportunities. An extension of
this line of thinking is seen in basic spatial gravity models.
In this mo@el, a distance variable is included to servé‘as an
indicator of 'barrier' to mi—gration.4 The shortcoming of
these models is seen in the premise that the existence of

»

employment opportunities.is the sole determinant of migration
flows.

A modification of the traditional migration models was
brought about with the introduction of capital theory to
migration studies. The resulting 'human capital theory' of
migration attempts to account fgr many non-economic factors
ignored in the traditional migration model.5 Moves are under-
taken to incraise pecuniary as well as non-pecuniary (psychic)
income which in turn increases individual utility. The
decision to move is finalized after a careful evaluation of
factors such as personal taste, past and expected employment
opportunities, past migration experience, the monetary costs
of moving, the loss of friends and family, etc. The decision
maker, under conditions of uncertainty,‘chooses moves which
will maximize his lifetime expected value on income. We can
thus postulate an objective function (Z) for a move from
region i to region j:

Max Z;, = PV, = PV, —'Tij - (1)
where: PVj = the expected discounted income obtained in

destination j;

e i e e
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PV the expected discounted income at origin i; and

Tij = a measure of all discounted mqving costs incur-
red in the move.

Another refinement of the basic migration model is the
'capture-cross-section component' model. This model postulates
that the individual attraction of a given region depends not
only upon the intrinsic attributes of a destinatibn region j ;
as perceived from region i, but also the competing factors
from all other possible destinations k. The probability of a

migrant from region i selecting a destination j from a com-

peting set of areas k can be expressed. as follows:6

qujf(cij? |
Uij ) Lg, P £ ' 2
x & Kolegy)
where: Uij = the differential attraction of origin i and
destination j;;
qj = some undetermined attractiveness of city j; ’
Pj = population of destination j;

£ = a weight measuring the intrinsic attractjon (c)

in relation to its size and distance from the
—prigin i;
k = attractiveness of all competing regions k.
Although all migration models contain the three main

controlling components—--distance, differential attractiveness

i

k]

3
‘:;‘,
'
:

of areas, and availability of information--the results

obtained from migration analysis are not consistent. The
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widespread use of these so-called 'deterministic' models is
primarily based on ease of application and uniform generali-
zation of migration determinants. The difference in explan-
até;y power of the various models employed suggests that the
previously neglected non-economic determinants--amenities--

may in actual life exert a considerable influence.

The Review of the Amenity Literature

Increased dissatisfaction with traditional equilibrium
models has resulted in a search for non-economic factors to
explain the location decisions of individuals. These 'other'
location determinants are often categorized as amenity factors.
The recognition of the existence of these factors can be
separated into three groups: (1) qualitative statements;
(2) survey articles, and (3) analytical studies. The follow-
ing discussion will briefly reéiew these contributions and
will also point out the different interpretations and defin-
itions of amenities.

An early attempt to identify the components of amenities
was undertaken by Ullman (1954). His article "Amenities as a
Factor in Regional Growth" is still regarded as the leading
reference in discussions about amenities. Ullman interprets
amenities very broadly: climate and amenities are synonymous.
The main argument of Ullman's paper stipulates that an A
increasingly "footloose labour" force and industrial sector

would respond to the lure of a mild climate. The favourable

R B B e Kbt it Sty ] e e b e o it
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climate conditions in Florida, California and Arizona are
held fesponsiblé for the rapid population growth in these
three states: "the new frontier of America is thus a fron-
tier of comfort, in contrast with the original frontier of
hardship."7 “

@

A more detailed’interpretation of amenities isvpresented ;
by Ste&ens and Brackett (1967), who discuss natural and urban-
ization amenities. Natural amenities are characteristics |
such as climaté, mountains and foresté, water_ﬁodies ceed
urbanization amenities include supply in the arts, shopping
facilities, a variety of public services and a host of other
benefits usually "associated with city lifé."8 It is conceiv-
able that these factors are stimuli which lead to feelings

of comfort, pleasure‘orvjoy. The reaction of the human
response system can then be observed by the willingness to

pay a higher price for a particulér aménity package such

as waterfront property.9

H

Perloff and Wingo (1961) intrqduce the concept of the
'amenity-resource' effect. This effect exerts an influenéev ’
upon the job-seeking migrant as well as the non-job migrant--
the retired individual. Both groups will seek out more
intangiblé services such as climate and coastal areaé: i"The
natural resources, then, need not enter directly in the pro-
cess of production but only influence directly thg location

of markets as well as production."lO
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The actual observed influence of amenity facéors upon
the development pattern of a spatial unit is presented by
Perloff and Dodds (1963). The authors draw attention to the
development pattefn of Florida, which to some extent is con-
trary to the traditional theories presented in Chapter II:

.o wheré manufacturing and certain agricultural opportuni-

ties have followed the establishment of a recreation-oriented,

. 11
permanent service sector base."

The relevance of amenities for regional planning is

expounded by Klaassen (1968). He contends that "... a certain

level of amentities or social infrastructure is necessary

before an area can-attract the industries likely to be sound

nl2

for it. In addition, the level of amenities supplied is

as important as capital and labour in the gquest for economic
development: "... the area in gquestion is not only evaluated
in terms of purely economic factors, but also from its endow-

s

ment of such general offerings as housing, education, shop-
ping, and entertainment."13
" The statements made about the influence of amenities are
in part supported by industry surveys.” Attempts t;kzsolate
the factors involved in area/site selection show amenity
factors to be important in.the final location decisions.

Wallace and Ruttan (196l) report:

... first, the relative importance of ranking amenities rose as
the number of managerial personnel transferred from other loca-

tions rose, second, comments from company officials, ... [that]
if the minimum level of community facilities was not met, there
was a tendency to ... omit the community from further considera-

tions, even though locational incentives hawve been offered.

~~
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A similar influence of management upon a firm's location
decision has been observed by Cameron and Reid (1966). The

major factors involved in the final selection of non-Scottish

~

plant sites was found to be in the opposition of the manage-

ment:

fhe strongest views against locating on social grounds were expressed
by companies transferring their production facilities. ... The man-

agement concerned was not convinced that existing social and family
ties could be maintained.

While the presence of economic incentiVes such as inéome
vand empioyment may be of importance to an individual to move
to certain areas, the level of amenities provided or available
will in most instances determine the level of satisfaction
with the new residence. Pinfield, Hoyt et al. (1974) investi-

ated the causes of labour turnover at an industrial complex

]

in northern British Columbia--a community with high wages and
jobs--and discovered that among the "quits" and "non-gquits"
general dissatisfaction was expressed with: (1) opportunity

for entertainment and recreation; (2) climate; (3) isolation;

4) public transportaticn; and (5) shopping facilities. These

p-
A1}
(@]
it

ors were especially important among the respondents who
. - , , . . 16
zult after the first six to nine months of employment.
A sociological analysis of single-industry communities
in Canada, undertaken by Lucas (1971), states that the resi-
Zents of such communities ranked services and facilities that

saould e availables in a typical resource community as:

‘1) entertainment and recreation; (2) incomes in relation to
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the cost of_living; (3) housing; and (4) good access to

cities in the south.t’

The respondents also felt that:.

&

... the city abounds with facil;ties and opportunities thét.aré&-
never utilized ... the availability, whether used or not, affects—s=zi~
social definjitions. ... The absent services seem to make the heart

grow fonder. d

Additionél insights\into the . role of amenities as loca-
tional detéfmiﬁants are provided by a few analytical.studieé
which are based upon a modified human capital migratién model,
to allow for the existence of amenity fac’tors.19 von Boventer
(1969) includéd environmental viriables in a regression equa-

tion to determine the migration decision into st German

cities. For the period 1956-1961, net movefient was away from

mild Flimate areas, probably for economic reasons. The trend
was reversed in the l96i—l966 périod when internal migration‘
to cities was significantly related to mild climate and to
the availabilityﬂof cutdoor recreation.20

Cebuia (1374) analyzed the net migration of thé elderly
for 48 states in the U;S.A. His modél, which explains nearly

60 per cent of the variation in the rate of net migration,

isolates climate and recreation variables as important deter-

Hh

minants. Both of these variables are statistically signifi-

cant at the 1 per cent level of confidence, an interesting

result when compared to the statistically insignififcant
. A

: . 21 . - .
economic variables. Although the purely economic factors

?
e of only small importance to the elderly, it is never-

o3

~ay
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theless of interest to note the pattern as’depictea by Ullman
and also by Perloff anﬁ Wingo.

A different mode of analysis was undertaken by Liu-
(1975). Liu constructed a set of 'quality of life indicators'
‘and performed cross-section anaIysis to measure the rate of
migration for 50 stétes and the District of Columbia. His
rssults‘cgnclude that the indicators selected providev"sn
7 extfsmelynhigh explanatory power fér non—wnite}migration":
(R? = .72). The living—csndition indicators, similar to the
concept of amenities, appear to be important for both the
non-white and whits migrants.22 The additibn of economic
variables-~income and employment--into the model did not
alter theiresults..

Gibson (1969) repofts two different approaches to test
thsramenity hypothesis. The results of ths first, a lead-lag
analysis, suggest that neither Tucson nor Phoenix is an
amenity city,23 However, the second approach,which reports on
four surveys undertakeh in Tucson and Phoenix, contradicts the
results of the lead—lég analysis. The overall conclusion of
the surveys indicates that climate amenities influenced the
post-war growth of Arizona. The largest group of in-migrants
is comprised of health-seekers (30 per cent of respondents),
whereas the retired people make up the second largest group
{20 per cent of household heads).24 Also of some interest is

a recent study by Maki (1977), who attempted to link out- .

migration rates with infrastructure supplied, in particular

P
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television reception. His results indicate a strong corre-

lation between the quality and quantity of television recep-

tion and stayer rateg.25

A Theoretical Regional Amenzty Model
Apart from the. qualltatlve statements made about the

relevance of amenltles, only one sqrious attempt /has been

—_—

undertaken to develop a comprehensive mode of//;aly51s to
/

S

isolate the effects of amenities. Klaassen (1968) proposes

w

a theoretical model which observes amenity-demand effects as
well as amenity-supply effects, the key characteristic of

/
amenities is seen through these main effects.

First,Jthe greater the distance between locatEbn Qf
amenities and consumers, the loWer the effective demand for
amenities. Thus, the presence of amenities close to the
consumer reduces the distance between supply and the consumer;
the reduction in transport costs can be interpreted as a
reduction in the price of amenities, an effect which will in
Jturn stimulate additional demand for amenities.

Second, amenities such as better housing, education or
medical care, are believed to benefit the overall welfare of
the population. 1In the long run the presence of such ameni-
ties will improve productivity and income.

Third, and more applicable to this thesis, the better
the amenities the more attractive is the area. Th%%influx of

new activities will generate an increase in income, which in



turn can be interpreted as the amenity-supply effect.

26

Thus, in this model, the impact of amenities can best be

measured by the increase in per capita income during a given

time period.

To isolate this impact Klaassen postulates the

following model:2’ . | .
o dy _ By . B>
at - BoBAp AT - (3)
— oy 02 )
AD = 0.0Y AS ) ) (4)
y = g(t)ASEEELiEA (5)
l-(].lBl )
income;

where: Y

dy/dt

increase in per capita income;

effective per capita demand for amenities which
is proportional torper capita private expendi-

ture on amenities; .

per capita supply pf amenities;

co-efficients measuring the size (elasticities)
of the two effects;

constant; -
// -~ \
. o .
constant; e

income elasticity of the demand for amenities;
the degree to which increased supply stimulates

demand.

Unfortunately, this model contains drawbacks which, by

Klaassen's own admission, renders this approach inoperative--
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at least at thé preéent time. The applicability of the model
is éonétrained by the two effectslit is supposed to measure,
namely the amenity demand effect'and the amenity supply effect.

If we consider the amenity demand effect first, we are
primarily interested in establishing a relationship which is,
preportional to private expenditure on amehities.‘ As in the
case with many so-called 'non-priced' goods and sgrvices,
insufficient data impose a definite constraint on the‘model“
There are some studies which have attempted to obtain measures
or approximations of private expenditures for instance for
outdoor recreation, however the results are not conclusive.28

The amenity supply effect, on the other hand, provides a
recursive system. Equations (3) and (4) above stipulate that
income depénds on the supply of amenities: equation (5). -
Once the supply of amenities is increaéed, the direct effects
are reflected on income, this again on the demand for ameni-
ties, this again on income, and so forth. The total impact
of the amehity supply on income may thus be of considerable
size due td both the direct and the indirect effect, exercised
by the sﬁpply of amenities.

To overcome the difficulties of Klaassen's model, two
alternative apéroaches come to mind. First, one could rank
the city (or nuclei) with respect to the level of amenities
present. The ranﬁ‘attached to a centre can be detérminedvby
either (1) the gquantity Qf a particular amenity: i.e., one

university, one theatre; or (2) the capacity of the particular

e
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amenity: i.e., the number of faculty members, number of
theatre seats, number of performances, etc.

The seconé'approach would attempt to attach a weight to
each émenity, usually in monetary terms suth as per capita
expenditures for different amenities supplied in a given
community.

The proper use of amenities, however, as with any other

.
good or service provided, rests more in the use made of them
rather than in their capacity. WhiIg the quantity-capacity
approach only allows us to make certain inferences about one
variabié, for instance consumption, the economist or policy
maker needs to describe the relationship between variables--
i.e., how consumption is related to income. To describe this

relationship, econometric tools such as Regréssion Analysis

and/or Factor Analysis are used frequently by researchers.

Conclusion

The preceding chapter has outlined some important facets

- of regional develbpment theory which are of.prime importance:

to this thesis.

First, it became apparént that the leading theory of,
for instance, migration cahnot fully explain the movement of
people from one locale to anoéher. In this respect, numeroﬁs
effdrts have been undertaken, and are still underwaj, to
"complete" the theory of migratibn and/or location.

Second, because of the limited explanatory power of

these theories, the concept of amenities has gained a consid-
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erable acceptance as an influenciﬁg factor of location,
supported by numerous surveys and studies. Amenities are,
in general, broadly defined as natural anq as urbanization
'ﬁameniﬁies and carry the distinction that the presence of
ﬁthese locational qualities may positively influence the
location decision-making proceés of firms and individuals.
We have also noted that a 'threshold level' of amenities

must be present in order to attract firms and/or individuals

to an area.
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Fodtnotes

lAlonso (1975), p. 57. Amenity-oriented location may
be important for (1) the film industry; (2) aircraft design
and outdoor assembly; (3) electronics and scientific manu-
- facturing; (4) production of sporting and recreation equip-
ment, etc.' On the other hand, utilization of pleasant and
agreeable natural amenities can lead to the establishment of
tourism, recreation and/or retirement centres.

2Many firms appear to benefit from amenity-rich loca-
tions. To attract specialized manpower a firm will include _
the amenity benefits associated with the locatlon in its-
promotional literature.

3Géorge (1970) isolates the following factors responsible
for the decline of manufacturing industries in Nova Scotia:
(1) the inferior location of firms in Nova Scotia vis-a-vis
location in southern Ontario; and (2) a poor supply of entre-
preneurs in Nova Scotia. .

4See for instance: Blanco (1963), and Lowry (1966). A
survey of migration studies in the U.S.A. is presented in
‘Greenwood (1975). '

5See for instance: Sjaastad (1962);'Becker_(1964);
Courchene (1970); Stone (1969); Vanderkamp (1970, 1973).

6Cordey—Hayes and Gleave (1974, pp. 101-103. ThlS
concept is familiar to Stouffer's (1960) intervening oppor-
tunity hypothesis theory: the number of persons who migrate .
a distance is directly proportional to the number of oppor-
tunities on the periphery and inversely related to the number
of opportunities in the circle:

X.
J
Mi' = a
] i ' ]
where: M,. = the number of migrants from origin i to destin-
+J ation j;
X. = the number of opportunities at j;
XJ . = the number of intervening opportunities between
ij . .
i and j; «
a = constant.

7Ullman (1954), p. 119.

8Stevens and Brackett (1967), p. 7. +

s

e
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9Robinson and Atkinsson (1969).

. loPerloff and Wingo (1961), reprinted'in Friedman and
Alonso (1975), p. 314.

lperioff and Dodds (1963), pp. 32-33.

12Klaassen (1968), pp. 9-10.

131pid.

14Wallace and Rattan (1961), p. 140.

15Camerdn and Reid (1966), pp. 15-28. Of interest also
are: Muller et al. (1968) reporting that over 60 per cent
. of the individuals surveyed moved for purely economic reasons;
this still leaves approximately 40 per cent of the migration
decisions unexplained. Greenhut (1959) noted the amenity
influence as the third or fourth reason to relocate, after
the economic factors such as markets, labour supply. '

16pinfield and Hoyt et al. (1974), pp. 13-17.

l7Lucas (1971), p. 395. Q\

181144., pp. 404-405.

19See for instance: Rothenberg-Pack (1973) and Mutb’pﬁ
(1971) . ’ '

4

20Von Boventer (1969); pp. 53-62.

@

2leebula (1969), pp. 62-68:

&

o

2215w (1975), p. 331.

23Gipson (1969), p. 196.

*41pid., p. 19s.

2SMaki (1977).

26¢1aassen (1968), pp. 14-17.°
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271pid., pp. 16-17. o
28See for instance: Gordon (1976), for a discussion of
the different methods employed to establish a measure of
private expenditure on outdoor recreation. These are usually
in the form of: willingness to pay; compensation required;
trip cost expenditure, and cluster analysis.
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CHAPTER IV

THE REGIONAL AMENITY MODEL:
"HYPOTHESIS AND METHODOLOGY

— In the previous chapter, five major am%?ity groupings

were isolated--(a) climate, (b) recreation, (c) urbanization,

(d) health, and (e) distance (isolatidn). Also Klaassen's

theoretical amenity model was;presented. In the following

discussion our familiarity with the role .of amenities will

be expanded first by f%rmulating an operational regional A‘E
A i

amenity model and second by selecting regional amenity vari-
r-4 .

ables to be used in the amenity model.

The Amenity Model
Prior to developing a framework of analysis, three

a

important assumptions have to be stated. Firstly, it is
aésumed that individual cities are more homogeneous with :
respect to socio—-economic charaéteristics than are Census
Q}visions or largér economic areas. Secondly, it is assumed
Zﬁ;ﬁ a reasonable description of the amenity effect can bé
obtained by using cross-section analxsis of differeﬁt cities
-within the area of investiéation. Finally, contrary to the
existing literature on migration and Klaassen's model, it is
assumed that a more tenable inference abbut the influence of

amenities can be reached by observing the change in popula-

tion rather than the more traditional factors such as changes
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in income or employment opportunities.l
The regional amenity model can be thought of as having

the following functional form:

pi = f(Ai,.ci, Di’ Ri"si’ H., T, Yi)‘ (6)

where: Pi = the rate of change in population of city i;

wAi = population characteristics of city i;
Ci = the climate of city i;
D, = the distance of city i"to a larger'population
centre;
R, = recreation opportunities in city i;
S; = gross population density of city i; -
H; = quality of medical care in city i; K
T, = quality of retail services in city 1i;
Y. = average income in ciﬁy i.

To determine changes in the‘lével of amenities prgéent
at a particular population centre, two inventories were con— 
ducted: (a) the initial supply (évailability) of amenities
(t = 0), and (b) the level of amenities present at the con-
clusion of the investigation (t = 1).

The regional amenity model postulated here establishes
an initial framework of discussioﬁ. Linear multiple regres-
sion analysis will be applied in orhgr to isolate the most
influential amenity components of this model. The foilowing

sections will: (1) define the dependent and independent
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L /‘ -
variables, and (2) discuss the impact, and applicability, of
each variéble (or proxy) on the individual's location prefer-

ence.

The Dependent Variables

If the supposition made about the amenity influenée on
location behaviour is correct, then the observed change in
population size may provide us with sufficient information.
Other‘indicators saah as the often used income and employment
differentials are unfortunately not independent of economic‘
activities within an area and may thus describe & change which
is strongly correlated to economic fluctuations. The ﬁresence
of amenities, on the other hand, will contribute to population
growth regardless of such oscillations. In addition, ameni-
ties Will alter the composition of the population; shifts in
cultural groups, occupational structures, age groups and
income distribution may occur. The direct impact o% amenities

will be made visible by the influx of people, whereas the

indirect effect may be in the form of income and employment

. 2 J
expansion. . ke

While there may be a slight argument over whether or not
the change in population represents the best possible depen-
dent wvariable, concérn over which specific measure to select
is well-founded. ©Normally, the change can be described iﬁ
two ways: the absolute ¢hange,vand/or the percentage change.

Using an absolute change variable leads to certain diffi-

culties in assessing the final regression results. Unless the
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equation is properly specified, the results wili be influ-
enced by the size effect of the dependent variable. To
overcome - this definitional problem a population size variable
has to be included at the right hand side of the eguation.
Furthermore, the magnitude of an absolute change variable may
either result in an upward or downward bias in results, |
depending upon the pix of centres in the samplé. TQis pos-—
sible source of bias is not found in the percentage change
variable due to the mére realistic description of éhange in
relation to the thresholdvpopulation of a parﬁicular centre.
To determine any difference between these two vdriables
both are used in the analysis, w?th the respective results
pvresented in Chapter V.

It was necessary tc alter the population size of some
cities from that reported by Statistics Canada. During the
ten-year period of observation some municipalities annexed
certain fringe areas. The inhabitants of these areas were
not included in the i961 city pobulation.A It can be assumed
that the population of these areas; which were outside the
municipal boﬁndary in 1961, had egual access ﬁo:the amenities
present and thus exert an indirect influence’ﬁpon the level

of urbanization amenities supplied. Furthermore, the addition

-h

of annexed areas to the 1961 population base will correct for
oopulation changes which are not amenity related but which

are the outcome of boundary change.
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The Independent 7ariaco
: “ ,
v Prior to any econometric analysis a clear-cut\ approach

has to be outlined with respect-to the selection of variables.
Where proxies have to be ‘identified, two major requirements
héve to be met. First, the proxy must bé identifiable with,
pheninteﬁdedfva:iable; Secdnd, the proxy must reasonably be
pér:_of an indiwvidual's utility.function.3 Some of the
.égtudl or prog; explanatory variables selected for thg model
”Qeaé‘tékén at two different times. The 1961 level of ameni-
tieé indicates‘ﬁhg\threshold level of amenity supply within
'é[city. A high leéé; of %upplyrwill be an influential factor
.contributing to the change inipJZulation level. The sécond,
‘the 1971 level of supply, 1s necessary £o determine the change
in the stock of amenities during the ten-year peribd. In |

absence of detailed data, a constant rate of change in supply"

is assumed. The expected relationship§ between the dependent

i

and independent variables a;é outlined in Table 1.

k:ra::ergﬁfics P ;

The evolution of association o% human beings is based
upon the traditional concepts of family, the community, and

{the higher stage of agglomeratiqn—-society. Each and every
stage of dévglopment is accémpanied by a gradpa}veasing of

-]

+raditional laws and regulations. Thus, the urban area and

the resulting city 1life is attractive to many people becausé
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TABLE 1: EXPECTED RELATIONSHIP BETWEEN THE DEPENDENT VARIABLES AND THE
INDEPENDENT VARIABLES

Dependent Variables’
Independent Variables Change in Percenb@;am‘\//f/

Population Change in
1961-71 Population
4 = Population Characteristics : N
- Percentage change in population
1956-61 (%CHPOP56-61) +
- Population 1961 + +
- Number of females as percent of
population in 1966 (FE % POP66) +
2 = Climgte g
- Averagde temperature + +
- January temperature ’ +(-) + (=)
- Average precipitation - -
- July temperature +(-) +(-)
- Snowfall + +
- Moderate temperature fluctuatioéon
(Jan. temp.-July temp) + +

- Distance to city of populatlon
30,000 or more - -
- Log distance to city of populatlon
30,000 or more . - -

.

% = Recreation Opportunities

- Municipal per capita recreation -
expenditure (MUREC) + +
- Percentage change in municipal

regreation e nditure + +
SSES xpe ,
5 = Gross Population Density '
- Log density (acres per population) + +
I = uality of Medical Care
- Doctors per population in 1961 + +
- Percentage change in doctors ’
» per population + ' +

... continued ...
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Table 1 continued.

Dependent Variables

Independent Variables Change in Percentage
Population Change in
1961-71 Population

T = Quality of Retail Services
- Per capita retail trade in 1961 + k 4
- Percentage change in per capita
retail trade : + ) +
Y = Income
- Average male income in 1961 R +

NOTE: There are some variables for which it is difficult to predict the
proper relationship (sign). The (+), (-) indicates that either a
J positive or a negative relationship may occur.

of the expected interchange of economic activities, of ideas
and also freedom from traditional (oot codified) laws and
regulations. The sociologist looks uponca city as a natural
‘ environment, thé development oftwhich depends on three dis-
tinct factors. Firstly, the interdependence of man, based

upon the samé basic helief or condition, warrants that indi-

viduals with identical or similar affinity live in the same

community. Secondly, localization is also economic in nature.

People tend to locate their economic, social and cultural
activities at specific places to realize their objectives.
Finally, fhe friction of space and space allocation, usually
explained with the 'bid-rent' gradient, tends to collect

humanfbeings in a central place.

& crarian £ Tan e e
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The economist, on the other hand, allows only economic
factogs}to explain. the agglomeration of activities thch take
place in-a so-called central place.4 The growth of a city,
and the resulting hierarchy of céntres, depends‘upoﬁ %ﬁs
specialization in urban service functions. Generally, larger
centres will offgr a number of specialized goods which can be
offered to a broader population base. The demand for these
services is thus a function of the population potential:

"... any populé%ion concentration exerts an influence that
varies directly with size ... and also distance."5

The direct influence of the population éoncentration
(the threshold size of populqtion) is seen in the so-called
"urban size ratchet effect." This effect stipulates that"
not inevitablé and even tﬂe very existence of the place is
not assured, but beyond which absolﬁte contraction is highly

unlikely. ..."6

Furthermore, the agglomeration pull of a
city also providés the benefit of 1living close fo centres of
information exchange and to places where economic and social
transactions are easier to complete.7

| The identification of agglomeration amenities is quite

. complex compared to describing the purely econoﬁic components
of agglomeration. The difficulty in properly assessing the
amenity effect is partly caused by the interdependen;e of
some of the amenity measures such as population and the

~

access to health/medical facilities. 1In general, a reasonable

‘... perhaps a critical sjize exists, short of which growth is’

it d LA st

:
E
3
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explanation ‘of the role of urbanization amenities ought to
be found in the size of population and also in the change of

the population level.

a

In this thesis there are three populétion varjiables
which are believed to isolate the amenity pull. These are
the percentage change in population froT l§56-6l (%CHPOP56:6£),
the population of 1961 (POP1961), and the number of females
"age 20 to 45 during 1966 expressed as a percentage of 1966

population (FE$POP66). There are two reasons for includiﬁg

’

the population size variables. The first is technical in N

nature, i.e., the proper specification of the model, and the

&

second is related to the purpose of this thesis.
. The specification problem arises with the selection of .

the appropriate measure of population growth and the conse-
guent specification of the functional relationship with the

°

dependent variable. 1In a recent article, Young (1975) inves- ,
tigated the proper relationship in migration studies and

concludes with the suggestion of a gravity-type normalization

\

model:

. the difficulty wiﬂﬁ any procedure which does not correctly
allow for the popu ion size arises from the fact that the
economic charactefistics ... may be correlated with their popu-
lation. ... [Fufthermore,] if a migration flow that has not been
purged of the effects of population level is used as a dependent
variable in a regression equation in which population is not an . ¥
explanatory variable, the co-efficients of the other explanatory =
variablds will be bi%sed by gicking up part of the efféct actu- - .
ally due to population size. c ‘

A S e e

In a subsequent article, Vanderkamp (1976) agrees with

the inclusion of population size variables as explanatory
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variables on grounds that, when population is included along
with other explanatory variables, it has been successful in
the sense of being statistically significant.9

Thus the inclusion of the population size variables, on
the right hand side ofathe equation, oughﬁﬂt? eliminate the
bias outlined by Young.

%CHP056-61: denotes the percentage change in population
éuring the 1956 to 1961 period. Apart from the minor role
assigned to i? as a normalization agent for the estimating
equation, the major purpose of this variable is seen in the
possible lag effect exerted upon thé level of urbénization
amenities provided from 1961 on. It is assumed that the
provision of many amenity services is related to the popula-
tion prior to the start of the analysis period.

POP1961: the population of centre i as reported by
Census Canada (1961), adjusted for annexea fringe areas.

This variable indicates the importance of the initial concen-
tration of people, as well as denoting among other things the
existing state of infrastructure, social interactions and a
possiblé pool of labour.lo Some migration studies have noted.
the importance of population sizei Areas with a defined
level of threshold have been observed to grow faster than
cities whiéh dfd not possess the necessary populatioﬁ size.ll

FE%POP66: expresses the number of females age 20 to 45
as a pergzntage of total population during 1966. This vari-

able is purely technical; the proportion of females age 20
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to 45 ought to explain most of the natural increase in

-

population.

Climate Amenities .
Climate is probably one of’ihe most important determin-
ants of population change. The rapid growth of Florida,
Arizona and California~-three of the'fastest growing states
in the U.S.A.--has been linked to the favourable climate
conditions present in these states.12 In general, harsh and
long winters are ﬁhought to exert a negative influence on
growth. The industrial sector is faced with higher construc-
tion costs; snow and cold weather conditions also inhibit
outdoor production, raise transportation costs, and may
increase worker absenteeism. The private sector is faced
with similar problems, higher building costs, added insula-
tion and a limited period of cbmfortable outdoor recreation
opportunities. More moderate climatic cénditions, on the
other hand, appear to-be attractive to a number of eCSEgaic
activities.
In general, it is believed that people dislike climatic E
conditions which will cause a feeling of discomfort or'whic‘.}.lm¥

are very extreme. Equally as important, business executives

may object to living in places with an unfavourable climate,

R N 'V TSP .

not only for personal reasons but for family considerations. :
This reluctance to move to areas which have a perceived

unfavourable climate will in turn influence the location ;
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of footlooée indﬁstries.

The daiiy exposure to weather feports by the news media,
listing among other things the-témperature or level of pre-
cipitation at different places, imprints eithér a positive
or negative mental preference map for a specific area.l3
Usually, such climatic conditions as the number of frost-free
days, amount of precipitation, hours of sunshine, average '

temperature, or a combination of these are used to identify

possible individual climate preferences. The climate vari-

’

5 b

able we need is one which will present a clear indication
that climate amenities do indeed attract or repulse people.
Since there exists no single indicator to depict all possible
combinations, a total of six variables/proxies‘have been
selected. Four of these variables are temperature-related,
ﬁhile the other two variables measure precipitation.

AVERTEMP: denotes the average yearly temperature in
city i. It is hypothesized that a more temperate climate
will exert a positive pull compared to either a hafsh or
widely fluctuating climate. ‘

JANTEMP: the average‘temperature during the month of
January. The interpretation of this variable is unfortun- 4 e
ately not as simple as one would prefer it to be. The con-
ventional approach, to identify the effects of January
temperature on migration, is based upon the assymption that
individuals prefer locations with a milder winter temperature,

ceterus paribus. There are, however, reasons to believe that

!
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the expected-positive relationship may not behave in the
hypothesized manner in British Columbia. The close proximity
of some centres to‘the ocean, coupled with éhe mountain
ranges, may cause excessive precipitation iﬂ‘these areas
during the,mohth of January. This relationship is strength-
ened by an observatign of January temperature and average
precibitation of these particular centres. The temperature
for these centres is‘above thé average for all centres,
coupled with above average precipitation ac;umulation. The
combination of these two ciimatic conditions will result in
a feeling of discomfort, hence JANTEMP could have a negative
relationship with the dependent variable.14
For this reason we are not in a position to explicitly
specify either a positive or hegative sign of the JANTEMP
variable with the dependent variable.

& «
JULTEMP: the average temperature during the month of

4

July. If extremely cold places are disliked, so are éktremely
hot centres in the province. While cold places may cost more
to live in, so may an extremely hot centre. The acquisition
of air conditioning units may be necessary. There is, how-
ever, a second argumeQF which can be brought forward. The
present trend in tourism indicates that hot places such as .
Greece, Spain, and Mexico receive a large proportion of their
visitors from cooler parts of the northern hemisphere. Indi-
viduals are thus in search of a hot climate, or at least a

\_—,«
warm and sunny one, and may eventually take up residence in
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fhese areas.15 . .

As was the case with the JANTEMP variable, we cannot
specify the‘direction of the relationship between JULTEMP
"and the dependent variable.

JAN-JUL TEMP: This variable is the difference between
JANTEMP and JULTEMP. It indicates the amount of temperature
fluctuation between £he two months. The hypothesis is that
places\which do not ‘experience a wide fluctﬁation’in the
range of temperature extremes will be attractive to migfante;
a positive co-efficient is expected.

AVERPRECIP: denotes the average amount of precipitation
measured in inches. It is assumed that individuels presumably
prefer places without excessive precipitation. A high accum-
uletion of rain and/er snow 1is usually associated with dis-
comfort, thus,e negative relationship is hypothesized with

. . - .
the dependent variable.

SNOWFALL: - the average snowfall in inches. The main
phrposelof this variable is to depict the winter recreation

Aavailability such as skiing (Nordic as well as Alpine) and
snowmobiling. The ever-increasing participation rates for
these sports (see Appendix A) seem to indicate that individ-
uals prefer areas with above average snowfall, or recreation

areas nearby without the need to travel long distances.16

Distance: the Isolation Factor
If 6ne speaks of distance, one usually refers to the

vector between two or more points in space. If the points
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in the spatial dimension are also defined as cities, one can
envisage strong interaependence;between the growth of thesé
points and dist;nce. The farther apart the cities are from
’each other, the slower or weaker the channel &f communication
or exchange between them. This relationship has® been fésted

.
by numerous studies and is supported by an extensive litera-
ture.

The consensus in the literature is that a rational
person will always prefer a more accessible location to a
lesé accessible one. He will attém?t to reduce fhe distancé
between his residence and the place of shopping, recreation
and employment. Accessibility to %arger urban areanf
expressed in commuting distance, increases the availabil}tz
of urbanization amenities, the amount consumed or proviagﬁ‘
decreases after a given distance gradient has been reached:
For instance, Fox (1965) proposes a 'functional economic
~area' which is a distance of 50 miles in radius or roughly
one hour of driving time.l7

The effect of distance upon the growth of specific areas
is not only micro-economic in extent but it has also macro-
economic consequences. Distance variables are now included .
in regional macro-economic models to explain or forecast
regional economic growth. The exchange between two regions,
either in the form of imports, exports, investments or labour

supply, is often a function of distance between the two areas.

It has been found that larger areas will have a smaller



~

56

- propensity to import from another area the farther apart the
two areas because a degree of specialization has been obtained

18 This in turn has contributed to

in the larger region.
regional disparities in the form of lack of investment
incentives, higher unemployment, etc.

We are looking for the distance between the centres.
selected and cities which pdssess the required 'metropolitan'’
size. The identification of the reference points is carried
out within the framework of 'growth-pole' theory; thus, 5
cities which are believéd to be able to transmit economic
growth Fg%the hinterland are selected as reference points.
The exaét urban size of such areas is unfortunately ill-
defined in the literature, ranging from a popﬁlation of

19 If we adopt the lower

50,000 to a Population of 200,000.
minimum size--50,000--only four such centres would exist
under this requirement during the period of observétion:
Vancouver and Victoria in British Columbia and Edmonton and
Calgary in Alberta. There ére, however,‘other cities which
afe thought to meet the crite?ia set forth for a development
pole (growth pole) thus a re-definition of minimum size is
in order. After numerous tests with population sizes,
arbitrarily selected as 10,000; 15,000; 20,000 and\30,000
inhabitaﬁts, centres with 30,000 people or more were selected
as reference points. The decision to select .these centres

can be justified in two ways. Firstly, the variable performs

better in a statistical sense. Secondly, centres with a



57

smaller population may be more homogeneous with respect to
activities or services offered, thus one may not be able to
detect any differences in po;ulation pull. "'The larger cities
will in most instances provide institutions of ﬁigher learn-
ing, a ;eriety of shopping, socidl ;;a cultural facilities
and also provide specialized medical facilities. The propen-
sity to consﬁme these;;on—basic goods and sersices declines

as distance between tHe place of provision and the place of

residence increases. %or this reason we expect all distence
variables tested to depict a negative relationship‘withithe
dependent variable.

DISTCIT30+: the distance in road ﬁiles between centre i
and the nearest city with 30,000 or more inhabi£ants.

LNDIST: the second distapce variable tested; the
natﬁral log function‘of the ab§ve variable. |

Contrary to the straight linear distance function, it
is assumed that the actual *effect of distance on population
change can be more accurately expressed with the aid of a
log—linear distance funetion. The transformation of the
distance variable into a log~linear distance function will
convert a non-linear function into a linear relationship.
At the same time, the log function isolates the difference
between equal ratios and equal differences, thus providing a
better 'goodness of fit'. Most important, it is believed

that equal ratios rather than equal differences, of commuting

distance, are perceived as equal. In other words, a straight
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linear distance function suggests Ehat a trip spanning the
distance of 200 miles will cost twice as much as a trip for
only 100 miles. However, it can be grgued that thé traveller
_berceives\the travel expenditure for the second 100 miles as .
being less than twice the amount expended for the first 100

miles.20

Recreation Opportunities
Rising incdmes, in combination with a considerable
~increase in leisure timé, both in hours per week and days
per year, have caused an enormous increase in the demand for
recreation facilities. 1In the case of the weekena partici-
pant the demand for recreation opportunities is directed to
the immediate neighbourhood of the home, although the avail-
»
abil;ty/gg‘the family car has extended the radius of travel
distance.

The increase in demand has been accompanied by an increase °
in research, particularly in outdoof recreation. Studies
investigating the various aspects 5f recreation such as demand
for and participation in selected qqtivities, usually link the
attract%z?ness of a park or water recréagion area, measured by
visits to these areas, to size, number of facilities or special

21

characteristics or a particular site. Even though these

. N :
studies are reasonable in approach to determine the attrac-
tiveness of a specific recreation area (parks, lakes, etc.)

they cannot be incorporated into this study. Visits to a

particular area are a function of distance and attractiveness
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of the site in relation ?o all other possibLe recreétional
opportunities {areas) and are usually of short duration.
'Locational attractiveness', on the other hand, does reguire
a degree o% permanency; individugls will locate in areas
which exhibit great recreational opportunities.

Any attempt to isolate the locational influences exerted

by recreational activities must necessarily differentiate

_between the natural leisure activities such as hunting, fish-

ing, hiking, etc., and the urqahization leisure facilities
) ) , J

such as parks, playing fields, yswimming pools, arenas, etc.

There are distinct social di rences among the participants.

Outdoor recreation caters more to the individual who attempts

to find solace and leisure away from the crowds whereas the

consumption of urban recreation facilities is confined to the

© less mobile or more team-sport oriented participant.

In general, recreation fac;lities, or the availability
thereof, are believed to influengg the individual preference
lobgtioh in two distinct ways. Firstly, coupled with the ever-
increasing degree of urbanization, and with its attendant
growth in leisure time and disposable income, areas with abun-
dant recreational opportunities’ attract the urban dwellef as

a hunter, fisherman, tourist, and traveller for the day, over-

night, and for longer vacations. -Secondly, the consequent

growth in recreation facilities, which collect additional

tourist &ollars, provides employment opportunities for the

local population.22 The overall locational influence may be
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best represented by the in-migration of past tourists and,
travellers. ‘

The final selection of variables and/or proxies, which -
wili indicate the,locatiqnal pull, is complicated by (1) the
nearly unlimited availability of outdoor recreation opportun-
ities in British Columbia as can be observed by the wvarying
participation rates (see Appendix B), and (2) the absence of
perfect information indicating the personal preference func- -
tion for recreation participation.‘ This second problem is
accentuated in the case of urban‘.recreatio'nxfacili:ties.?3
Contrary to natural leisure opportunities, the provision of
urban facilities requires a substantial financial commitment
on the pgrt of the population and the local level of govern-
ment. In many cases, high capital cos%s of erecting recrea-~-
tional facilities have prevented their construcﬁion. Also,
high population growth rates ha&e swamped existihg facilities
and low tax bases did not enable all civic governments to raise
the capitalGnecessary.24 Iﬁ/may thus be plausible to identify
the logational pull by%conce{trating on municipal expenditures
on leisure activities. Relignce on this factor alone to
explain the growth of selected centres is based on the belief
that the level of provision is directly influenced by indiVid—’

ual demand. This may be voiced through elections.

MUREZE1: indicates the municipal rec¢creation expenditure

on a per capita basis in 1961.
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The selection of MURéCGl és a proxy’to isélate the
locational phll exerted by recreation amenities méy be open
to certain criticism. As noted above, the unlimited avail-
ability of outdoor recreation opportunities limits the selec-
tion of, for instance, parks per capita as an explanatory
.variable. Other recreation indicators such és number of
hunting and fisﬁing licenses sold, visits to parks and ski
areas near the residence, may no£ present a valid indication
of the purely local influences exhibited by recreational
resources. It can be argued that participation in these
activities tapefs off after a certain age has been reached
and urban-based recreation facilities will be preferred
(substituted) for outdoor recreation activities. The impor-
tance of MUREC ought not only be viewed in its role as a
measure of recreational attractiveness of a particular city;
it can also be employed_as a pélicy instrument. The
observation of municipal egpenditures for recreation facili-
ties signals first of all the demand for such facilities and,
secoﬁdly, the priority assigned to éuch facilities by local
officials.25

MUREC61 then serves as a proxy to signal the availability
of recreationai activities at é_given centre, which is believed
to act.as an attractive force and which will influence the
location decision of individuals.

%CHMUREC: denotes the percentage change in per capité

recreation expenditure between 1961 and 1971.



Although more importance has been assigned to the
initial level of recreation services offered, the change in

this level of services (increase or decrease) must also

receive attention. 1If we recall Klaassen's (1968) postulated

relationship between amenity-supply and ameniEX;gemanéfeffééifr

-

we realize that there exists a recursive system in which

N

-supply may create demand, which in turnvmay cause an increase
iﬂ supply to meet demand and establish a market equilibrium.)
The percentage change in pér capita recreation.expendi-
ture thus becomes an important variable>in the regionél model
due to its applicability as a measure of population response
to changes in.recreation amenities. A note of.caution is,
however, in order. Even though we are postulating population
movements to areag‘with assumed well-developed recreation
amenities, other things held constant, >the change in supply
does not provide any information with respect to changes in
guality and/or quantity. The human response system, éxpressed
byrthe change in population, must therefore be held agggunt—

able to indicate the quality and/or gquantity of facilities

provided.

Population Density

The selection of an urban size variable to depict popu-
lation changes is based upon the‘traditionalrrole of land
.in economic theory. Land has always been a critical deter-
minant of location of economic activity; most urban areas

began by exploiting some natural resources, but for some time
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now, the importance of raw material-oriented locations has
been declining. The tréditional tie to land by the factors
of production has been relaxed due to improvements in tech-
nology (especially in footloose industries sugh as elec-
tronics), but increased affluence on the part7of the consumer
has strengthened the 1link to land. Higher incomes, greater
amounts of leisure time, etc., seek land in the form of opén
space, low population density, recreational.properties and
thus have coﬁsiderable locational influence. A positive
relationship between the density variable and the dependent
variabie is expected. | (

LNDENS: denotes the gross population density of urban

areas in acres per population, i.e., the reciprocal of the

usual measure of density.

- Quality of Medical Care

The availabili£y<xfmedical services, especially the
equitable provision of these services, has been of interest
to social scientists as well as to governments. éo the
economist, health services are r;ﬁated tobthe economic cri-
teria of efficiehcy ané productivity; two conditions which
add to the potential effectiveness of the labour force and
total man-hours available from the labour force. The politi-
cal unit, on the other hand, has a different incentive to

concentrate on this issue. At a time when government-

sponsored medical insurance plans are on the increase, the

i
3
i
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question of equal acceésibilitf to medical care for all
individuals becomes an important issue.26

Thé introduction of universal medical plans has shifted
the financing needed to pay for medical services from the
private sector to the public sector. This shift has resulted
in a welfare gain on the part of the individual. The indi-
vidual consumer will look at the opportunity costs associated.

with obtaining medical services; the farther away the facili-

ties--measured in time and/or distance--the lower will be the

~consumption of such_services.27 Table 2 providés an indica-

tion of the increase in consumption of medical services. The
increase is shown as private and public expenditures as‘a
percentage of GNP and as per capita dollarAexpenditures for
medical services.

Aﬁy attempt to analyze health serviées must distinguish
between the 'indicator of need' and the 'indicator of provi-
sion'. While the former is usually reponed in morbidity
rates, and may be more applicable to less developed countries,
the latter reports the quantity of medical facilities such as
doctors per population, hospital beds per capiﬁa, etc.,
within the area .of investigation. The most widely used proxy,
to denote the welfare of an area with respect to medical ser-
vices, is 'in the form of thg doctor per population statistic
even though some concern has been voiced as to the interpre-

28

tation of this ratio. The authors of the Eleventh 4dnnual

Review (1974) suggest a good "social indicator" can be
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TABLE 2: PRIVATE AND PUBLIC SPENDING ON MEDICAL SERVICES IN CANADA

I. Ezxpenditures as a percentage of GNP

1955 . 3.2
1965 4.7%
1970 ¢ 7.12%

II. Private and public per capita dollar expenditures

1955 $ 60
1960 o114
1967 170
1971 304

Source: Klaassen (1968}, pp. 89-90, ECC, Seventh Anviual Review (1970), .

pp. 37-53; ECC, Eleventh Annual Review (1974), p. 88.

constructed by observing the participation rates of individ-
uals. The participation rate denotes the number of visits to,
or use of medical facilities by an individual per year,
especially during the years between age 35 and 54. Samples
taken in Saskatchewan, New Brunswick and Quebec found a
strong reiationship between the participation rate and life
expectancy: the higher the participation rate, the higher
the life expectancy.29

To describe the effects of health ameﬁities, the doctor
per population proxy has been employed. The selection.of
this variable, from among a number of alterna£ive choicés, is
based upon the belief that an individual who inguires or
reguires khowledge of health provision will be more concerned

about the location of the nearest treatment centre rather

than any other form of medical care. Other health proxies
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such as the number of dentists, number of hospital beds,
average length of stay in hospital, etc., have been rejected
as variables to denote the effects of healthhgmenities. The
argument fpr not selecting or including ;ny'one of these
proxies is quite straightforward. For instance, the consump-
tion of dental care is in most cases directly related to the
income potential of the patient. This direct relatiohship
is due to the fact that dental insurance plans are not as
universal in application as are medical plans. The hospital
bed per population ratio, on the other hand, provides no
adequate information as to the actual level of services pro-
vided. aThe treatment of patients, either during or after
‘illness, in the privafe home by nurses and/or physicians does
not always appear in the hospital bed per capita statistic.
Furthermore, high per capita costs associated with the
construction of such treatment facilities, combared to the
per capita costs for a doctor's office, do not necessarily
suggest 'good' health amenities. Finally, the strong corre-
lation found by Rosenthal. (1964), between average length of
stay and peoplg covered by medical insurance does not suggest
the application of this proxy as an indicator of health
amenities.30

2C0C2P0717%22: denotes the number of doctors per 1,000
pépulation in 1961. It is hypothesized that the initial level

~.
of healthrprovision, measured by the doctor/population proxy,

will exert a positive locational influence. Cities which



67

exhibit an above average doctor per.population ratio are
expected to grow at a faster rate than areas with a less
favourable ratio.

%CHDOC/POP: the percentage change in the doctor per
l,OQO pépulation ratio between 1961 and 1971.

The argument as to the importance of the percentage
change variable is seeh in the often cited change in the
" health pattern of the population. The reductioﬁ‘in‘infant
mortality rates, or the increase in life expectancy, are
usually attributed -to improvea access to medical facilities
which also contributes to better health education programs
for the population.31

The increase in population, attracted by the initial
level of health amenities, will result in a disequilibrium
condition, i.e., increased workload for doctors. The excess
demand for medical services will be met by new doctors, or
more physician ‘extenders' such as nurses. Thus an equilib-
rium condition is established again. The increase in doctors
will in most instances attract specialized medical facilities,
a condition which will result in savings for both the general -
practitioner and the consumer. The avéilability of special-
ized health care will attract migrants, especially thosé

groups which require frequent medical attention such as the

elderly and retired.



Quality of Retail Services

The effecté of shopping gmenities upon populaﬁion growth
is unfortunately not as clearly dgfined as one might expect.
Most communities offer an assortment of basic consumer goods
but only a few population centres are able to provide an
assortment of luxury consumption items. This shopping, or
the access to facilities, is often treated as an integrated
part of agglomeration and.economic ;ctivity by linking
variety of consumer goods offered to population size.

However, the reverse case may also hold: the variety of
consumer goods available may influence population growth. A
future migrant may compose a mental image as to the avail-
ability and variety of consumer goods available at a partic-
ular population centre. The number of items offered may be
of vital importance to the footloose specialist or profes-
sional and his/her family. The thought of having to travel
long distances to purchase clothing or specialty food items
or to be forced to purchase via mail-order catalogués may
deter an individual from locating at a centre lacking a
variety of luxury goods.

61PCTR: the per capita retail trade volume (in dollars)
in 1961. If is hypothesized that this variable is the best
and most accurate indicator avéilabke to isolate the influ—
ence of shopping amenities on population growth. Other

indicators such as the actual number of stores, number of

employees per store, number of specialized item shops, etc.,
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require, unférﬁunatély, a more complete set of information
than is availaﬁ?é. The influence of shopping amenities is
to be interpreted as a légged effect. Centres with estab-
lished éhopping facilities in 1961, regardless of population
sizé, will attract people as indicated by the higher per
cgpita retail t;ade expenditure. The absence of the: oppor-
tunity to purchase both a Qide_variety of standard goods as
Qell as luxury items--without the needAto travel long dis-
tances--will exérf a negative influence on in-migration, |
especially of households.

%CHPCTRA:V the percentage change in per capita retail
trade'béﬁween 1961 and 1971. The decisive factor influencing
the shaéing of shopping facilities is consumer expenditure.
Increased economic activity, i.e., shopping, cauged by popu-
latioﬁ grqwth, will result in higher income. As a result of
higher incéméfénd leisure, consumer demand will éhift from
basic goods to é w%der variety of shopping goods. This shift

will in turn favour larger trade centres due to the nature of

goods offered.

Income

Although income is not an amenity factor, -it is included
for the following reason: igFome variables and/or income
differentials between economic units have been used widely in
studies observing the migration behaviour of people. The

pecuniary gains to be had from locating in high wage areas

are believed to be the primary motive behind the pattern of
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. . 32
migration.

To test the validity of. such reasoning, within the con-
text of this iﬂvestigation; and to determine the possible
consequence of the income effect to the outcome of this

thesis, an income variable is included in the regional amen-

ity model.

MINC61: the average male income in 1961 as reported by
Census Canada. If income differentials between spatial areas
are the primary cause for migration, then we ought to expect
a positive relationship between population growth and income.
With respect to the income variable, an additional'asgﬁmptioh
had to be made. It is ;ssumed that variations in %pcome
levels amongst areas during the ten-year study period mo;ed
upward at a constan% rate. This assumption is necessitated
by éhe fact that data on average income in 1971 were not

available for all population centres.

A Word on Data and Statistics

A common problem facing most researchers in regional
analysis is the lack of available data ana information. 1In
many instances, the collection of such is still in its
infancy stage, particular;y in smaller urban areas. Also
at times data collected by agencies are not made available
to researchers not associated with £hat particular agency.
For example, Statistics Canada publishes only part'of its

data and some of its data are only published for urban centres
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havingra popuiation of 10,000 inhabitants or more. Regional
analysts focussing upon smaller centres are then faced with
" the task of individual datum collection which is time consum-
‘ing as well as expensive. The gathering of regional data is
iﬁ many cases also constrained by the fact that delineations
of regional boundaries do not always coincide. This problem
is accentuat;d in British Columbia where, for instance,
school district boundariés are not identical to municipal
boundaries, or, federal electdraf?éistriéts are delineated
'andiffereﬁtiy»ﬁhan are provin;iai electoral districts. There
are many expamples of these discrepancies; to list them all
would require too much space and time.

Data and information used in this thesis have been col-
lected from numerous publications; a breakdown of these
follows:

Population daEa were obtained from the British Columbia
Regional Index for the years 1956, 1961, 1966 and 1971.33

Climate variables were taken from the Ministry of Agri-
culture publication Climate of British Columbia 1941-1970.34

Distance between centres and larger populaﬁion areas
were computed using a British Columbia road map. An arbi-
trary five-mile distance measure was assigned to population
areas with 30,000 or more inhabitants. This arbitrary five-
mile limit stateé that individuals l;cated in these larger

areas will be required to travel to gain access to the amen-

ities available in this centre.

[
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Recreation indicators listing the municipal recreation

P

expenditure were obtained from the Municipal Yearbooks of

1962 and 1972.°° o

Density variables indicating the gross populaﬁion density
were taken from the Municipal Yearbooks.>°

Medical amenity indicators, namely the number of AOctoré
in a given centre dﬁring 1961 and 1971, were taken from the
membership list of the British Columbia CQllege of Physicians
and Surgeons.B*7

Trade: the 1961 and 1971 dollar figures for the retail
trade of én area was obtained from Trade and Commerce maga-
zine.

Income: thé average male income in 1961 was obtaiﬁea

from Statistics Canada data.39

Toneluston V.A
o £
The preceding chapter witnessed the development of the
central concept of this thesis. Whereas Chapters II-and III
supplied supportive gualitative statements with respect to
the importance of amenities, this chapter focussed on (1) the
development of the regional amenity model and (2) the expli-
cation of the amenity variables. ﬁﬁggg~the five major amenity -
groupings, specific locafional aménity variables were iaénpi-
fied to be included iﬁ the";egional amenity model; 7As ﬁo%ed

in the previous section, data ayailability greatly influenced

the selection of variables and, in some instances, proxy
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Qariables had to be identified. Throughout the discuésion,
‘ameﬁit; factors and non-economic factors have been treated
synonymously, a development which ought not distract from'
the overall locational influence‘of theée'factors.

Some amenity factors which were cohsidered important at
the outset of this investigation{ and are still prominent,
were not noted during the 6:;elopment of this chapter.

Among these are: level of air pollutibn; qdality of the
educational system} crime rgtes, and regional variations in .

amenity attraction. It is believed that the addition pf

' . ..
these factors would be beneficial to any study on amenities,

H

! ‘ . = :
however, data availability excluded these factors from-
further consideration.

Another development of the aménity model brought forth

i
1

tge prémisa of population change as a measure of amenity
rélatedkgrdwth. Oscillations in the population level qf a

given centre will, in most instances, be é réflection of the

aménity effect to be found in this ce;tre. | - ’
The followiné chapter will ad@ress itself to gquantita- _.-

tivé'analysis to determine whether or not an amenity influénce

can be observed. Tt
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lIncome or employment measures are generally measures
of economic activities in a specific area, regardless of the
guality of life available. Also, increased trade union
strength in membership and bargaining power has resulted in
a wage equalization for union members throughout the province.
These wage rates are, however, not representative of the
actual income of an area.

2Most likely the famous chicken-or-egg argument will be
presented by proponents of the traditional neo-classical
market system. The guestion, which was first, is but of
relative importance, the primary concern is the increased
awareness of individual satisfaction derived from non-mone-
tary factors. Recent attempts by Becker (1971), and Hender-
son and Quandt (1971) to include measures of leisure into the
utility function points towards the realization that non-
pecuniary factors may be as important as economic ones. Note
also Lancaster (1966) who rephrased consumption theory by
defining satisfaction as a finction of the levels of attri-
butes of the commodities consumed rather than the guantities
of commodities consumed.

3The need for this regquirement is explalned in the first
part of Chapter III. .

4The formulation of "Central Place Theofy" is attributed
to Christaller (1933):; it stresses the intérdependence between
a city and the region within which it is located. -

"Richardson (1973), pp. 39-40.

6Ti‘iompson (1965), p. 22.

TMeier (1962), pp. 7-8.

gYoung (1975), pp. 93-95.

-

-9

107he idea of a labour pool has been forwarded by numer-
0us writers: see for instance Boventer (1975}; Richardson .
({1969, 1973). Similar ideas were expressed by .some members
of the Economic Workshop seminar during the initial presen-
tation of the thesis tocpic.

Vanderkamp (1976}, p. 509. : -
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llSee for instance Devoretz (1972), pp. 58-80.

12For a discussion see: Ullman (1954); Perloff and
Wingo (1961); Svart (1976); Business Week (May 1976).

13Climate may be considered as a psychic income compon-
ent and as a form of consumption that has zero cost of pro-
duction (Sjaastad, 1962). :

14Note that two centres, out of a total of 31, account
for 23 per cent of the total precipitation. Precipitation is
computed by adding rainfall and the water equivalent of snow-
fall, usually one-tenth of rainfall.

15The often-cited Canadian contingent in Palm Springs or
Mexico comes to mind. .
16

Also, the change in participation rates for outdoor
recreation activities as well as the increase of visits to
ski areas is indicative of this trend. Appendix A provides

a breakdown of visits to selected ski areas in British Colum-
bia, and Appendix B shows the participation rate 1n outdoor
recreation activities.

l7Fox and Kumar (1965), pp. 57-85.

18Richardson (1969), pp. 270-73.

195ce for instance: Alonso (1975), pp. 434-50.

. 20Of'interest is Beaman's {1974) article on "distance and
the reaction to distance, in which he establishes a set of
"impedance due to distance functions” to analyze marginal and
absolute elements in various travel decisions.

21For a discussion dealing with recreation demand, espe-
cially outdoor recreation, see: Clawson and RKnetsch (1966);
Xnetsch (1963); Cesario and Knetsch (1970); Cesario (1976);
Nuttall (1977); Gearing,zsr rt and Va: (1974); CORD (1973).

22Pearse,and,Laub (1969);: Pearse and,Bowden (19134‘
Archer (1973).

23Horsfall, Bradbury, Massiah and McPhee (1974) found
that the availability of more recreational facilities are
desired in a small company town (Port Alice); a condition
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which of course does not stipulate a correlation between
increased provision and increased participation.

24The provincial government has realized the importance
of recreation facilities for different communities and estab-
lished a "Community Recreational Facilities Fund" in 1973.
Appendix C will provide a listing of the financial assistance
provided to selected communities.

25While it is true that MUREC61l does not indicate the
gquantity and/or guality of recreation services provided, it
may be stipulated that above average per capita recreation
expenditures in city i, by definition, will provide more
urban recreation services than areas with a lower per capita
expenditure.

26See for instance: Arrow (1963); Becker (1965); Fuchs f
(1972); Canadian Royal Commission on Health Services (1964);
Foulkes (1973); Reinhardt (1972).

2

27Klaassen (1968) reports on high income elasticity of
demand for medical services: 1.4 for Common Market countries.
28 N

There are, however, different opinions with respect to
the appropriate ration. The World Health Organization (WHO)
recommends a ratio of 1:600, the Hall Commission (1964) based
their ratio at 1:857, whereas Foulkes's (1974) study cites

a ratio of 1:165 (from Zz=nadiawn ZFullice Policy, 11, 2 [1976]:
170). Reinhardt expresses concern as to the interpretation

of this ratio. He notes that a doctor can increase his output
by as much as 25 per cent, by hiring additional aides such as
nurses; this increase in productive capacity is not however
reflected appropriately in the doctor/population statistic.

ECC, Elevegrntr Zzznuzl EFeviex (1974).

3LORosenthalj, as cited in Klaassen (1968), p. 97.
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31See for instance: ECC, Zilzventh Annual Zeview (1974),
pp. 89-~101, 210-15. '

325ce for instance: Blanco (1964); Lowry (1966).
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British Columbia, Dept. of Economic Development,

o

Ts5lumsia Znazz (1978).
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34Dept. of Agriculture (1975).

35Dept. of Municipal Affairs (1962, 1972).

3611i4. 9

37British Columbia‘College\of Physicians and Surgeons
{1962, 1972). ~

38Trade and Commerce (1973), pp. 32-35.

,3%8pitish Columbia Regional Index (1966) .

ot
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CHAPTER V

QUANTITATIVE ANALYSIS: AN EXAMINATION

OF THE AMENITY MODEL

So far, the development of the main concept of this
thesis has consisted of the presentation of gualitative
statements put forth about the influence Of amenities and

. 3 ,
the formulatidn of the regional amenity model. However, to

assess thg’?gievof amenities prqperly, statistical analysis
:wiii%Qe feqﬁirgd. S ‘ B ¥
vaen‘tﬁé regioﬂal aménityrmdael; as presented in Chap-
»téé,lé; 31 populaéioﬁ centres within the'COnfinesréf British .
Coiumbiahhgye been selected. Greater Vancouver and Greater
Victoria have bgen‘oﬁitted from the analysis because of their
reépective sizégﬁand central roles exercised in the British
Columbia urban system. The 1971 population size of the 31
centres ranges, from 9\15@ of 2,606 to a ﬁigh of approximately
33,000, A

~As stated in the previous chapter, individual citieé are

more homogeneous with respect to socio-economic characteris-

tics. Ther2 exists, however, a great diyergénce with respect

to both the\physical and human geography within the province.

The varied characteristics of British Columbia, economic as
well as amenity related, %awé‘contributed to a steady growth

in population during the period of observation; quantitative

B
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analysis, in this case multiple regression analysis, shoulg
enable us to detect possible influences of amenities. The’
following sections will report on the analysis used and
discuss the results. |

Table 3 in this chapter provides“an overview of popu-
lation and population changes, and Map 1 indicates the geo-

graphic location of these centres.

rese
rneept

V]

vy 4
O W

ton Analysie
g and Methczology

Researchers in the social sciences are usually presented
with a choice of numerous methods of éh&lysis. In géneral,
when a certafn type of relaﬁionship,'linear in unknown para-
meters, exists, eithif regression analysis or factor analysis
can be employed; the final seledfign of which type of'analyéis

to choose may in many instances depend upon personal prefer-

4

ence. : ; R .X

Although factor analysis and multiple regression anal-

ysis have some common objective, there is a considerable v

difference between tﬁem with respect to what they can be
expected to accomplish. Mu;tiple regression:analysis takes
a data matrix and uses it to cetermine the\intercgrrelations
quamong predictor variables and’'also correlations'of_the pre--
dictors with one or more criterion vagiables+ The object o£
thq‘multiple regreégioﬂranalysis is to bick a subsgt-gf ;hg‘

predictor variables that will best predibt the érite;ion

" variable and to determine their relative Weights for making+s

b o 141 s At 1T ‘




POPULATION AND POPULATION CHANGE OF 31 SELECTED CENTRES,

TABLE 3:
INDICATING ABSCLUTE CHANGE AND PERCENTAGE OF POPULATION
CHANGE (I'961-71) R ‘
i
i Absolute Percent
: Pop.1961 Pop.1971 Change Change
i v
1. Port Alberni 11,560 20,060 8,500 73.53
2. Kelowna 13,188 19,412~ 6,224 47.19
3. Cranbrook 5,549 12,000 6,451 116.25
4. Prince George 13,877 33,101 19,224* 138.53
5. District of Kitimat 8,217 - 11,803 3,586 43.64
6. Traiil 11,580 11,149 - 431 - 3.37
7. Nanaimo 14,135 14,948 ' 813 5.75
8. Vernon 10,250 13,238 3,033 29,59
9. Penticton 13,859 18,150 4,291 30.96
10. Dawson Creek 10,946 11,885 939 .8.57
11. Powell River 10,748 13,725 2,977° 27.70
12. XKamlo®ps 10,076 26,165 16,089 159.67
13. Prince Rupert 11,987 15,745 3,758 31.35
14. District of
Campbell River 3,737 10,000 6,263 167.59
15. District of Chilliwack 18,296 23,739 5,443 29.25
16. Creston 2,460 3,204 744 30.24
17. Quesnel 4,673 6,250 1,577 33.75
18. Nelson . s 7,074 9,400 2,326 32.88
19. Revelstoke 3,624 4,870 1,246 . 34.38
20. Courtenay 3,485 7,155 3,670 105.30
21. Kimberly 6,013 7,640 1,627 - 27.05
22. Fort St. John 3,749 8,246 4,515 120.43
23. Duncan 3,726 4,388 660 17.71
24. Fernie 2,661 4,422 1,761 66.17
25. Grand Forks 2,347 3,173 826 35.19
26, Merritt 3,039 5,289 2,250 74.03
27. Williams Lake 5,120 4,072 1,952 92.07
28. Vanderhoof 1,460 1,650 190 13.01
29. Smithers 2,487 3,865 1,378 '55.40
30. Terrace 5,940 9,990 4,050 68.18
31; Princeton 2,163 2,600 437 20.20
British Col®mbia 1,629,082 2,184,620 555,538 34.10
CMA Vancouver 892,286 1,082,352 l§3,066 '21:30
CMA Victoria .195,800 22,345 12.88

173,455

Source: British Columbia Regional Index (1978).
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that prediction. The function of factor analysis is to

analyze the common variance to determine the number and

types of common variances which result in the correlation

between variables.- To understand the objective of factor

analysis better, it may help to list two basic assumptions:

(1)

A set of intercorrelated variables has common variable§
running through it énq the scores can be represented in
terms of these reference factors. |

The correlation between two variables, j and k, can be
accounted for by the nature -and extent of their common

factor loadings.

)

As an overview, we may list the three basic differences

of factor analysis from regression analysis:

(1)

(2)

In thg regression model one takes variables on both
sides of the equation, whereas in factor analysis one
searches’(by factor extraction methods) for a set of
common variables on one side only.v

The factor variables“are fixed qniquelj by some proper-
ties écientificallyrextra to the statistical system aﬁd

fnot~just by any linear combination of variables such as

set up in regression analysis.

(3) In regression analysis the dependent and independent

variables are only independent and dependent in a statis-
tical sense (the direction being the choice of the-

researcher), whereas in factor analysis the factors are

considered as the causally independent variables.
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It may have become clear by now that factor analysis is
more complex in nature thén is regression analysis and can
be a very useful s$pplementary method of analysis.;

‘ Since the objective of this thesis is to test the amen-
ity hypothesis, and to prdvide a selection of best predictors,
regression analysis has been selected for the quantitative
;arékof this investigation.

The analysis is carried out for two different forms of
ﬁhe dependent variable. The first uses the percentaée change

in population and the second the absolute change in popula-

tion during the same period of observation.

Interpretation of Results

The fesults of the multiple regression analysis, tabu-
lated in Appendix D, have provided us with some interesting
results with respect to the amenity model formulated and the
a priori assumptions. A brief summafy will be presented fof
each section. ,

The first equafion in both sections was selected from
among the total number of regressions in order t@& obtain an
indication of the maximum value of R? while maintaining
significént t-valges.j Since the sign of.expected relation-
éhips was hypothesized for all co-efficients, one-tail. tests
will be utilized throughout the discussion. Each subsequent

regression equation presents a, variation in the se

variables so as to test for the respective amenity influence

«l%d.y,.,.»u‘. i -

R e L
st § . atiibive adiar e s
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in the model while maintaining’statistically signific;nt
values.l

Section 1: dependent variable: percentage change in
population (%CHPOP). There are five different régression
equations in this section, each of which represents a vari—?t
ation in the number of independent variables.

.Equation (7)

$CHPOP = a + BDOC + c%CHDOC + JdMUREC + e%CHMUREC

| ~ fLNDIST + gL‘NDENS + hPCTRA + i%CHTRA
+ JjAVERTEM + kb&INC + z
where: a = constant andvé = stochastic error term.

This equation provided a corrected R? of .207; however,,
only the $CHMUREC and LNDIST co-efficients ére'significant
and of the expected sign. The surprising result is the
negative significant relationship between %CHDOC, POP61, .
$CHTRA and the depeﬁdent variable. Initially we hypothesized-

a positive co-efficient for these variables, based upon the

_1-~f.'

assumptions made in Chapter IV. The negative relationship

with the depéndent variabie, however, would suggest the
existence of a negative émenity effect. This odd behaviour

of these explanatory variables is unfortunately not onlyJ
restricted to equation (7) but it occurs in all the estimat-

ing equations. Rather than speculate ébout ghe ihcidéhée 6fu .

this negative significant relationship here, a more detailed

attempt will be undertaken ;q’the end of this section.
. /‘r ‘ .
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The cofrelatibn between DOC/POP and %CHTRA variables
(+.5654) and also between %CHDOC and %CHMURE (+.4440) suggests

a possible problem of multicollinearity. Although there is

SIS

no definite cut-off point, as far as correlation between the

i

independent variables is concerned, a high correlation between

the variables coupled with a low t-value for one or both the

S bl et L b

co-efficients may suggest multicollinearity. Ighe relatively

high correlation between the health proxies and the trade

PR TTPR TS rpeny

proxies may indicate the presence of a variable not specified

wc )b

in the model (Table 4).

ot Ak RN

TABLE 4: CORRELATION BETWEEN INDEPENDENT VARIABLES

]
POP61 { $CHDOC/POP DO&/POP %CHM&RE $CHTRA 'LNDIST) LNDENS ’AVPR‘E ;

POP61 1.00 .0575  ..0128 =-.059 ~-.404 -.36f  .160 .330

$CHDOC,/POP 1.00 1045 .444 -.137 -.131 .172 -.158

DOC,/POP o 1.00  -.261 . .565 =-.323 -.403 -.169 :

SCHMURE 1.00  .160 .196 .089 .044

SCHTRA : 1.00 " 056 =-.207 -.080

LNDIST - A N yl-oo .13 .1e0

LNDENS 1.00  .583

AVPRE o 7 1.00 ?

The mere presence of a high correlation between the
independent variables eught not be the decisive factor
_ . R B T
whether or not one of-these‘variqgif? will be omitted from

further estimations. In the absence'of information justify-

ing the elimination of one of these correlates, these vari-

ables are retained in future multiple regression equations.

L ve




‘t-values.

-

The specification of equation (8) differs from the

previbus one in that the July temperature variable was ¢ -

¥

4 . .
.selected as the clim;ﬁ;ffhdicator, inspead of average tem-

perature. This change in climate variables resulted in an

increase of the corrected R? (R® = .276) and also higher

‘Equatidn (9) developed a lower R? (= .247) and generally

lower t-values than{t@ose of equation (8). This drop may
have been brought abo;; by the omission of MUREC, PCTRA,
MINC and the selection of JANTEM as the climate variable.

Equation (10) furnishes the best corrected R? (= .327)
and generally better t-values than did any previous equation.
This appears to have been caused by the omission of the
POP61 variable and the additién of the moderate temperature
variable. The exclusion oﬁfthe POP61 variable from the
estimating équation and the apparent improvemént of it, may
suggest that a negative amenity influence is exercised by
the POP61 variable.

As noted in the previous chapter, POP61l serves in two
capacities. The first, as a normalizing agent and, the
second as an amenity-size variable. The speéific size
effects of this variable may be in either capacity. However,
as we are using percentage change in population as the depen-
denf variable, it is assumeérthét the normalizing effect ig

of lesser importance than the amenity-size effect.

S e s e

i
£
i
H
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N,

The t-value of the DOCABOP variable attains a level of

-

significance at the 10 per ceéﬁ level and the t-value of the
LNDENS variable is just over unity.

The final regression of section 1, equation (11), intro-
duces three new variables: DOC/POP71, %CHPOP56-61, and
FE®POP66. The latter two variables have been included fpr
tWO‘reaSOns: first, as normalizing population variables,
and, second, to explain changes in population levels brought
about by lagged effect and by natural population additions
{({births). :

As in the previous equations, tﬁe health proxy provides
a negative co-efficient, however, the second health proxy
used (DOC/POP) experienced a drop in the level of significance.
This decline in value of the DOC/POP co-efficient appears to
have been caused by the DOC/POP71 variable.

The lagged population variable, %CHPOP56-61, attains a
level of significance at the 10 per cent level of confidence.
The reduction in the size of tﬁe constant co-efficient ﬁay
support its primary role as a éoﬁulation normalization agent.

The third variable introduced, FE%POP66, the number of i
females age 20 to 45 as a percentage of total population :
during 1966, reéches a level of significanqe'at the 1 per

cent level of confidence.

0f interest is the income variable in this equation.
Whereas in the previous equations, MINC was insignificant,

a significant negative co-efficient is presented here. An

i
i
1
1
3
]
3
4
i
i
3y
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inverse relationship may exist bet@een the FE%POP66 and the
MINC variables, depicting a shortage in females of age 26 €6
45 in tentres with high wage rates.
R The oﬁéraii poérxperfbrmance, in terms of high R? and
significant t-values, of this section was probably caused by
~the data problems noted in the previous-éhapéer;,

To summarize‘the results obtained from the multiple
regression equations used in this section, we can note that
a consistent performance was observed in the LNDIST (except
in equation (11) and %CHMUREC variables). The co-efficient
displayed by LNDIST is in agreement with the hypothesis
stated in ChapteréIV. The strong performance of %CHMUREC
and the more or léss recognizable influence of the other
amenity Variables appear to be responsible for the perééntage
change in population between 1961 and 1971, especially since
the economic indicgtor, MINC, did not perform in a consistent
or significant manner. ' -

. As noted during the discussion of equation (7), the
unegpected hegative relationship between the/dependent vari-
able (%CHPOP) and some of the explanatory variables, notably
$CHDOC/POP, $CHPCTR® and POP61, can be observed throughouf
section 1 whenevér these indicgtors are employed to depict
the amenity effect. ’

There exist among all the possible alternative explan-
ations, at least four éléusible avenues which may prévide

some insight into this interesting relationship. The first
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is to disregard the influence of amenities, in particular

the attraction

erted by the presence of so-called amenity
factors. The‘éﬁenity pull may not be present after an
initial threshald level of amenities has been attained, as
in the case of urbanization amenitiés. A point of satiation
may be reached after which any increase in the level of
Lamenities supplied will not influence growth. As the level?
of amenities is increased, to satisfy initial local demand,
a sudden influx of amenity seekers may result in thé creation
~of disamenities such as congestion, air pollution, etc. Thus
the amenity pull effect achieves the opposite effect, causing
a decline in population levels through poésible out-migration.
The second interpretation for the_presence of the nega-
tive relationship may be found in the mathematical fundamen-
" tals underlying regression analysis. The postulated relationf
ship is depicted here as:

X

POP) + ... + 2 (12)

Y = a + b

where: Y = dependent variable;

a = constant;

b = regression co~-efficient;

(§%§)= the per capita ratio of the independent
variable(s);
z = stochastic error.

The condition which must prevail to obtain a positive

L X . X
co-efficient for (555) depends upon the ratio of (563) and
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the rate of increase in X. Only if X, that is the value of
X

the numerator, increases at a faster rate than the (555)
ratio will a»positive co~efficient prevail.3 The third
explanation, and perhaps a more reasonable account, for the
negative relationship may be found in the specification of
the equations. Throughout the analysis we assumed a linear
relationship, whereas in reality a non-linear reiataonship
with the dependent variables may exisﬁl Finally, the loca-
tion decision-making process of doctors may be responsible
for this relationship.

The negative co-efficient for POP61, the initial period's
population, suggests the questionable conclusion that the
size of a centre does not affect the future growth of the
centre in question. 1In fact, the negative sign stipulates
that larger cities in 1961 grew more slowly during the 1961-
71 perioa than did smaller centres. This conclusion is
contrary to popular belief and the only valid explanation
for it must come from the functional egquation postulated as
Aregression is a technique which is designed to measure the
specific contributions of the X's to changes in Y. In most
instances, the 'popular' view observes only one péﬁticular X
(in this caserpopulation) a;d neglects the other X's in the
functional‘equation. ) : ;

Section 2: dependent variablé: absolute change in popu- ’%f
lation 1961-71. The same variables are employed as in section - %

1, with the same data base. The analysis undertaken in this ' !
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section i§ more extensive in that it comprises eight differ-
ent estimating equations. 1In general, the amenity variables
perform better than in the first section.

Equation (13), like equation (7), attempts to isolate
the range in which the R? may be expected to achieve their
maximum value, while maintaining a significant t-value.

Equation (13)

CHPOP = a + bPOP61 + cMUREC61 + d%CHMUREC + eDOC/POP61

+ f£%CHDOC/POP - gLNDIST + hLNDENS + iPCTRA
+ Jj%CHPCTR + kJANTEMP + lMINC6l + z

The estimating equation looks at the complete aménity
model, except that it incorporates only one climate variable.
The co-efficients‘for POP61, MURECGl( %CHMUREc; LNDIST,

LNDENS and PCTRA61 perform according to the predicted sign,

~with an R? of .565. However, only three variables reached a
level of significance: MUREC (= 10%), %CHMUREC (= 5%), and
LNDIST (= 1%).

The health variables (DOC/POP, %CHDOC/POP), %CHPCi“and

the income indicator all display a negative co-efficient,

with insignificant t-values for DOC/POP, %$CHPCTR and MINC61.

The correlation of .5654 between DOC/POP and $CHPCTR may be
the cause of the low t-values; there may be multicollinearit;'
present. A promising note can be seen in the t-values of
POP61, LNDENS and PCTR61, which are all positive éné above

unity.
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Specification of equation (14) differs only in the
extent of a different climate variable: AVETEMP. The selec-
tion of this amenity proxy resulted in an increase of the
corrected R? (.589) in association with stronger co-efficients
and t-values. The previously positive but insignificant
t-value of POP61 is now significant at the 10 per'cent level
of confidence. This suggests that the initial populationrﬂ
level does indeed influence the population gréwth'of é centre,
while at the same time exercising a norﬁalizing efféct. A
considerable improvemeﬁt"Th\regression co-efficient can be
observed in the PCTR61 vafiable, again lending support to the
hypothesis that theAinitial Hevel of amenities exerts a
'positive‘influence.

As in the previous equation, the income proxy failed to
cdnform to the postulated relaiionship, providing an insig-
nificant co-efficient as well as 1n51gn1f1cant t-value.
Similarly, the DOC/POP and %CHPCTR are beset by 1n51gn1f1cant
negative co-efficients.

Variations in the selection of explanatory variables
for equation (15) furnish a better R? than the previous
regressions (.600). Here, MINC61, %CHPCTR and DOC/POP were
udrOpped from the estimating equation and JULTEMP was selected
as the climate proxy. All co-fficients attained a signif-
icant level of confidence: POP61 (10%), MUREC61 (10%),
$CHMUREC (5%), $%CHDOC/POP (1%), LNDIST (1%), LNDENS (10%),

PCTR61 (10%), and JULTEMP (10%).
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In regressing equation (16), %CHPCTR was substituted
for PCTRA and two climate variables were used——JANTEMP’and
JULTEMP. This alEeration of the estimating equation improved
the R?.(.705), with significant t-values for POP§F1l, MUREC,
$CHMUREC, %CHDOC/POP, LNDIST, and @ASignificanf negativ -
t-value for $CHPCTRA. .
The formulation of equation (17) saw the exclusion of
JULTEMP, the addition of MINC61 and the change from %CHBRCTRA
to PCTRA. This alteration resulted in a slight drop of the
R? (.703), however all variables, except MINC61, attained
significant t-values. The surprising observation is the!
strong t-value (at the 5% level of the LNDENS variable,
which in previous equationé'only attained signifiéént Qalue
once. ‘
In regression eqyation (18), R? declined (.692), which\
may have been caused by selecting a‘moderate temperature
variable and the omission of MINC61.‘ However, all variables
maintained the significant t-values, with JANJULTEMP (also
noted as MODTEMP) depicting the hypothesized relationship,
with the t-value above unity.
The best results are obtained in eéuatipn (19) (R? =
.713), with all but one variable (PCTRA) achieving a confi-
dence level of at least 5 per cent.'rThié eqﬁé%iaﬂwis similar ‘
to equation (17) with the exception of MINC, which is not | ?
represented in this regression. The overall improvement in - !

the regressidn equation may thus be attributed to the exclu-
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sion of MINC. B

The final regression equation (20) is based upon equation

(19), however %CHPCTR was substitgted for the PCTRA proxy.
The equation, however, did not perform as well, with a drop
~in R? (.702) énd a decline in the level of significaﬁce for

JANTEMP, LNDENS, and POP6l1 as well as for %CHPCTR (10%).

The only cIiméte va;iaﬁies which correspond to the hypo-
thesized co-efficient are JULTEMP (+)(—),ana JANJULTEMP (+4)
with fairly strong absolute co—efficientsiand significant
-.t-values (equation 15). If we interpretlthe inverse relation—r
ship of JANTEMP as the correct relatioﬁship, for reasons out-
lined in Chapter IV, we obtain another significant wvariable
which will assist us to explain the movement of individuals.

It may have become apparent that some variables previously
noted were never reported upon, or &gre'only presented once
in the discussion of the regression results, for example

AVERTEMP or FPE%POP66. It must be realized that the results

reproduéed in this thesis are a collection of the besgst regres-

-~
~
-

sion results obtained. 1In cases where the requirements of
highest R?, largest t-values and smallest standard error of

\___ .
the estimate were not met, the results are not reported.

Conclusion
The econometric analysis undertaken to isolate and
= N . .
measure a possible”amenity effect was kept very simple. A
“linear multiple regression model was employed to determine

how changes in the independent variables affect the values

ey



e ' - 95

1
4
~

of the“dependent variable. Overall, the regression estimates
are of considerable value, in particular the results of
section 2. The reasonably high R? coincident With acceptable
t-values seems to indicate thét‘the so-called amenity factors
do indeed exert a considerable influence with respect to the
locational preferencerf an individual,5 For instance, the

'

R? of .713 of equation (19) shows that approximately 70 per -
cent of the absolute population variétion is explained by the
amenity variables in the equation. » 7

As for the curious performance of the health indicators,

in particular the %CHDOC/POP variable,' it is hoped that the

explanations put forth above are in agreement with the actual.

cause df this relationship. Additional examinations of this
aodd behaviour mayhprovide better insight. r o

" The overall poor performance of the solerecbnomic iﬁdi—
cator--average male income--was a bit surprising. Even though
we hypothesized that income is not as important-.a determinant
of migration, as is the case with amenity factors, we did
not expect such a poor performance. Since it was stated Ehat~‘
British Columbia is also known as a resource-extracting and
exporting province, with conceivable varying income patterns
amongst population centres, the lack of income influence is
probably due to stroné trade union representation throughéut
the province, especially in the primary resource industry

~—

6
sectors.
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Ardisturbing outcome of the regression analysis is the
difference in results ébtained betwgen section 1 and section
2. If we recall, the dependen iable in the first section
was the percentége change in popu)ation, whereas in thersécond
section the absolute change in populétion levels was used. To
account for possible size effects of th? dependent7§ariable,
2 normalii§§ion variable was included. With this correction
one would not expect such a divergence in the R? between
section 1 and section 2. If we compare the highest corrected
R? obtained in the first section (.327) with the lowest cor-
rected R? of section 2 (.565), we must conclude that the
‘cause of tﬁis incongruity may be an upward or downward bias
of either dependent variable. 'Future research %n this area
may be able to detect the cause and isoiate the proper depen-
7 o , .

In sum, the results obtained are of particular interest
since we were able to detect the influence of amenities.” It
must be kept in mind ;hat‘the egfiﬁating equations were
designed to measure the‘effects of amenities upon locationél
preference and therefore céution is fecommended befofe'the
results are used for predictive purposes. It is of interest
to note that the fesults obtained for British Columbia, %n
section 2; are élose to thé‘results reporfed by Cebula (1974)

and Liu (1975), as discusééd in Chapter III of this thesis.
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Footnotes o ' .

=

lThe requirements for this condition are: highest R?,
the largest t-values associated with the co-efficient and the
smallest standard error of the estimate.

—

2If we argue on the premise that the variable assigned
to explain the percentage change in shopping amenities .actu-
ally denotes the 'cost of living' at a particular centre, we
would indeed hypothesize ‘a negative relationship.

. .
y; -~

31 am grateful to Drs. L. Boland, P. Cheng and D. Maki
for the initial footwork on this problem; note that the -
percentage change in population is almost twice the percentage
change in the doctor per population ratio: 48.9 per cent for
population and 26.44 per cent for doctor/population.

. 4The negative co-efficient may be the result of an error

in measurement, for both the POP61 and POP71 time period. It
was previously noted that many centres amalgamated with sub-
divisions at the fringe areas, thus it is possible that the
actual population size has been underestimated. This would
result in a-downward bias and therefore a negative correlation
and co-efficient. :

5Although F-ratios have not been reported, it must be
noted that the F-ratios obtained for equations (7), (12), and
(13) exceed the critical F.s and F.; ratios. In combination
with the noted R2 acceptable t-values and F-ratios, we are
in a position to assert with a considerable degrée of confi-
dence, that these equations can be used to measure the influ-
ence -of the amenlty factors. .

6For instance, the IWA wage rates for a particular job
(i.e., sawmills), are the same in Prince George, Williams
Lake or Dease Lake; the level of amenities offered in these
centres, however, is not identical.

7There may also be an interaction problem, that is, the
relationship between two variables, say Y and X, is dependent
upon the value~of a third variable, say X:.

M
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- CHAPTER VI

™

CONCLUSION
¥ A - ) ’. - .. b v
3 ‘ 7 B E ‘ ~
Summary ‘ L T

From:the preceding chapters, seﬁ?ral general concluSions4

can be drawn about ameni;ies and their prospective role in’
N \ hd -

regional development:

-~

As we haue'observed, regional developmeniieoliciesiand
programs are initiated to 1essen\the gap between regions with
respect to income\ employment opportunities #r any other form.
of economic indig;%ors. Within the context of attaining this
policy goal, economic criteniarand principles are employedwto

ameliorate-a condition which is believed to have been caus

by a state of diséquilibrium in the- marketplace. Th}S—P~e~

Eha
A S

occupation with development programs based on economic
criteria alone is readily understood if one realizes the

difficulties involved in defining amenity factors. Although

their existence and possible influence is more or less acknow-

*

ledged, these factors are still an obscure component of _~;;<
regional economic analysis. This is partially due. to’ the'
difficulties encountered when trying to interpret human
behaviour or preference. ,One of the major obstacles enco&gjﬂ
tered throughout this analysis was'tO“éafher,sufficientW"'*A
information to,support the argument of this thesis and,then

to quantify the data.

ks e e g e een
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A common definition. ©f the amenity factor (or attrac-
tion) had to be sought out;‘the amenity literature review
presented in Chapter III, in addition to Klaassen's (1968)
hypothetical amenity model, indicated the existence of two
types'of amenities--natural and urbanization. The further
specification of amenity-demand and amenity-supply effects
served as the basis for’postulating a regional amenity model.

The specification of the regional amenity model differs
from Klaassen's in that obser§ed populafiog movements,
rather than changes in income'levels, are depicted as indi-
cators of amenity influences. The final se}ection of the
variables was larcely guided by (1) the groupings of amenity
factors isolated in Chaptér III, ahd (2) the lack of a suf-
ficient data base for all of the 31 population centres chosen.

At the outset of this thesis it wa; stipulated that the
main objective of this analysis is to test fhe amenity hypo-
thesis and to test whether or not an amenity influence can
be detected and/or measured.. The guantitative part\of the

5

thesis resorted to multiple regression analysis, ﬁhe results
of which are discussed in Chapter V. Although there exists

a wide divergence in the results obtained, we were able to
isclate a possible amenity influénce és measured by the
change in population levels, in both sections of the analysis.
The curious behaviour' of some éariablesvwith respect to their

expected relationship with the dependent variable(s) was

entertained in Zetail during the discussion of results.
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The overall conclusion which can be drawn from this
analysiers one of support for the amenity hypothesis postu-
lated. The pattern which emerged is that the iure of urban-
ization amenities are of considerable importance, whereas
the often acclaimed influencé of climate features did not
support this trend. Of interest also is the apparent unim-
portant presence ofrthe lone economic indicator in the model--
average male income in 1961.

The lﬁre of urbanization amenities,'as well as natural
amenities, lends credence’to‘the possibility of encouraging
the development of regional growth centres in British Columbia.
A growing regional market permits the establishment of new
businesses that cater to local deﬁand, as industry sales
thresholds are surpassed, and this in turn reduces capital
outflows for consumption expenditures. Some local firmsrmay
also be converted into exporters of goods and~services.

Investors and entreprénéurs‘generally, who analyze
regional growth and migration trends in terms of plausible
explanations, act in ways that make a reality of their
resulting prediction. When a region is expected to grow
because people like the climate, recreation opportunities,
etc., then business will expand to proviae for anticipated
increase in activity, and the consequent employment expansion
will stimulate’Ehefin—migration originallyipredicted, as 7
footloose industries are joined by firms now able to produce

for local consumption in an enlarged market. Conversely,
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businessmen expeét that places with unpleasant natural envi-
ronments will experience out—migration ahd economic stagna-
tion or decline.

Within this frameworks; régional development policies
ought to combine progréms currently used to attract economic
activities to lagging areas with programs to enhance the
amenity attributes of aniarea; In particular, more attention
ought to be directed towards the planned enhancement and
utilization of naturaliamenity factors such as climate, ski

areas, lakes, etc.

Extensions of this Analysis

As noted above, the objective of this thesis has been
satisfied. /Although an amenity related population movement
took place between 1961 .and 1971, further research is reqﬁired
before a development program based on amenities could be estéb—
lished. In particular, the relationship between amenities and
income level has to be observed further as the results of this
study seem to indicate that individuals are willing to substi-
tute amenities for economic advantage. Also, more exhaustive
‘regional studies are needed to explain (1) the role of envi-
ronmental preferencés in business lpcation;,and (2) the
effects of regional promotion literature and employee recruit-
ment pfactices upon the decision-making process of footloose
industries and individuals. Methods in choosing populations,
functional regional areas and selections of variables have td'

be improved also.
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Due to the varied mix of amenity variables linked with
some uhexpécted Felationships, no attempt has been made to
establish a predictive value of this study. It is hoped that
‘the absence of the practice to state predictive values will
not detract from the overall general conclusion reached about
the impact of amenities upon location decisioné. "It is
assumed, that with additional research in this area, a com-
prehensive régional amenity development policy will be estab-

lished. ¢
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b APPENDIX A

VISITS TO SELECTED SKI AREAS IN BRITISH COLUMBIA

WINTER 1972-73, 1973-74

Area Code 1972-73 1973-74

A 210,000 223,880

B 180,000 265,000

C 30,000 45,600

D 75,000 87,660

E 55,000 105,600

F 96,000 110,000

G 87,600 108,040

H 41,000 62,660

’ I 12,500 14,375
J 18,572 26,300

K 1000 10,000

Source: As reported by area operators. -
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PARTICIPATION RATE IN OUTDOOR RECREATION ACTIVITIES

IN 1967, 1969 AND 1972

PERCENTAGE OF INDIVIDUALS IN BRITISH COLUMBIA WHO DID PARTICIPATE
IN OUTDOOR RECREATION ACTIVITIES IN 1967, 1969 AND 1972

% 1967

Activities % 1969 % 1972
Swimming 49 46 -
Tent camping 21 14 24
Trailer camping 10 7 11
Pick-up camper - 6 15
Hunting 15 16 15
Power boating 20 24 31
Canoeing 3 5 12
Sailing - 2 7
Other types of boating 11 -— -
Water Skiing - 9 7 -,
Nature study or bird watching 9 16 -
Looking at scenery 48 - -
Outdoor photography 21 28 -
Visiting historic sites/parks - 40 37
Historic sites ' 21 - -
Visiting other parks - 54 -—
Just driving around 57 - -
Driving for pleasure - 65 - 61
Sightseeing from private vehicle - 55 56
Seeing new places 39 - -=
Climbing 8 10 -
Snow skiing 7 5 13
Snowmobiling ) 4 2 5
Snow sledding/toboganning ) - 11 -~
Picnics/cookouts away from home 45 58 55
Walking/hiking ‘ -- 45 46
Hiking 17 - --
Golfing - 16 -
Ice skating - 16 20
Horseback riding - 9 10
Bicycling - 9 24
Tennis - 7 -
Fishing 31 -— 39
Relax and get away from it all 49 - -

Source: CORD (1973

}, Technical Note No. 23, p. 30.
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APPENDIX C
‘ COMMUNITY FACILITIES FUND
Selected Communities Projects $ Total
Campbell River 2 15,999.99
Chilliwack 1 26,666.00
Courtney 5 671,233.00
Cranbrook 4 343,929.37
Creston 3 81,533.23
Dawson Creek 5 209,709.65 -
Duncan - 2 15,873.00
Fernie 4 63,059.00
Fort St. John 7 348,709.35
Grand Forks 1 12,750.00
Kamloops 8 .817,972.56
Kelowna 13 1,007,151..98
Kimberly 5 354,600.00
Merritt 1 .1,303.44
Nanaimo 14 967,087.68
Nelson 8 770,399.19
Penticton 4 81,624.16
Port Alberni 10 102,989.22
Powell River 7 1,337,095.66
Prince George 11 740,209.04
- Prince Rupert 13 604,383.29
" Princeton 2 102,474.30
Quesnel 4 20,592.41
Revelstoke 2 65,153.55
Smithers 4 104,076.00
Terrace 7 711,729.57
Trail 3 158,999.66
Vanderhoof 3 83,670.00
Vernon 5 143,874.67
Williams Lake 7 106,038.09

Source: Province of British Columbia, Department of

Recreation and Conservation, July 1975.
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APPENDIX D

PRESENTATION OF ' B

MULTIPLE REGRESSION RESULTS
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