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" The facility layo&3 problem has been defined as the
assignment of n facilities to n locations so as to minimize the

cost of interfacility flows, and has been - fofmulated as a

\

quadratic assignment problem. Due to the combinatorial

nature of the problem, and in spite of the computational - j
‘ L L e e . :

‘capacity of today's computers, optimization remains impractical C/ ;

for problems involving more than about eight facilities. &an
examination of previous research efforts in facility layout and

a discussion of the complexity of facility layout problems

indicates areas of weakness of current heuristic computer

it vt A AR s

approaches, and leads to the development of the computer
algorithm FLAC (Facility Layout by Analysis of Clﬁsters). . 5

Incorporating certain features hitherto used only in

visua}l or interactive methods, FLAC solves the problem in

b b g

three stages. _  Stage 1 makes.use of cluster analysis to

-
-

develop an unconstrained configuration of the  facilities

similar to the one-line schematic. diagram of flows used in

1

visual methods. A unique constant is added to the flow-cost

c@trix prior to the application of multidimensional scalihg

methods to providé appropriate separation of the facilities

in both dimensions. Stage 2 fits the facilities;intc the 1 :

" available layout space. By using as .a criterion the minimization of

iii




- - JE

weighted distances facilities are moved froqﬁtheir positions

[

at the end of stage 1, the original quadratic assignment

' probléﬁ is reduced to a simpie,assighment preblem and solved ¢

-~

' ¥
using an efficient primal-dual algorithm: Final adjustment

of individual facilities is made in stage 3, using an exchange
. ) o )
algorithm similar to those used by previous researchers.

The fully automated FLAC algorithm is shown to perform

consistently better than CRAFT (Computerized Relative
Allocation of Facilities Technique), which is chosen as the

'standard of comparison in terms of solution guality, especially

in large problems and in iertain types of problehs in which

computer algorithms have previously been shown to be .inferior.

to visual me;gxds. " In addition to'providing,high quality

solutions. under widely varying conditions, FLAC is shown to’f -,

be superior in terms of computatipn'fime since the ohly
algorgthms with competitive running times .on large problems

‘produce inferior results. The rate of increase of computation

time with problem size is also attractive, withwcomputatioﬁ~
time increasing at a rate proportional to léss than the cube

of problem size.. - : . ' . *

@

‘The design of FLAC allows the easy inclusion of such
features as the handling of unequal areas and other practical . = .,

i

- i

considerations, and it should ideally be part of a larger -

3

interactive system incorporating man's visual ability and

’

judgment as well as the computer's consistency.
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CHAPTER I
INTRODUCTION AND RESEARCH OBJECTIVES

+

Background

1

Interest in a systematic approach to the faciiity layout
prqblem dates back to the industrial revolution. Prior to
that, the fixed-position layout, in which the product remains
stationary and the tools are brought to the product, was
com@on.l Increésinghuse pf machinery and equipment led to
greater populaiity of the product typé layout (assembly line)
for‘repetiti§e processes and of thé’pr%cess type laynut.forA

intermittent, or job-lot, processes in which several different

\products follow different paths through the machine centres or

o s .
facilities, allowing the products to share the facilities. Thus

emphasis shifted to the relative location of facilities or

machines to minimize materials handling cost.

Because of the difficultydof minimizing materials handling

>

>cost by traditional manual and visual methods, much operations

research effort in the past two decades has been aimed at

finding a good computer approach to solving the problem. There

‘are many variables affecting materials handling cost, but it is

generally accepted in industrial engineering that  the

relationship between materials handling cost and the distance

J.M. Moore, Plant'Layout.and Design, New York, Macmillan
Co., 1962, p. 106. )

1




<

a product is moved is linear.?

'Franéis and White have classified the facility layout

problem as a special type of facility location problem,2

~and

7

most researchers developing or evaluating computer-algoritﬁmsv

which assist in the overall design of a layout formulate the

problem simply as the assignment of n facilities to n locations

50 as to minimize the function

; n—s ” :
‘ C = Z - Z k1l ‘
e ist  jeiser ) '

ezl | | -

where:’
fij = the total cost per unit distance of flow in
i< both direttioﬁs between ‘the 4th faéility ‘ -
and the jth facility. . .
dkl = the dist%ﬁge bétween the kth locatépn and tﬁe
lth location (d,; =0 for k=1).
L = set of n locations to-which facilities may

be assigned;3 “\\g
In practice the fij are based on a matrix V of intérfacility

1

The reader interested in the praCtical aspects of facility
layout, particularly the methods of data gathering, choice of
materials handling methods, etc., is referred to the excellent
text hy R. Muther, Systematic Layout Planning, Boston,
Industrial Education Institute, 1961. )

2 Richard L. Franc1s and John A Whlte, Fac111ty Layout and

Location: An Analytical Approach, Englewood CllffS, N.J.,
Prenticé-Hall, 1974, p. 3.

3 ghrlstopher E. Nugent, Thomas E. Vollmann, and John Ruml,

“An Experimental Comparison of Technigues for the Assignment
of Facilities to- Locations," Operations Research, Vol. 16, No. 1,
Jan. 1968, p. 151.




flow volumes .(sometimes called a travel chart) and a matrix
U of interfacility costs per unit volume pef unit distance.

These n X n matrices are usually asymmetric. Typically the

-

flow volume from facility i to facility j does not equgl that -

+

in the oppdéite direction, and costs may also differ.
However once each element of U is multiplied by the

corresponding element of V, the resulting matrix is usually

added to:its transpose, forming the symmetric matrix F in which

the n(n-1)/2 eiementé'fij(i<j) lie above-the diagonal.1

In most cbmpﬁter approaches the problem is at least
initially further simplified by considering all facilities to.
requiré an eqgual area. A goodrsolution to the problem with“
assﬁmed equal areas can then be used és.a guiée in designing
the final practical layout, faking into account unequal areas
using methods such as those suggested by Ritzman.?

Despite much research effort in the past two decades, no

method has been developed which can provide an optifmum

solution to non-trivial layout problems, and the effectiveness

of available methods for even this narrowly defined problem

varies from layout to layout.

2

1 T.E. Vollmann, "An Investigation of the Bases for .the

Relative Location of Facilities," ©Unpublished doctoral

dissertation, Univexsity of California, Los Angeles, -1964, ...

pp. 25-26.

%2 L.P. Ritzman, "The Effibiency of Computer Algorithms for
Plant Layout," Unpublished doctoral dissertation, Michigan
State University, 1968, p. 22, suggests several methods for
dealing with unegual areas which need.not be included in the
computer algorithm.



Optimizing Algorithms

During the sixties, a number of optimum-seeking procedures
were designed or suggested. <Tnitial attempts at solution by
/‘ .

enumeration led to formulation as a quadratic assignment

r
i

problem by‘Gilmore and Lawler, and as a ﬁravelling salesman
'problem,by,Gavettwand»Rlyter, énd solved by branéh!and:boundflrwrr**w B
VKoopmans and Befkmann showed that a linear programming model
equiyglent to the quadratic programming model for an n—facility.
prolglem woﬁld reqﬁire n*+n? variables and n’+2n constraints,

ana without the additional limitationrthét n? Variables'muﬁt be
0 or 1, woﬁld result in the trivial solution ,that an equal
fraction of each facility shouid be dssigned to each J.ocation.2
The quadratic'aééignment problem formulation of the layout
problem has been shown ﬁo be "not compuﬁatiqnélly feasible’

“ for larger p@oblems.ﬁf%

The Gavett and Plyter travelling salesman formulation;v

P.C. Gilmore, "Optimal and Sub-Optimal Algorithms ‘for

the Quadratic Assignment Problem," Journal of the Society for
Industrial and Applied Mathematics, Vol. X, 1962, pp. 305-313;
E.L. Lawler, "The Quadratic Assignment Problem," Management
Science, Vol. 9, 1963, pp. 586-599; J.W. Gavett and N.V. '
Plyter, "The Ogtimal Assignment of Facilities to ngations

- by Branch and B?und," Operations Research, Vol. 14, 1966,

pp. 210-232, - ’

1

-

2 WTjallingWC;WKoopmans”and_MartiniBeckmann+mEAssignmehf S

Problems and the Lecation of Economic Activities,”

Econometrica, Vol. 25, Jan. 1957, pp. 67-68.

3 Nugent et al., "Experimental Comparison," p. 152. : :

|
B
Dbt Sl B A R S RS 1t e Ll e



transforms the n-facility layout prbblem into an N-city
travelling salesman problem .(where N=n(n-1)/2), which is
solved by branch-and-bound. As of 1969, no one had had

much success with the optimization of t}avelling salesman

! Gavett and Plyter

themselwves stated that the. largest problem convenlently e

problems in excess of about 40 cities.

handled by branch-and-bound on the IBM 7074 was(an 8.facility

T

i

problem (equivalent to a 28 city travellihg salesman
+ ' ) ’

problem.)?

Heuristic Algorithms

. . ~\
Heuristic methods for solving the facility layout problem

do not guarantee an optimum Solution, but rather attempt to

prOVlde a high probablllty of obtalnlng an»acceptable
solution with a reasonable amount of effort.

Heurlstlc methods for the fac1llt¥ layout problem have
?‘ .

~been classified 1nto two categorles-

(1) Construction procedures] in‘whibh the algorithm

begins with an empty layout, assiguing one
facility at a tipe until the layout is complete,

. and
(2). improxement”pxoceduresT;inewhLchnanfrnitial—VWMﬁm— B
- ,

layout, often chosen randomly, is iteratively

—

improved upon.

/ .
! M.L. Balinski and K. Spielberg, "Methodéffor Integer
"Programfiing, " Progress in Operations Research,Vol. INII, ed.

Julius S. Aronofsky, New York, John Wiley & Sons, 1969, p. 213.

2 Gavett and Plyter, "Optimal Assignment,” p. 228.
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Although these heuristic algorithms have been described
elsewhere,1 a short description and discuséion are included of
the better known algorithms which will be referred to in this

dissertation. -

Construction procedures

CORELAP.-~-{COmputerized REiationéhip LAyout Planning)2 chooses
the facility with the highest total flow(closeness rating)

between it and other facilities,.and places it in the layout.

It then looks for the.facility having the greatest interaction’’

with the first one, and placeg it in the_layopt adjacently.
When no more facilities arebavailable which have large inter-
actions with those facilities alréady placed, the next féci%ity
is selécted which has the highést total flow, and sb on until

all facilities are placed. In placing each facility in the

< ¢

laiout; CORELAP attempﬁs fo maximize the lepgth-of bordef it
hasvin:common with‘?aciiities with which it has high inﬁer—
action‘(the éﬁape of each facilitf is howevef lihited to be
rectanéular). A recent version of CORELAP is available which

K

. . . 3
is interactive,’

1

" "El-Rayah and R.H. Hollier, "A Review of Plant Design
Techniques,” The International Journal of Production Research,

For a summary of the earlier methods, see for instance T.E.

~

vol. 8, No. 3; 1970; pp.263-279.

.2 R.C. Lee and J.M. Moore, "CORELAP--Computerized

Relationship Layout Planning," Journal of Industrial Engineering,

Vol. 18, No. 3, 1967, pp.195-200. .

3 Francis and White, Facility ngout, p. 114.




.ALDE?.-—(Automatéd Layout DEsign Program)' is similar to CORELAP,
but when no faqilitieg are a&ailable which héve high interaction
with previously placed fécilifies, the next facility is selected
randomly. |
ALDEP andVCORELAP have. been referréd'to as "qualitative">
ratgér than”quantiratiyembﬁgauée,they design layout§wén,§h§%;
basis ofractivity relationships rather thén flows.? ﬁoéévef,

once a relationship chart has been guantified, these algorithms

can be compared with the quantitative algorithms which follow.

.4

HC-66.--(Hillier and Connors 1966 construction procéduré)3
calculates at each iteration a lower bo;nd to the»gost of
,assigning each unassigned facility to each unoccupied lécation.
rThat facility is assigned which has‘the-greatestnopportunity

loss associated with its assignment to another location.

MAT.--(Modular Allocation Technique)|+ makes use of the theorem:

\

"The sum of pairwise products of two sequences of real nq{éers
is minimized if one sequence is arranged in non-decreasing .

order and the bther is arranged in non—incfeasing order." MAT

1" J.M. seehof and W.O. Evans, "Automated Layout Design

Program," The Journal of Indys¥rial Engineering, Vol. 18, - . &%
No. 12, 1967, pp.690-695. . '

a0

2  Francis and Whité, Facility Lay&ut, p. 140.

% F.s. Hillier and M.M. Connors, “Quadratic Assignment . ~
Problem Algorithms and the Location of Indivisible /Facilities,”
Management Science, -Vol. 13, No. 1, Sept. 1966, ppL.47-49.

4 H.K. Edwards, B.E. Gillett, and M.E. Hale, "Modular

Allocation Technigque (MAT)," Management Science. Vol. 17,
Nov. 1970, pp.161-169.

1o




therefqre,AEtempts to assign the largest flow cost to the «
smallest distance iny the layout, and so on, assigning one or
two facilities to locations at each iteration, according to

whether. or not one ofithe pair involved in the flow has been

assigned. ] . _ .
> -

Improvement;pr6cedures \

CRAFT.-—(Computerized Relative Allocation of Facilities
Technique)1 is probably the best known heuristic procedure- for
the facility layout problem, It begins with an initial, often

randop,'layout and evaluates the effect on cost of all

possible paibwise exchanges of facilities. An’exéhange is

performed ofjtﬁat pair of facilities which results in the

N

highest cost saving, and the process is repeated until no
pairwise exchange results in a cost impro'vement.2 CRAFT can

also handle unequal facility areas. However, when facility. ,

£ :

areas are not equal’; CRAFT considers only exchanées of
facilities with common boundaries. Thus CRAFT is most p;&gxful

in the situation where facility areas are eqﬁal.

H-63.~~(Hillier's 1963 procedure)? incorporates the calculatioﬁ

of a move desirability table (MDT) at each iteration.  The. MDT

1 ' G.C. Armour and E.S. Buffa, "A Heuristic Algorithm.and
Simulation Approach to-Relative Location of Facilities,™ — ~
Management Science, Vol. 9, No. 2, Jan. 1963, pp.29%94-309.

2 The effects of three~way exchanges are also evaluated ani

discussed in chapter IV of this -dissertation.

5 F.s. Hillier, "Quantitative Tools for Plant Layout Analysis,"
The Journal of Industfal Engineering, Vol. 14, No. 1, Jan.-Feb.
1963, pp.33-40. )




contains for each facility the cost. saving which would be

achieved by moving that facility unilaterally in vertical or

horizontal directions. H-&3 chooses. the fac}lity with the-

highest entry in the MDT and. evaluates'an exchange wiap the

)

_adjacent facility in the direction indicated. The exchange

is executed if it is profitable, otherwise the next highest

MDT raéing is used, and so on. When an %&gﬁange has been
‘made, a new MDT is calculated. The algorithm terminates when

no more profitable exchangeé can be found,

HC63;66.——(Hilliers anq Connors 1966 improvement procedure)} is
similar to H-63 but calculates an N-step move désirability
table, allowing for non-adjacent moves;‘ N is initially set

to max. - { no. ;ows - 1,*no. columns - 1} . Diagonal,moveé

are considered as well as horizontal and vertical ones, but

they must be in a straight 1line,

] . ¥

L J . )
Biased "Sampling.--Biased sampling2 is a method devised by

Nugent. et al. to produce several different layouts from thé

same initial layout, whether chosen randomly or not. The method
differs from CRAFT in that the pairwise exchange gelected at
each'itérafion is not simply that one,which achieves the

greatest cost reduction,rbut is chosen randomly from all

exchanges which produce cost reductions. The choice is biased

! Hillier and Connors, "Quadratic Assignment Problem

algorithms,"” pp.49-50.

2 Nugent et al., "Experimental Comparison,” pp-:156-157.



in favour of greater‘cost reductions. The degree_ of bias is
controlled by the choice of the parameter in the—Calculétion of

the seléction probability

. Kk .
. : C
o Le, =5, Z (s))
' , J 3 i=f i
where: . 7
Pj = the probability of selecting the jth
~ ’ ‘ pairwise exchaﬁéé with posgitive cost

reduction,

Sd/= tpe amount of the jth pairwise exchange's
eést reauctign,

k = tﬁe number of pairwise exchanggs with
positive cost reductions, and

C = a parameter to vary the effect of

differing cost reductions.

The choice of a very high value for C would lead to

identical repetitions of a CRAFT run. On the other hand, setting.

C=0 would result in an unbiased choice of exchanges at each
iteration, providing a potentially widerlrange of solutions.

Nugent et al. chose 2.0 as the value of C in their experiments.

COL.~- {Computerized model for Office Layout)1 uses a

-

modification of the basic CRAFT two-way exchange algorithm,

ithaehieveS—this

—wdesigned~to~feduee;computatieﬁalﬁegiertw

rgdugtioﬁ”by_li@iiiﬂgmghggnmm_gf,Qf,pQ;ential exchanges evaluated

at each iteration. Only ‘'interactions between facilitide separated
% o

[y

by more than 0 distance units are considered. The constant o is

T.E. Vollmann, C.E; Nugent, and R.L. Zartler, "a
Computerized Model for Office Layout," The Journal of
Industrial Engineering, Vol, 19, July 1968, pp.321-327.

1




specified by the'usér., COoL ée;ects the two faciiities havihg
thé greatest interaction with other fécilities more than «
di#tance units away, then, faking first the facility with'
greatest interaction, evaluates all possible exchapges with
ctﬁéi fEETIitiés;*'Themmostfprofitable—exehange~ismgxecutedﬁanﬂ”“Wﬁ,”WAff;
when no further exchanges infolving that facility afe

prbfitable, the second facifity is processed in the same way.

When no further exchanges involving the second facility are

profitable, two more facilities are chosen, and so on. This
o~ N .
’ portion of the algorithm terminates when two facilities are

chosen neither of which can be profitably exchanged with any

other. The algorifhm finally performs two iterations of the

!
CRAPT algorithm and stops.

FRAT.-- (Facilities Relative Allocation‘Technique)% is similar
to COL except that the distance parameter @ is varied within
the program, being set initially to

a = R-L.

-

where R and L are, respectively, the maximuym and minimum possible
distances between facilities. When no further improvements can

be made, R is decreased by L and iteration resumes, and so on

until o is-less than L.

-

! 7.M. Khalil, "Facilities Relative Allbcation Technique (FRAT),"
International Journal of Production Research, Vol. II, No. 2,
1973, pp.183-194.




P
zggo——(Terminal Sampling Procedure)! is also vefy similar to COL,
evaluafing only exchanges invoiving the two facilities with the
ﬁiéhesf flow-distance product vecto;s. TSP.élsorkeéps track of

tie solutions, and returns to perform improvements on those tied

layouts. ' In any one run several ties can occur, with the result

that several different solutioﬁé can be reached. Each solution

is further improved upon, as in FRAT, by executing the basic

CRAFT algorithm. TSP chooses the best of these fihal solutions.

Cdmparisons of Current ComputersAlgorithms

Using improvement procedures which consider ggly pairwise or

three-way exchanges can lead to a sub-bptimal final layout

because profitagle multiple exchanges may be missed.?

’ Similarly! building layouts using a construction procedure
without rearrangement of assigned facilities as each new
facility is added may 1lead to.a sub~optimal final layqut even if
an intermediate layout is optimal, since each facility exceépt
the last is placed without complete informatiog as to the-

k3

locations of the rest.

Efficient Heuristic

,,,,,,,,, i%p Problem,"” OMEGA, The
International Journal of Management Science, Vol. 4, No. 2, 1976,
op.205-214. s .

2 Any multiple exchange can he viewed as a sequence of two or

more pairwise exchanges. However, even though the completion of
the seguence would result in a cost reduction, an intermediate
exchange in the seguence could increase cost, bringing the
algorithm to a halt.
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Studies have shown that the improvement procedures, .

.

especially CRAFT, are superior to the constiuction procedures,
although combinations such as®MAT. followed By CRAFT provide -

results competitive with CRAFT.

Denholm and Broocks found CRAFT superior to CORELAP and

[

ALDEP. They alsoc found that CORELAP, whiclf does not have a

&

rﬁqfric;iogﬂenApLanzgshapefggenexaLedganfir:egulazéconfiguxationsgAgug;f

which was not a practical solution to their problem since they

'

were consjidering rearrangjng their plant.1
HCQS(Hilliéf'sVconstfuétiohVprdtedute) waéifaﬁgéibiiiiii‘i

Hillier and Connors to be inferior to the improvement algorithm

=

HC63-66% and in any case 1is inefficient for large precblems as
computation%l effort is stated by Hillier and Connors to be
proportional to rn* as is that of Gilmoré‘é n" procedﬁ;e(his n’
orocedure is>even more sensitive to problem size).?

Although Nugent et al. claim Biased Sampling givés better
results (with %dditional computation effort) than CRAFT, "

there is no theoretical readason why, on the average, these

* 5.H4. Dénholm arnd G.H. Brooks, "A Comparison of Three
Computer Assisted Plant Layout Technidques," Proceedings,’ .
Zmerican Institute of Industrial Engineers, 21st Annual Conference
and Convention, Cleveland, 1970, pp.77-84.

® Hillier and Connors, "Ouadratic Assignment Problem
Aigorithms,” p. 5

* » .

ut

-

..

T TP C. Gilmore, "COptimal and Sub-optimal Algoxrithms for the
2uadrati¢ Assignment Preblem,"™ Journal of the Society for :

Nugent et al., "Experimental Comparison,” p. 162.



metter than those that would be achieved by

running CTRAFT from random starting layouts for ‘an equal length
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Sampling run4/with sample‘si;e ten were performed;on the twelve
facility problem used by Nugent et al. in their experiments.

In the first set pf runs the parameter C;Qas_séf egual to 2.0,
‘the value chosen by Nugent et al. in their~e¥perim¢nts. In the ¢
second set, C was set equal to zero, so that exchanges would be

chosen randomly from those which effect positive cost reductionsw\
The ten results ffom each set were compared with the'beét
results of ten groups of ten CRAFT runs from random initial
layouts for the same problqg. -

Table 1 shows the costs of the best layouts from each
ﬁethod ranked for convenient comparison in ascending order. The
CRAFT costs are slightly better than bdth of the Biased Sampling
costs. However, applying the Mann-Whitney U test to these

results indicates the differences are not statistically

significant. Thus it cannot be concluded on the basis of this

©®

xperiment that the best layouts of groups of ten CRAFT runs

(]
e

ar etter than those of Biased Sampling runs with sample size
ten, when C g 2. However, Biased Sampling appears to offer no
advantage in solution guality over multiple CRAFT runs using

thes same sample size.

% The computét?bn time of Biased Sampling was reported by

Nugent et al. ¥o be increased over CRAFT due to the additional
sclutions generated. A closer look at his run times shows that

=~ all except the twelve facility problem, the average

[

‘zomzutation time Zfor 3iased Sampling was more than ten times as

cn3 as *+he average CRAFT run time, so that running costs would



TABLE 1

LAYOUT COSTS OF BEST SOLUTIONS OF GROUPS
OF TEN CRAFT RUNS AND OF BIASED
SAMPLING RUNS WITH SAMPLE SIZE TEN

Best of Biased Sampling Biased Sampling

ten CRAFT (sample size 10, (sample size 10,
runs cC = 2) _ C = 0)
289 293 | 291
293 293 . & 293
293 295 ' 293
293 ' 295 ‘ 293
293 ' : 295 , 295
295 205 295
295 ) 295 296
296 | " 295 297
296 298 ° 299‘

297 ' 299 , - 300




be'cheéper for multiple CRAFT runs. This is dpe not only to the
additioﬂal complexity of Biased Sampling, but mainly to tﬁg
incre?éed number of itefatidns which must be éerfbrmed’ggg
solution if the largest cost reduction is not chosen at each
iteration. Since the number of iferétions pef solution in i w,
Biased Sampling runs would clearlyhequal that of CRAFT if the
parameter C were set high enough, it should be expected that as

C is reduced from infinity in order to increase solution qpality
versus a single CRAFT run, computation time wiil increase on the
averagé beyond that of a muitiple‘CRAFT run of the same sample
size.
B In the éxperimentél set of runs with C=2, the avefage
computation time was slightly (8%) greater for Biased Sampling
tﬁan the avefage timé required for ten CRAFT solutions; The -
number of iterations per solution in Biased Saméling was found -
to be stochastically greater than in CRAFT, at a:signifiCance
level of .003 using the Mann-Whitney testf With C=O,Vthe,average
computation time for Biased Sampling was 40% greater‘than that
required for ten CRAFT runs, and the number of iferations was
sufficiently great in Biased Sampling that the application of the
Mann-Whitney test resulted in a U statistic more than nine
standard deviations from the mean(U is approximaﬁely nbrmally
distributed).r Thus there is always a penalty, either in solution
guality or in computation time, associated with using Biased

Sampling from random initial layouts rather than multiple CRAFT

runs of the same sample size.



= ' . -
H-63, HC63—66, COL, FRAT, and TSP; as well as aﬁ Interchange
algorithm used by Edwards et al. to improve on MAT,1 are
variations on the basic fwo—way exchénge‘algorithm of CRAFT..'All
of these variations are basically aimed at saving computation
time by'limiting the search at.each iteration for two-way

: {

exchanges which improve the solutioh. COL, FRAT, TSP, and the

Interchange algorithm employ similar methods in reducing the

numgerwof potential ‘exchanges coﬁsidé%ed at each iteration.
. - 2
FRAT concludes with the éxecution of the CRAFT algorifhm, so
that its results should bé copparable to CRAFT, .This speculation
is supported by the application of the sign test to the results

2

of FRAT and CRAFT on Nugent's problemns, showing'no significant

differenée.

TSP has oﬁe feature which makes it'pdtentially competitive
with Biased Sampling or ﬁultip}e CRAFT runs, in terms of
solution guality. It keeps track of tie solutions, and returns
to perform improvements'pn these tied layouts. In a;y one run
’several»ties can occur, with the result that several different
final solutiqns can be reached, from which TSP chooses the best.
TSP is in effect a variation on the concept of Biased Sampling, ,
~but whereas Biased,Saméling returns td the initial layout after-

each solution, TSP returns only to an intetmediate soiution at

which a tie was detected, before iterating to the next solution.

4

Edwazxds et al., "Modular Allocation Technigue," pp.1l65-166.

2 Khalil, "Pacilities Relative Allocation Technique,f p. 189.

1



However, while the user has control over the sample .size in

-

“Biased Sampling, the number of solutions generatea by TSP, and

therefore the guality of the best solution, is dependent on the

number of ties encountered.'iﬁs with Biésed Sampling, thel
additional solutions from which TSP chooses are p;oduced at the
expense of;additidnal‘computation time, and there is no
_theoretical reason why fﬁe best of thése solutions'should be

better in qguality than the best of a similar number of CRAFT

s

solutions, although they would be achieved with less

computational effort.

Since COL concludes with the execution of only two'
iterations of the CRAFT algorithm, and its search is more

limited than that of CRAFT, COL should not, on the average

provide as good solutions. Khalil found COL to produce

inferior results to FRAT.:

The Interchange algorithm tested by Edwards et .al. provided

inferior solutions to CRAFT even when using MAT input,
although computation time was shorter., The combination of MAT
followed by Interchange, followed'by CRAFT producéd results

‘competitive witﬁ; but not better than, CRAFT alone, although

computation time was shorter.?

Neither H-63 nor HC63~-66 conclude with the complete search

of all possible two-way exchanges, and Nugent et al. found both

1 1pia, p.193.

2 Edwards et al., "Modular Alloéation Technique," pp.l166-167.



‘to produce results slightly inferior to CRAFT. Nugent's

- - 20 -

‘.
findings are supported by Ritzman and ,érover.1

Standard of Comparison

Since, given an equal number of solutions from which to

choose, and ignoring computation'time, no other computer
algorithm has beenr shown to be superior, the well known, CRAFT
algorithm is chosen as the standard of comparison for
solutioﬁ quality.2 A discussion of computation time in
chapter IV will take into account the faster algorithms as
well as CRAFT. |

It is important to néte that because the previously
documented experiments dia not include multiple exchanges beyond
the simple two-way exchange, unless otherwise stated, the éRAFT
algorithm referred to hereinafter includes onlyctwo—way exch;nées;

Because of greatly increased computational effort, the effects

1 Nugent et al., "Experimental Comparison," p. 165; L.P.

Ritzman, "The Efficiency of Computer Algorithms for Plant
Layout," Management Science, Vol. 18, No. 5, Jan. 1972, p. 247;
K.L. Grover, "An Evaluation of Plant Layout Algorithms,"

Seattle, University of Washington, unpublished M.B.A. Research
Report, 1969, p. 22.

2 In some experimental runs of large problems, the

computation time-required by CRAFT was excessive, -and-the FRAT - -

algorithm, which has been shown to provide comparable results,

was used instead of the CRAFT algorithm.



of the addition of three-Way exchanges are discussed

sepafately in the section on ‘computation time in chapter IV,

“

Visual Methods

Few studies have compared the effectiveness of the

computer algorithms with that of traditional visual methods
) W
employed by industrial engineers, although indicators were

available to suggest that such a comparison ought to be made.

Gaunt, for instance, found a manual search procedure favoured
' 4

for Travelling Salesman problems with more than forty cities.!

With such aids as the schematic diagram of flows shown

in figﬁre 1, and the Dist'ance--intensity‘,plot,2 one might well

1

I\
expect good results from a visual appmpach.

Fig. l.--Simple one-line schematic diagram
indicating intensity of flows

[
‘L

y

a-

- Gaunt(z"A Non-Computer Method Using Search for Resolving
the Travelling Salesman Problem," Journal of the Canadian
Operational Research Society, Vol. 6, 1968, pp.44-54.

2 R. Muther, Systematic Materials Handling, Boston,Industrial
Education Institute, 1969, p. 4-2
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The reader is invited to nbte the sileicity‘ofrthe
‘twenty-facility layout in figure 2 when facilities aré
restricted to eqdal size, and térponder the number of feasible
solﬁéions possible: 20! % 2.4'x“1018, Allowing for mirror
images andwlBQ;degree‘repations there afe'stili ﬁore than
6 x 1017 feasi;le solufions. The reason for thé difficulty in
developing a'good computer method for large-problems can be
appreciated if one conside;s that, even evaluating 1000 layouts

per second, it would take more than nineteen million years to

solve the twenty-facility problem by enumeration.

LI

Fig. 2.--Plan showing‘&isual—simplicity of
egqual-area twenty-facility
problem

A sixty facility problem could have more potential solutions

than the estimated number of atoms in the universe(lOBo).l

1 J.R. Hayes, Cognitive Psychology: Thinking and.Creating,
Homewood, Ill., Dorsey Press, 1978, p. 184
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Scriabin and Vergin tested three highly rated computer

algorithms, CRAFT, H-63, and HC63-66, against visual methods

"employed by industrial engineers.1 To maké the tests comparable

to those of previous studies and fair to ;he'computer

2

algorithms, a set of problems used by Grover“ in a previous

B . 1
comparison of computer algorithms was used .and no adfditional

practical considerations were included. As in the previous

e

—

study, facilities were restricted to équal aréas so that the

visual approach would not have an aavantage.3 To ensure proper

confrol of the experiments, and to persuade the large group of
seventy-four subjects to attempt the problqms, an inté;active
system” of computer programs was written which provided some
descriptive but not prescriptive information to the subjectqas
to his performance. The descriptive information included*

.

diagrams similar to those used in visual methods by industrial

engineers.

Scriabin and Vergin found that individual solutions of the
. : N

-

best two of the three cbmputer algorithms (CRAFT and HC63-66)

-1 M. scriabin and R.C. Vergin, "Comparison of Computer
Algorithms and Visual Based Methods for Plant Layout,"
Management Science, Vol. 22, No. 2, Oct. 1975, pp.172-181.

- - . - - -

2  Grover, "Plant Layout Algorithms."

3 No existing computer algorithm has yet been devised which
handles unequal-area facilities satisfactorily. CRAFT, for
instance, allows the interchange of only adjacent facilities or
equal-area facilities.



b b

were stochastically inferior toétraditiqnal visual based

, : i .
methods,?! eéspecially in large problems where man's capacity for
pattern recognition seems to become an important factor (this

.

1 .
visual capability is recognized in other areas such as chess where,

in spite of years of effdrt and world computer chess tournaments,

s

there is still no prdgram available which is capable of beating

a master ranked player in regular play).2

NN IIER TIPS

Using some computer algorithms' capability to produce
several solutions from which the best one can be chosen, those

computer algorithms can of course be shown to be’superior to

3

visual mephods given a large enough sample size. Care must be

taken, howevér; in, the application of this argument since'it can

" .
A
- b

.

also be used to show that the ‘generation of random layouts is . :
superior to the viswual approach. If one takes into account the

computation time, one is likely to find a strong trend favouring

i et LR

1 The terms "visual" and "manual" should not be confused.
Not all manual methods are wvisual. For instance R.J. Wimmert
in "A Quantitative Approach to Equipment Location in Intermittent
Manufacturing," Unpublished doctoral dissertation, Purdue
University, 1957, describes a manual procedure in which
assignments with large costs are eliminated step by step until :
the problem is reduced to only one feasible solution. This is a
manual heuristic procedure but not a visual one and was found
in Ritzman, "Efficiency of Computer Algorithms," to be inferior
to other “computer algorithms- when programmed: — —————— ——— -

« andairn o

e rak et

2 PpP.R. Jennings, "The Second World Computer,CHess o ) o
Championships," Byte, Jan. 1978, p. 118. o

P R #,,.«u‘,ws.lv“.'(l.JL.m{v.“

3 This argument has been used by D.R, Coleman, in his note,
"Plant Layout: Computers versus Humans," Management Science,-
Vol. 24, No. 1, Sept. 1977, pp.107-112, to defend the
superiority of computer algorithms. :
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the use of visual methods for larger problems since multiple
computer runs become iﬁfﬁfctical given a large enough problem.
Buffa objected to Scriabin and Vergin's conclusions on

the basis that the problems solved in their tests Were "simple"

because the flows exhibited a high coefficient of variation.'!
Block tested a small groﬁp of eight,subjects on anotﬁer se£ of
proﬁlems devised by Nugent et al.,? and found that in the
presence of a low coefficient of variatiﬁn of flows, the computer
algorithms perform better than his eight test subjects, four of
whom were lay people. His reported resqi:f do not appear to be
statistically significant. Block does not indicate whether
his subjects‘had any computational assistancé to reduce the
_tedium of the séarcﬁ for a good solution (Scriabin and Vergin's
. subjects were pfovided with descriptiﬁe'feedback from an
interactivevcbmputer program,inéluding the. calculated cost of
flow in each submitted layout):

Arguments regafding the results of Scriaﬁin and Vergin's

experiments have centered on the choice between computer and

visual methods. Coleman 1is even further sidetracked, and

! E.s. Buffa, "On a Paper by Scriabin ad% Vergin," Management

Science, Vol. 23, No. 1, Sept. 1976, p. 104; M. Scriabin and

R.C. Ver gin, "Computer and Visual Methods for Plant Layout--A
Rejoinder," Management Science, Vol. 23, No. 1, Sept. 1976,

p. l1LO5. This eentroversial~tepie—is{diseussedwin'gfeater~depthr
in chapter II. :

2 T.E. Block, "A Note on '"Comparison of Computer Algorithms
and Visual Based Methods for Plant Layout' by M. Scriabin and
R.C. Vergin,"” Management Science, Vol. 24, No. 2, Oct. 1977,
PP - 235-237; Nugent et al., "Experimental Comparison."




- suggests a mMethod for generalizing the experiments in order
to prove or disprove the superiority of computers to *humans. ’
The important conclusion drawn by Scriabin and Vergin was

that the effectiveness of computerized methods for facility

layout would be increased hy combining some_of the capabiliﬁies

of the visual approach with those of the fully automated

computer algorithms.2

Research Objectives

In 1§71 an interactive version éf CORELAP had already
been developgd but the original program on which it is based
is a construction algorithm and dces not make use of £he
proven CRAFT algorithm. The technology already exists for the
development of a better interactive computer progfam which
combines visual aids with prescriptive feedback from the best
current improvement algorithms.

The objective of this research is therefore directed instead
to the possibility of developing a new fully automated
coﬁputer algorithm for solving facility layout problems, the

effectiveness of which is ipcreased relative to current

Coleman, "Computers versus Humans."

2 scriabin and Vergin, "Computer Algorithms and Visual

Based Methods," p. 181.
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algorithms, especially in those areas where cyrrent computer
methods are weak.- It is not intended that agy/:;;puter
algorithm developed in the course of this research be regardéd

as a complete problem solving package, but rather that it be

considered for inclusion in an interactive facility layout system
-t
which is designed to assist the industrial engineer in the :

*

application of his own expertise to the problem.

e

Twe areas of weakness discussed so far are large problems
ard problems witk a2 high coefficient of variation of flows.

s



- : Chapter II
FLOW DOMINANCE‘AND LINE DOMINANCE .

Flow Dominance
/‘.

A single produqt assembly line (or product type layout) can

be viewed theoretically as an extreme case of a process type

layout, i.e. a process type layout for a single'product. At

the other extreme we would have a job shop with all jobs or

productslrequiriqg é different sequence of Qéeratidns or
machines. In the former case the single'paétgrn of n-1 fiows
is'eaéily identified in the flow matrix, In the latter, 4
because the flow matrix may contain up to n(n;l)/z flows, it

may be difficult to identify a dominant flow pattern, especially

if the variance of the flows is small.

o, - - . ’\
A simple measure which has been suggested to determinevthe'
. . |

degree to which a particular proBlem approaches either extreme is

"flow dominance," defined By Vollmann to be the coefficient of

variation (%0 x std. deviation/mean) of the flows between

facilities.?!

An assembly line, éharactefized~by a sparse flow
A . B

matrix, would normélly exhibit higher flow dominance than a job.

shop. ' :

The poor performance of existihg'computer algorithms versus

visual methods has. been justified by the contention that the

- ]
problems used in the comparison of visual and computer methods

1 Vollmann, "Relative Location of Facilities," p. 134.
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were simple.! This contention:is based on the fact that these

problems exhibited high flow dominance. Buffa appears to base

»

his réasoning on the fact that if the facilities are simply the

- stations of an assembly line, then the coefficient of variation
'of flows'is high, since - there are many zero flows. The

ihference then seems to be drawn that if the coefficient of

Variation of flows, or flow doﬁinance, ié as high as that of. an
’assembly line, thenrthé problem ﬁust be as simple as that éf an
»

assembly line.

S

The importance of_cohclusions which have been drawn in the
past-on £he ba§£§ of flow dominance suggests thgﬁvgﬁrpﬁef
inveéfigation is warranted.:

For some unstated reasoﬁ, Vollﬁannvinc;udgd the zeroes/oh’
the diagonal of'the flow matrix in his -calculation 6f flow
dominance, and otherse~have followed suit. Given some non-zero

rfloﬁé, the lowest flow dominance possible occurs if all flows
are equal, but gince we gbill have zérdes 65 the aiagonal, the

coefficient of,variatioﬁ is lOO(n—l)—% and can be seen to vary

-with problem size.? R

See above, p.25.- e

The formula presented here is simpler than the one suggested
byﬂErET,Blockwas,amlowex;hohndwon_ilow“dominangafin_ﬂonwthg, L
Complexity Q£ Facilities Layout Problems," Management Science,
Vol. 25, No. 3, March 1979, pp.280-285, because Block divides by
n?<1 rather than n? in calculating the variance of the flow
matrix. - This is unnecessary since we are not attempting to
estimate the coefficient of wvariation of the population from
which the flows were drawn, but simply to calculate the.
coefficient of variation of the flows in the particular problem.

.

a

2
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If problems with high flow dominance are simple, Ehen
presumably problems with iow flow dominance must be complex.

But does low flow dominance necessarily always imply gréater
difficulty in solving, K the problem?

For illustrative purposes, let ug cortsider a twelve
department problem in which all flows are egual ahd‘non—zero
'except for one which is zero. Then fiow dominance 1is 33% which
is certainly low, but the prbblem is easy Fo solve by ihspectidn,

since one could concentrate on placing first the two

faciiities with zero flow between them. 1In effect this problem
is as easy to solve as one in which there is only one non-zero
flow, but while the variances of the flows in" these two problems

would be “almost the same,’ the flow dominances differ because
B . 4

the average flow is much greater in the former case.

This would suggest that there is an:intepmediéte level of

flow dominance at which the difficulty of solution by .

\inspéction is greatest. This could bCCur, for instance, when
I : -

z b

the density of the flow matri% is approximately 50%, non-zero

flows are approximétely equal, and flow dominance is consequentily
just over 100%, which would provide some support for -Buffa's and

-

Block's arguments (see above, p. 25), since the flow dominances
g

of problems used in Block's comparison of visual and computer ~—~

methods were not much in excéss of 100%.

0y

} The variances would be identical if the zeroés on the

diagonal of the flow matrix were not included.f'
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The other extreme stated by Vollmann is an assembly line.
- Givern a single assembly line, flow dominance increases with

the number of stations. For instance, in a four—facility

layout problem with symmetric flow matrix, the flow dominance

\\

4

of an assembly line witﬁ\i;ual flows in 129%, while‘the flow

dominance of a similar fo y~-facility assembly line would be

442%.

Block recognizes this short-coming of flow dominahce in
measuring problem difficulty and attempts to develop a measure

(complexity rating) which is unbiased by problem size.

@ f

Unfortﬁnately he too uses only thé simple“extreme_examples’(éll
flows equal, or a single assemﬁly’iine’with constant flow)-
as upper and 1oWerlbounds on flow dominance, so that an
empirical layout problem used by Vollmann2 would ?ﬁve a
negative compléxity rating.

Vollmann, Buffa, and Block all appear to have missed thev
sensitivity of flow dominance to the inclusion of a few very
large flows. To see that one large flow can gfeatly influénce
flow dominance, cohsidér a forty—facLlity layout problem in |

3

which all flows are close to unity. Flow dominance is

approximately 16%. If we replace one of the flows by a large

flow, say 1000, then with a symmetric flow matrix flow

dominance increases to almost 1600%, suggesting that the

~ &
Block, "Complexity of Facilities Layout Problems."

1

Vollmann, "Relative Locatioh of Facilities}" p. 135.

4 T
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probiem is trivally simple in view of the relatively much

lower flow dominance of an assembly line, approximately 442%.

Yet once it is recognized that the two facilities involved in

the large floQ must be located adjacent to each other, they
may be treated as\a single facility and the rémaining 39
facility problem with,flow dominance\approximately 28% mayr~
aéain be viewed as complex.

In addition, Vollmann.ignores the cost of_matérials flow -
in his calculation of flow dominance, implying that the

variation in cost per unit distance of materials handling has

no effect on problem complexity,
Block bases thé«upper bound of flow dominance in his

- °

complexity rating.on an asymmetric leQ ﬁatrix. Althoughrhe

. o N S . . .
was aware that the problem could . be ‘simplified by the use of

a syﬁmetfiq fliowrmatrix,1 Volimaph‘éisq\ba;éd his'flow domiﬁéncé;\
caiCuiations on an asymmetric'fiow;métfix;?}?heiuse of an

asymmetfic flOy &atrix implies fh@tjit is ﬁsgg‘gifficult fé \
design a layout with flow;'in bétgidireéﬁiéh; th;n\one wi£h<@fk

unidirectional flows. S -

" vVollmann,"Relative Location offﬁadflities", p. 26. Sees
also p. 2 of this dissertation. . == &L '

N .



Before attempting to solve any‘laYout problem one would
normally develop a symmetric flow cost matrix as described

on p. 3, above, and any -measure of the proglemkgﬁﬁomplexity
should be based on an analysis of th;t symmetric m;trix. Unless
stated otherwise; a‘EIOW'ﬁatrix mentioned,hereinaftér isg
assumed to be symmetric and to include costs.

Assuming such a symmetric flow matrix, Block's upper and

v 1
lower bound formulae become:

Y
fus

Nl

100 (%n°/(n-1)-1)

%

il

fLB 100(n-1)

Vollmann has suggested that visual based methods may be
more appropriate when flow dominance is greater than 206%.2v
Buffa and Block reiterate this claiirq.3 While it is Cleér that,
givenisya sufficiently high flow dominance, a good solution to
a probiem becomes obvious, there is doubtvas to the accuracy
of his dividing line of 200% since it is basea on flow
dominances infiétea by the use of g%ymmetric flow matrices.

&

! Bocks. “Complexity of Facilities Layout ‘Problems"

pp. 281-282. Block's formulae are also different because he
divideS'by~nf—l rather than n? when calculating the flow
variance (see abowe, n.2, p. 29).

2 Vollmann, “"Relative Location of Facilities," p. 139.

® 'Buffa, "On a Paper by Scriabin and Vergin"; Block, "Note
on Comparison of Computer Algorithms 'and Visual Based Methods.”



Vollmann based his conclusion on an application of the

CRAFT heuristic to layouts generated by a method he describes

‘as "inspection” in four problems with widely differing- flow

dominances. Vollmann determined these flow dominances to be
135%, 201%, 252%, and/519%. The. problem sizee were, respectively,
12, 10, 20, and 22 facilities. Since CRAFT was able to effect a
twelve percent improvement in the total la;oay cost of the

’ R |
problem with 135% flow dominance, but was much less effective

inlthe other three problems, Vollmann concluded that problems

with flow dominance-in excess of 200% could be solved

successfully by inspection, while those with lower flow

- N -,
dominances, would benefit from a computer approach.

i<

';n t;o of the four éfoblems, 1 Vollmanq based his
calculation of flow deminénce on an asyhmetric flow matrix,
treating flows in 0ppesite directions as two diffefent flows.
This resuléed in. the inclusieh of many =zero flows,,and‘
consequently an infiated flow dominance. Vvollmann also ignored
the cost per unit distance of the flowsvin his calculations.

If fo; each of-vbllmaen's four problems we mﬁltipiy every

}QA

element of the flow matrix by the corresponding cost per unit

s

distance, and add the resulting matrix to its transpose (as -

1 The ten facility engineering office layouﬁ,prohlemryith
flow dominance 201% and the 22 facility empirical layout problem
with 519% flow dominance . .

L Y T T

B




suggested above, p. 2 ), the resulting flow dBminahces are,
respectively, 117%, 144%, 254%, and 397s%.!

Had Vollménn used this method in calculating the leWA
dominanéesl he would have concluded th%t visual based methods
are more appropfiate when flow dominance is gfeater than 144%,

and that computer algorithms are apprbpriate for only a limited

s .
range of problems.

To add further doubt as to the level of fldw dominance at

] .
which the choice of a visual method is. . indicated, there 1is

ambiguity in Vollmann's concept of a visual method. He states:

"As the degree of dominance ‘becomes less pronounced, one would

expect layout by-inspection to become inappropriate.‘“2 Fair
enough. But in attempting to determine the cutéff level he

uées an approachﬁto give a layout by inspection which is
actually a heuristic éonstruction pfocedure rather than a visual
mefhod. In\his p}ocedure, all flows less than somedarbitfarQ“

amount are initially ignored. The facilities which have the

greatest interaction with the others on the basis of this

1 The. problem with the highest flow dominance is the only

empirical one used by Vollmann. The flow dominance of this 22
facility problem is furthexr reduced from 397% to 320% if four

‘facilities are eliminated from the problem which have no

interaction with the others, One gf these :four facilities was
included to meet the CRAFT requirement of a rectangular layout.

2 Vollmann, fRelative Location ¢@f Facilities," p.135.

2



reduced flow matrix are then placed centrally. Facilitie;

with large flows to the centrally placed facilities are then -

placed adjacently. The next higher flows are then examined

and facilities placed accordingly, and so on, u?ti} all

facilitieé are placed. Following this procedure, in tﬂe twelve-

facility problem with lowest flow dominance, ignoring flows

less than ten , facilities H and I were placed centrally and

adjacengito each other even though there is no flow between

them, §s can be seen in the flow mat?ix in figure 3. It is not

likely that these facilities would have been plabed adjacent

to each other in a true visual approach using foi instance a

schematic diagram of the type shown in figure 1 (above, p. 21 ).
Vollmann's "inspection" method implies that smaller flowé

(initially eliminated in his method) are confusing. Experienée

in areas such as chess( where man's ability to visualize

compiex patterﬁs gives him an edgehover sequential procedures,1

suggests that the elimination of some of the smaller flows

may unnecessarily limit the potential results of an inspection

method. ?It is therefore neither surprising nor significant

that vVollmann obtained poor regﬁlts with his inspection'methqq,

gspecially iﬁ the low flow dominance cagé]7&Héréwﬁﬁﬁ§wiﬁ§6%f§ﬁf”'

flows are inifzglly ignored.

1 p.G. Rushton and T.A. Marsland,"Current Chess Programs: A

Summary of their Potential and Limitations,” Canadian Journal
of Operational Research and Information Processing, Vol. II,
1973, pp.13~-20.

v
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a B C D E F G H I 3 K L.
"o 5 2 4 1 0 0. 6 2 1 11
5 0 3 0 2 2 2 0 4 5 0 o
2 3 0 0 0 0 0 5 5 2 2 2
4 0 0 0 5 2 2 10 0 0 5 5
1 2 0 5 o 10 0 0 0 5 T 1
0 2 0 2 10 0 5 1 1 5 4 0

‘ P
0 2 0 2 0 5 0o 10 5 2 3 3
6 0 5 10 0 1 10 0 0 0 5 0
2 4 5 0 0 1 5 0 0 o 10 10
1 5 2 0 5 5 2 0 0 0 5 0
1 0 2 5 1 4 3 5 10 5 0 2
"1 0 2 5 1 0 3 0 10 0 2 0
Fig. 3.~-Flow matrix for twelve-facility problem

"used by yollmann in his experiments
&
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. B . ‘

‘

Vollmann's results on this particular problem may
¥

nevertheless be representative of the performance of a visual

me thod since Block subsequently obtained similar although not

!

. ; . » .
- statistically sighificant'resultsl in an experimental

. ¥

bomparisqn~of CRAFT and visual methods, using a set of problems

)

which included the same twelve—facility<problem_used by

Vollmann.2

Effect of Flow Dominance on Computation Time :

LI

Mojenafet af. have attemptea to determine the extent to

which flow dominance and other measures can affect the

computational time of one computer-algorithm for facility
. ) ¥

layout.3 They found that regression models based on twenty-two

initial measures of the flow matrix were poor predictors of

computer run time, although they did find that flow dominance
A j
) 7 -
! Block, "Note on Comparison of Computer Algorithms and
Visual Based Methods."”

2 vollmann's twelve-facility problem is the same problem
originally used by Hillier in "Quantitative Tools for Plant
Layout Analysis," and upon which the set of problems used by
Nugent et al.” in "Experimental Comparison" is based. :

. 3 R.Mojena, T.E., VolImann, and Y. Okamoto, ™On Predicting
‘Computational Time of a Branch and Bound Algorithm for the
Assignment of Facilitiesy™ Pecision -Science, Vol. 7, 1976,
pp-856-867.

i »r«»}bw‘ il a1tk o B bt . Wbt S ‘}’w«ﬁr‘ B




and two other related variables' significantly discriminated

among groups of problems requiring low, medium, ér'high amount

of computer effort. . S . L ' =
- These findin§s'cannot of course be extrapolated

to other methods of'sdiﬁing,the 1aydut,problem, but it 1is
interesting to note that computer as well as yiSual methods

appear to benefit from the "simplicity" of a layout problem.

,°Efféc£ ofiFlow,Dominance'6h‘Effi¢iency of
" “Computer Algorithms "and Visual Methods

To test the extent to which the qualitynof solutions varies
with flow dominanberit is desifable to have Fome measure of 3
gquality. One approach considered was the generation of the
distribution of the éosts of random layouts. To this end, 1000
random layouts were produced fo the thirty facility problem of
Nugent gt al.

The best randomly chosen solution in 1006 was only 8%%
better thaq the average random solution, and 3.2 standard
deviations from the mean, while thg average CRAFT solution
recorded by Nugent et al. impyoves on the average random layout
by more than 20% and is more than eight stan&ard>&aviations

from the mean.

! The other two variables, besides the coefficient of °

variation of flows, were the c¢. of v. of first order differences
in the flows, and the c. of v. of the total flows through each
facility. -
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Since most experimental resfilts would involve values far
from the mean, this approach was discarded in favour of one
which relates. a given solution to a lower bound, as well as the

mean {(in all but the smallest problems the opfimum solution *is

usually unknown). Nevertheless this small test did emphasize

the complexity of the layout problem and shows why the generation

of random solutions is not a good approach to solving the layout

problem.

"Hiilier has suggested an efficiency criterion based on a

lower bound to the optimal solution:®

efficiency = 100(A-S)/(A-LB) .

—~

where:

A = avefage randomly chosen solution value
n-1 n- n-1 n . < A
= I x x r. £,04.,/ [n-1372]
i=1 9=i+l k=1 1=k+1 ] ,
= average distangce x sum of flows,
S = value of the solution for which an efficiency.
rating is.desired, and
LB = lower bound for the optimal solution to the

problem

A is easy to calculate, especially for a rectangular problem

where the dQétad&i&éétilinééi distance can be shown to be equal —  —  ~

to (no. of rows ¥ no. of columns)/3, but the cvalcutation-of the -
lower bound LB 'is more involved, requiring first the calculation

of a lower bound on the cost of locating each facility

>

1 Hillier, "Quantitative Tools for Plant Layout Analysis," p.37.

~
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iﬁdividually,in each'locaﬁion, then using an assigﬁment
aléorithm fo minimize the‘totél cost of such individ&él
assignments. |

' For most non-trivial pfoblems, the ioqgr bound calcdlatéd
in this maﬁner is lower than the_optimumy but gregtér than the
simpler‘bound used'bf'Nugent'et al; and Ritzman iﬁftﬁeir”***“**"W*”“ﬁ*‘**'
studies.1 Thus gillier'g efficiency criterion is‘better o
(although it requires more’calculatioq);

Flow dominance and the
efficiency of visual methods

Table 2 shows the efficiency, based on Hillier's criterion,
of visual solutions to a‘set-of‘probléms originally éevised by
Nugent et al.? and used by Block? in'his experimental
compérison‘of visual and computer methods.

The first‘strikiné feature is that efficiency deCreéses/as
problem size increases. Thisvresult is not unexpected and g
occurs cdnsiStently in theseke£periments regardless of the
method of solutioﬁ or the level of flow dominanc?. This
decreaée in efficiency cannot be entirely attributgd to the

increased difficulty of finding the best solution té larger

problems, as can be seen by the fact that the theoretical
A - -

efficiency of the optimum solution also decreases with an

7

(

1 Nugent et al., "Experiméntal Comparison”"; Ritzman;
" "Efficiency of Computer Algorithms." 3
2 Nugent et al., "Experimental Comparison."
3 Block, "Note on Comparison of Computer Algorithms gnd

Visual Based Methods." . )



TABLE 2

WITH LOW FLOW DOMINANCE

‘EFFICIENCY OF VISUAL SOLUTIONS TO PROBLEMS

No. of

facilities

Flow
dominance.
(percent)

Best visual
layout cost

Eff1c1ency
(percent)

12

15

20

30

108
129
-vlll
128
117 :
1067
104
112
>

25 -

43

74

107

320 -

631
1378

3408

100
89 .
84
77.
1[54

.52

48

37

a The true efficiency of the solutions to the four{smallest
problems is 100% since the solutions are known to be optimum.




increase in pfoblem.Size. . Thus the decrease in efficiency of

thersolutions reélly reflects in parﬁ_thelinefficienby of |

Hillier's efficiency critefion itself, and caution i§<fequired
in intérpreting these/resulti.

|  Itvis more‘interesting'to'compéig fhe efficiency of tﬁe‘

sdﬁutions in:table 2 with those in tablé 3, showing the

>

efficiency of visual solutions to érover's set_of problems1
' &

‘'obtained in Scriabin and Vergin's experjments. 2° The solutions

‘to Grover's problems with higher flow dominance are more

efficieny according to Hillier's criterion.

Flow dominance and the efficiency of CRAFT

Tables 4 and 5 show respectively the efficiency of the

best of five CRAFT solutions to the same sets of problems with

<

low and‘higﬁ flow dominance. ‘As witﬁ'the visualﬁsolutiqns, the

efficiency of CRAFT solutions is higher in- the groupfof

H - kY

"problem with high flow dominance.

These two’groups of problems are used here because of t@e'

A

availability of "visual solutions recorded under controlled

2 _, =

conditions. Thergxhay be.other differences besides flow

dominénce afféétiqgvthe quality of solutions to these problems.

_.To pravide a better hessqo% the effect of flow dominance on the

‘quality,of CRAFT'sblutighs, a new set of problehs was générated

Y s

"

Grover, "Plant Layout Algorithms,"
-~ .

2 scriabin and Vergin, "Computer Algorithms and Visual
Based Methods." - c. » S )

bt
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TABLE 3
%
EFFICIENCY OF VISUAL SOLUTIONS TO PROBLEMS
B WITH HIGH FLOW DOMINANCE
AL
No. of ~ Flow Best visual Efficiency
facilities - dominance layout cost b (percent)
' (percent) .
5 269 64.02 . 94
6 ‘ 263 ' 80.32 ' 95
7 199 163. 28 85
8 , 213 : 215.86 ' ‘91
g(alt)? 213 214.76 . 89
10 233 7 269.92 : . .89
12 . ' 256  314.10 89 -
15 ' ) 248 4 . 511.40 89
20 - 254 ’ 1109.68 . 83

a Grover used two different pltant shapes with the same
eight-facility flow information.

#

‘b True costs are half of those reported. Costs were
doubled to maintain consistency with Grover‘'s original"
results in which all flows were counted twice.
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" TABLE 4

\\ EFFICIENCY OF CRAFT SQLUTIONS TO PROBLEMS

WITH LOW FLOW DOMINANCE

e S
: - ol
No. of Flow Best of five Efficiency |
facilities dominance CRAFT layout (percent)
' {(percent) costs Co
5 108 - 25 100
6 129 43 89
7 111 74 84
8 128 107 77
12 117 - 289 74
15 106 583 67
20 104 1324 56
30 112 3148, 51.




TABLE 5

EFFICIENCY OF CRAFT SOLUTIONS TO PROBLEMS
WITH HIGH FLOW DOMINANCE

No. of Flow Best of five o g&ficiency
facilities dominance - CRAFT layout - o ({percent)
{percent) - - costs.
5 ,2§§ 64.02 | 9a
6 | 263 80.32 " , 95 -
7 199 163.28 7 85
8(alt.) 213 | . 214.76 a9
10 233 . 279.02 | <86
12 256 331.58 ' 83 .
15 | ‘248 s531.14 85
20 254 \ 1186.66 T

a True costs are half of those reported. Grover omlglnally
counted all flows twice. . :
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Qith‘fioﬁsféelected from ‘a Poiséoh distribution. Problem‘size
was held constanf:af thirty facilities. The choice of PQisson.
flowé allows the eaéy gener&tion of prbbléﬁs with different
fiow dominances, since the Qarrance of a Poisson distribution
is equal to,its mean,  and in~é/problem with Poisson flows with
mean A the éqefficient of variation is lOOA:ﬁ, which is
approximately equal to the flow dominance. ' Fi&e problems
were ~generated, with flow dominance varying from 96%‘to 282%.
Appendix A contains the flow-distance matrices for these
pr;blems.t

Table & shows that the efficiency of CRAFT again increases

as flow dominance increases.
3
.

I.ing Dominance

An additional bias may have been inadvertently introduced
by Nugent et al. when they used prgblems generated by randomly
redi%stributing flows from Hillier's twelve depar;ment problem.

Flow dominance i; a measure which attempts to describe the

degree to which a problem contains assembly-line-like flows.

Even if a problem contains several assembly lines, by randomly

1 Following the?prECEdent'set by VoIlmann and including the
diagonal elements of thg flow matrix, flow dominance is i
100 [ (n+ A)/¢ X (=] :

2 vVollmann, "Relative Location of Facilities," p. 134.



TABLE 6

u a
"EFFICIENCY OF CRAFT SOLUTIONS TO PROBLEMS WITH
POISSON FLOWS AND VARYING FLOW DOMINANCE

]

Flow Best of five- Efficiency
dominance CRAFT layout (percent)
(percent) costs

96 1343 &48

115 861 ~ 52

144 508 51

199 \ 255 63

282 98 74

All five prob}eﬁs were the same

thirty-facility size.



rearranging the flows one is likely to break up those lines,
feducing the true flow dominance (hereinafter called line
dominance to distinguish it from Vollmann's measure), but of
course not changing the coefficient of variation of the flows.
Thus in any problem generated by randomly placing fiows in the
flow ﬁakrix, the coefficient of variation is likely to overstate
the linerdominance and, for any calculated flow dominance, real
problems should tend to have a higher line dominance than
problems generated by the method used by Nugent et al. )

In practice, one would expect the flow matrix to be made up
of the addition of flows along several job routeé. Thus the
flows would not likely be randomly distributed over the flow
matrix.

‘Unfortunately, to measure line dominance it is necessary
to get at the data behind the flow matrix. To this end, a set
of problems was generated in which job routes with spé@ified route
rlengths and flows, fafher than simply individual flows, were
randomly chosen and superimposed on the flow matrix. The flow
along each route was chosen ra;domly from a ugiform distribution
but held constant over the length of the route. No attempt
was made to generate reaiistic problemswsiﬂeertheﬂpurﬁose'of
these problems is to‘inveétigate ;he effect of ‘a particulaﬁ
arrangement of fiows on solution quality, aﬁd féalistic problems
likely contain a mixture of different arrangements.

By varying the number of routes and their lengths, but

keeping theé product of these two numbers constant,flow matrix density



énd flow dominance repain approximafely constant and we can
study the effects of varying line dominance. Line dominance is
high in a problem wiﬁh only a few long job routes, while a
problem with many very short job routes has low line dominance.

Five problems were generated, each with twenty facilities.
The job route length was varied from l/to 15, while the numberl
of jobs (iines) was chosen in such a way that for each problem
" the product (liné lehgth) Xx (number of 1inés);équalled 120.°
For instance, in the only problem with no line dominance, line
lengfh wasrl and the number of lines was 120, so that the flow
matrix was made up of 120 randomly placed flows. Appendix B
containg the flow-distance matrices for these five prohlems with
varying line dominance. .

Fivé CRAFT runs were performed from randomly chosen initial
layouts for each of the five problems, and the efficiency based
on Hillier's criterion was calculated for the best CRAFT results
on each problem. Table 7 shows that as line dominaﬂce incréése;
the efficiencf oflCRAFT decreases.

" Since the presehce of flow dominance has béen shown to

increase the efficiency of CRAFT, while the presence of line

d?minéﬁqe,FESWEEE”QEBPE?E?,EfféCt:,iﬁ can be concluded that the

coefficient of variation of flows, Vollmann's measure of

flow dominance, is not a good indicator of the presence of line

dominance as originally intended by Vollmann.



<
TABLE 7
EFFICIENCY OF CRAFT SOLUTIONS TO PEOBLEMS & .,
 wiTn VARYING LINE DOMINANCE
Line Number of ~ Flow Best of five Efficiency
Length lines '~ domin- CRAFT layout (percent)
- ance costs '
(percent)
1 120 143 710 70
5 24 140 687 62
8 15 ’ 142 870 56
10 C - 12 143 729 56
15 8 , 143 622 : 54

a All five problems were the same twenty-facility size.

b A problem in whlch the flows are concentrated in a few

long lines or job routes has higher line dominance than a .
problem in which the flows are dlstrlbuted among many short
lines. ' '



Need for Further Development

Although éxisting computer algorithms have been shown to
provide éood results to problems with low flow dominance, these
algorithms have been shown to be inferior to visual methods
when flow dominance is high, and may also be inferior to
visual methods in the presence of line dominance. On the other .
hand, computer algorithms tend to provide more'consisqent

results than visual methods.:®

‘I; would therefore seem ‘desirable to develop a consistently
good computer algorithm which éan handle proﬁlems with high as
well as low flow dominance, and which works well in -the
presence of line dominance. Such aA algorithm should ideally
bejcompetitive with CRAFT in problems with low flow dominance,
and competitive with visual methods in problems with high flow
dominance and line domina?é%/ In addition, since the’
efficiency_of all current- methods Qecreases a; problem size

increases, any new algorithm should be as effective as possible

on lar@er problems.

1 Scriabin and Vergin, "Computer -Algorithms and Visual

Based Methods," p. 180.
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CHAPTER IIT

‘A CLUSTER ANALYTIC APPFROUACH
Rationale

The basic exchange heuristic derives its power to achieve
good solutions in a reasonable amounht of time from its simplicity,

but that same simplicity often stands in the way of further

improvemengf.

Consider for instance the suboptimél layout with high line

o

dominance shown in figure 4. Each arrow connecting a pair of

facilities represents a unit flow between those facilities.
: . ,,_‘;T;,' . X
Facilities not connected by arrows have no flow begyeen~them.

-

No further improvement is possible with only two-way exéhanges,

however the layout can be improved b;ﬁweversing tn§ lines
- - “L&f' .

Fig. 4--Example of layout requiring movement
of clusters to effect improvement
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A-B-C-D and E—F—G~H,vor by/interchanging'them,_i;e.»by .

manipulation of clusters of'facilltieél‘ Lo 7‘Q’ N s
Another example of a suboptiﬁa1”1;YOut thcp éah#étégé

imgroved by a two-way exchahge is showr,in‘riggre_§}"Ag>;

appropriate rotation of either the 1eft~héndpor.ridhtehgngh‘ N

group of four facilities would improve thefsolutién} E

-

T P

A

N>
A

t

O

Fig. 5.--Example of 1ayout which can be 1mproved
by rotatlon of ‘cIuster,

°

It is not difficult to see that with'high line domihance

,

-

such groups could be gquite 1arge,ﬁrequiring multi—way“exchangeéf
or movements of larger clusters of facilities to effett
further improvement. It is also possible for”a prdblemlwith;\

ir_ ¢ . B .
Vrelatlvely lower line domlnance to contain several smaller ) .

groups or clusters of facilities poorly 1ocated ‘or orlented

relative to each other.
A two-stage algorithm, which is initially unhampered by
the requirement that one facility cannot move w1thout dlsp1a01ng

"another (i.e. unconstrained by the boundarles of the: plant or by

2.



the size of the‘gieas occupiéd by the faciiities), wouald tend to
avoid such incorrect piacemént,of wholé clusters of facilities
relative to each other.

" Such an aéproach may Elso'worgrwell under general

conditigns iqci@dipg that of low flow dominance if a layout

P
based on the~solution of ﬁhe first unconstrained sjtage is good
eﬁoughh{/;:at is, if the first stage can proviae CRAFT with an
initial solution competitiﬁe with -an average CRAFT'solution;rbut
' arri;ed at by other means than by th—waybexchanges, then .the

two-way exchange heuristic of CRAFT should have a greater chance

of improving the solution further.

<

In fact, Eanrds et al. attemptedathis approach, using

thé results of MAT as a starting solution for CRAFT and anqther
two-way interchange algorithm; with modest (ﬁbt significant)
success.? However, the initial‘solution provided by MAT was not
competitive with CRAFT (in all but the smallest problems, the
MAT result wés worse than the median CRAFT solution and, in the
largest thirty—facility problem, the MAf cost ‘'was sixteen
percent worse than the average CRAFT sdiution).

| One of the reasons visual me%hoas‘perforﬁed better than the

computer algorithms on large problems is that all the‘computer

algorithms essentially consider the movement of only one or two

Edwards et al., -"Modular Allocation Technigue."

;w‘*



facilities at a time,! while the visual approéch'is not so
limited. Thus in a case where'it might be profitabie to move
' ' o ¢ . ‘
a cluster, the computer algorithm may be unable to do so

because of the strong influence the cluster Has on each membet
. ' T SR

facility. S o

In solving'the facility layout problem by fraditional,,”,7

PO

g

methods, the.industrial engineer first uses the schematic line
- N — . .

diagram to help him develop & picture of where the facilities
would like to be relative to each other. He then squeezes the

picture into the thstrained plant~floor'space in a separate’

step. A new algorithm'will now be presented which incorporates

this overall strategy of the traditional visuaivapproach.

Facility Layout by'AnaiYsis
of Clusters (FLAC)

<
The proposed algorithm, FLAC'(Facility Layout by Analysis
of Clusters), consists of three‘distinct'stagés.f
Stage ‘1 includes an essential ingredient from the

traditional visual approach. It>mékes uéé of technigues from

the field of cluster gpalysis to locate facilities on an

[

. -1 Exchange 1nvolv1ng more than two facilities requlre .
“orexcessive- compﬂtation~t1me;h~AAthfee-way—exehangewalgorlthmAisnﬂmﬂgvnf

discussed in chapter IV.

,‘.,;yy‘a“'



unconstrained map in such a way that distances between them are
as far as possible inversely related to flow. ~ (This map is
equivalent to the industrial engi;:;?*Q schematic diagram of

P

flow intensity). ,
] . , ™

During. stage 2 facilities are assigned to locations in the
constrained plaﬁt space in such a way as to maintain as far as
pos§ible their positions attained in stage 1. It will be seen
that at this stage ﬁhe'original unwieldy quadratic assignment
problem is reduced to a simple aséignmentkirbblem. R
| it is expected that stages 1 and .2 wfil give quite good
reéulfs.since clusters of facilities will tend to be well
‘1ocated relativé‘to,each other. HoWeQer,isome individual E
facilities will likely require movement in order to achieve~

better results. Such fine adjustment will be provided by a

CRAFT—fype of algorithmbin stage 3.

x

prothesis'.

It is hypothesized that FLAC will give better results than
CRAFT alone in largeriproblems with high flow dominance and line

dominance, and will provide results competitive with CRAFT in

'~ smaller problems and those with low flow dominance.

4
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Stage 1: Develéping the Unconstrained
‘Configuration

The first stage.iﬁVoives the use of the techniques of
mufitidimensional scaling (MDS).'

MDS is concerned with determining the éonfiguration of a

set of points in a reéal space with, the fewest dimensions which

-adequétely represent the real or pefceived distances or

dissimilarities between the points. Early developmentkof MDS

centered on a metric approach now regarded as classical.2

-

Recent emphasis has been on the development of non-metric

approaches in which the objective is to provide a picture in

which distances, between objects (stimuli, persons, nations, etc.)
are ranked in such a way that distances(e;e monotonically
3

increasing as similarities decrease.

’

For an introduction to multidimensional scaling the
interested reader is referred to Shlomo Maital, "Multidimensional
Scaling: Some Econometric Applications,"™ Journal of ™~ |
Econometrics, Vol. 8, 1978, pp. 33-46. A more thorough t&eatment
is available in R.N. Shepard, A.K. Romney, and S.B. Nerlove, '
Multidimensional Scaling: Theory and Applications in the
Behavioral Sciences, Seminar Press, New York, 1972. '

1

2 w.s. Torgerson, "MultidimMensional Scaling: 'I. Theory and

Method," Psychometrika, Vol. 17, 1952, pp.401-419; G. Young
and A.S. Householder, "Discussion of a Set of Points in. Terms
of their Mutual Distances," Péxchometrika, vVvol. 3, 1938,

pp. 19-22, ) -

3 R.N. Shepard, "The Analysis of Proximities: Multidimensional

Scaling with an Unknown Distance Function I," Psychometrika,
Vol. 27, No, 2, June 1962, pp.125-140; Shepard, "The Analysis.of

‘Proximities: Multidimensional Scaling with an Unknown Distance

Function %II," ' -Psychometrika, Vol. 27, No. 3, Sept., 1962,
Pp.219=-246; J.B. Kruskal, “"Multidimensional Scaling by —~—  ~ 7~~~
Optimizing Goodness of Fit to a Non-metric Hypothesis," '
Psychometrika, Vol. 29, No. 1, March 1964, pp.l1-27; Kruskal,
"Non-metric Multidimensional Scaling: A Numerical Method,"
Psychometrika, Vol. 29, No. 2, June 1964, pp.115-129.




The approach used in stage 1 of the FLAC algorithm is -
roughl? the same as that used by Forrest Young in hisAhighly
rated computer pro’gram“TORSCA1 used for non-metric i
multidimensional sgaling. ’

‘ﬁhe basic éﬁproach consists of the development of an‘
initial configﬁration of the facilities using factor analysis of

a transformation of the flow-cost data,2 followed by an iterative

routine which attempts to improve on the initial configuration.

In facjlity layout, the objective is to construct a two-

N,

: . : , I
dimensional’ picture in which*the facilities are positioned

so that, as much as possible, the distances between them are

inversely proportional to the flows."

! F.W. Young and W.S. Torgerson, L"TORSCA, a FORTRAN IV
. Program for Shepard-Kruskal Multidimensional Scaling Analysis,"”
Behavioral Science, Vol. 12, 1967, p. 498.

> fThe Fflow matrix is assumed already to havé been multiplied

by the cost per unit distance matrix and made symmetric
following the procedure described above, p. 3. Further
transformations are described in detail on pp. 61-80.

3 TORSCA- attempts to determine the fewest dimensions
necessary to represen dequately the relationships between the
points aor stimuli. “ELAC, the number of dimensions is pre=-
determined by the ical nature of the problem. FLAC is
designed to handle ~dimensional layouts, however there is no
theoretical obstacle to generalizing the approach to handle
three~dimensional problems.

* It is not practical to consider minimization of layout cost

as the objective at this stage since in an unconstrained layout

total material handling cost would be at a minimum with all
facilities at the same location. It is important to maintain
some segaraticn”cf”EVEH’EhUSG’fHUiIitiés with heavy interaction
so that they can be located correctly relative to each other in
stage 2. The chosen intermediate objective is discussed
further in the section entitled "Transformatidn of flows to
dissimilarities," below.




= &

In\sgite of the transformations which will be apglied
to the flow-cost data, it Qill be shown that the use of intexval
measureslreméins valid, permitting the use of a metric approach
in FLAC.! "sSome features are included which increase the
effectiveness of the algorithm when used for the specific

purpose of facility layeut.

Distance measurements in stage 1

Usually the industrial engineer does not initially
JéOncern himself with the overall orientatiop of the dnconstrained
;Hagram, since he can easily rotate the diagram during the
second stage while squeezing the fagilities into the available
épace.v Similarly, in the first ;tage of FLACG, the pblar
orientation of the facilities ié not considered explicitly, but
wilf)be‘addressed in stage 2 while fitting the facilities into k\
the constrained layout.
. In mosf layout models "city block" or rectilinear
distances are assumed, to allowifor flows along aisles or
Eorridors. The ultimate objecﬁiQe of'FLAC also is based on a
rectilinear distanée critgfion, hoke;er since the first stage -

develops only a rough confiéuration, the final orif tation of

_which may be _altered in__ stage 2, Euclidean distancesfare ———

- TORSCA is complicated by the need to use non-metric
approaches since the program is aimed at the analygis of
sociological problems using ordinal measurements. In attempting
to improve the rank order of the distances, Young's algorithm
iteratively adjusts the initial dissimilarities as well as the )
distances. Such alteration of the original data is incompatible
with thé metric approach used in FLAC.

-1
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initially used in the first stage.1

Factor analysis

Torgerson has shown how interpoint distances can be used to
determine prejectiens on axes using factor enalysis.

Briefly, the procedure is to fi%st‘construct an n X n

h_~fﬁ\;;:;Ix B of the scalar product of vectors from the eentroid to

all pairs of pointe. THis matrix B can be shown to be equal te
AAT, where A is the n x 2 matrix of coordinates. The matrix B
is then factored by obtaieing its eigenvalues and eigenvectors
(1f the distances <can be‘;zcurately represented in two .
dimensions, the eigenvectors associated with the largest
eigenvalues will eccount %or all the varitability in the data).

The results of the factor analysis ‘are then used te develop the

matrix A of coordinates, which form the basis of a map.

The reader may be tempted to object to the use of

Euclidean distances on thé basis that this approach is in conflict
with the ultimate objectives of the model. Firstly, this

approach is suggested for the practical reason mentioned above
that the final orientation is not known. Secondly, there must

be a high correlation between Euclidean and rectilinear

distances, and thirdly, the pursuit of alternatives which'
explicitly attempt directly to achieve the ultimate objective

of a minimum cost constrained layout, tend to lead one back to

the optimization approaches which have been shown to be impractical.

1

2 W}SfVTefgeféahj Theory and Methods of §E5ilng,iﬁe§m§ork,

Wiley, 1958, pp. 254-259.

3
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More precisely, Torgerson has shown that each element - .
of the B matrix® can be calculated directly - from the inter-

point distances using the formula

-1 .2 -1 2 -2 ' 2 T2
bjk = (n ; djk + n L djﬁ@ - v Lz djk djk )/2.
J ok C j ok

In general, a problem with ﬁipoints can be reéreééntedQ__a“
in n-1 or less dimensions. if'the interpoint distances betﬁeén
n points were actually me&sured from a two-dimensional map,
then the eigénvectors associated with the largest two eigenvalhes
would form the basis of éhe coofdinates of tbg n -points (each
eigenvector mﬁltiplied by the square roog;ofrits associated
éigenvalue is the vector of coordinates on one of thé two axes).
The remaining eigenvalues in such a problem would be zero. If the
interpoint distances)were not measured from a map, bqtbare
insteadrmeasprés‘of "dissimilarity," theh more than two

dimensions may be necessary to accurately peo¥tray these

', ¢
\

dissimilarities.
Thé coefficient of variation of the dissimilarities is

related to the number of dimensions required to accurately pottray

the relationshiﬁs. If the coefficient of variation is sﬁaii,:

then more dimensions may‘be needed, while if the cbefficiéht of

Torgerson refers to this as the B* matrix in loc.cit.



.variation is large, then possibly two dimensions are too many
and a calculated eigenvalue may be negative, indicating that the
basic triangular inequality rule is violated and one or more

dimensions are in imaginary space.

Transformation of flows to dissimilarities

)

1

In the facility layout problem, the dissimilarities are the

inverse of the flows between facilities, scaled’%y a constant

-

factor so that the average dissimilarity equals the average
distance between available locations in the layout.
Since we are interested in constructing a two-dimensional

plan, only the two largest positive eiéenvalues and associated

) A

eigenvectors are used in the construction of that plan..
. . )

Two difficulties.are'immediately gncbunteré when wé\¢ry to

3

implemegﬁ this approach. The first is that in ca fulating ‘the
inverse of the flows, some of those flows are zero." This can be

overcome by adding an arbitrary constant to each flow, but what

‘

size should that constant be, and dbes the addition bf a constant

alter the ofiginal'problem?° The éecond difficulty is that, as

mentioned above, it is possible for one of the largest N

0

" eigenvalues to be negative, implying imaginary space.“The poWe#‘




by

method! which is an efficient method‘éf‘obtai ing the largest
eigenvalue of a large matrix, chooses the eigehvalue whose
3 ' N f

magnitude is largest but whose sign may be negafive; This
second difficulty can also be overcome by the addition of a

consxant'to the flows since the effeot of increasing all flows
by a constant is to reduce the coeff1c1ent of variation of the
EY

P

?
\ ‘ .
»diSSimilaritieﬂ leading to an algebraic increase in all -

| ¢
o

eigenvalues.2 \

’
I =

The solhtion to these two difficulties lies in the choice

i

of a suitable additive constd%tf but first it is necessary to
establish that the addition of a constant to all flows does not
aiter the problem and therefore does not 1nva11date the metric

approach, i.e. that of attemptingrto achieve distances 1nversely

proportional to the altered flows.

i

t‘It can be seen that the problem is not altered 1f we. |
. ] : . \
consider any pair of solutions to.a given layout problem.. If the
) 7 o . 7
first solution yields a lower total materials handling cost than

1 The method used in FLAC is derived from that suggested in
M.L. James, G.M. Smith, and J.C. Wolford, BApplied Numerical
Methods for Digital Computatien with FORTRAN, Scranton,Penn.,
International Textbook Co., 1967, pp.252-256. The method of
‘deflation is used in obtaining the second largest eigenvalue and
associated eigenvector, as described -in Charles B. ompkins and
Walter.L. Wilson, Jr., Elgmegtarz Numerlcal Analysis, Englewood
CIiffs, N T+ P'renti—eelHallr lQGﬁ%—PPeLBZ 166.

1ncrea51ng all 1nterp01nt dlstances 'is to "algebraically increase
all the eigenvalues while "the eigenvectors are minimally affected,
according to Forrest W. Young, "A FORTRAN IV Program for Non-

metric Multidimensional Scaling,"” Research Report, the L.L.

Thurstone Psychometric Laboratory, University of North Carolina,
Chapel Hill, N.C., March, 1968, p. 4. : -

’

3



the second using the original flows, then the first must still
yield a lower cost than the second after adding a conStant c

to each flow fij' since the effect of such an addition is to

increase total cost by the constan§1
n- 1 n \\./"
¢ & ) a... . i
i=1  j=i+1 *4

Thus the optimum-solution to transformed*problem'is also
the optimum solution. to. the original ‘problem, and a metric
approach to solving the transformed problem is justified.

|

y
y

Additive constant

A negative eigenvalue indicates a violation of the

triangular inéqualit% rule.
the three points whose interpoint distancé@, or Yissimilarities

T | | »

The total cost of any layout in the transfoﬁmed problem is

n-1 n .
> T (f. %+ c)d. . i
i=1  j=i+1 13 3 . )
n-1 n n-1 -
= z z £,.4,. )X T a, ..
i=1  gj=i+1 1) i=1 j=i+1 3

For example, -suppose we try to plot

r




are- given by the inverse of the flows in the matrix.!

F= [0 .8 .3
) k! .

_ - 0

The dissimilarity}matrix (inverée of flows) ig then

is : )

»
7
RO .

If the matrix of distances between lqcationsain the‘iayout

: g SN

0 1 1l
0 2,
0

“then the dissimilarity matrix, adjusted so that the scale is

similar to the layout plan, i.e. so that the average

dissimilarity equals the average distance between locations in the
. layout, is

v

p= [o-  .4138 1.1034]
o B 0 2.4828
: i o J .
* L]
1

For convenience,=onl} the portion of the symmetric matrix
above the diagonal is shown.
V4

Vd
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Using

3

Torgerson's formula (above, p. 62 ), we first

! calculate the symmetric B matrix

o

. . a -.3763 .3625 -

B= ' 1.2726

The largest eigenvalue fB1 and associated eigenvector X, are -

v

B81=3.107, X1= -.0669
-.6712

.7382 '

and the coordinates in the first dimension are

S

A= /ETXIV o= : -.118] ’
—1.1é3
1.301) . ; o
The next largest eigenvalﬁe of the matrix B is
B2a = -.589
which is negat%ye, and the three interpoint distanceé cannot be

accurately represented physically in two dimensions.

An appealing solution is to add the smallest possible

“constant to the flows so as to avoid the vioclation of the

~—— -~ triangular ineguality rule:

In this example, the addition of 0.2 to each flow would
have the desired effect of eliminating the violation of the

triangular inequality rule as can be seen from the résulting

= >



- - = - -~

Adjusted so that the averége dissimilér;ty equals the

.

~average distance in the layout,

The B matrix, from Torgerson's formula (above, p. 62 ), is

'B=[.0494. .1975

.7901

b

-.2469
-.9877}).

1.2346] ., o

and the largest eigenvalue ahq associéted_eigénvector are

“Bi= 2.074, X1

= -.1543
s -.6172
’ L7715 .
"The coordinatés in the first dimension are X A
_ A.l "/B_l-xl = ' r— i]

[

' The second eigenvalue

-5 :

1.1 .

of the B matrix is zerxro, and the three

/
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facilities plot

Fig. 6.--Configuration resulting from factor analysis’
if the smallest constant is added to the flows, which
avoids violation of the triangular inequality rule.

The disadvantage of this solufion in the facility,Iayout

'

N .

problem is that in adding the smallest possible constant to the

L

flows, we tend tb make the facilities plofualdngroné:axis, and
" . ) o

we do not obpain sufficient separation aloﬁg'the.secohd axis to

assist in pbéitioning the facilities apprqpriatgly relative to
each other in both dimensions. -
Bearihg in mind that in stage 2 of FLAC we»qigh‘to

minimize the distance each facility is moved from its location

‘in unconstrained space to an aGéilahle location in the

“constrained layout, it is intuitively appealing to develop an-

[

initial configuration in which the standard devigtion of the

of

interfacility distances;-as well as the,averaée distance; is
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close to that in the final layout.1
To achieve appropriate separat%}n iﬁ,both-ﬁimensions,
FLACgSalculates a constant which, when added to the flows,

generates dLssimilarities which have the same coefficient»@i

variation as that of the distances between available locations

in the flnal layout The coefficient of variation, rather than

the standard deviation, is used because it allows the

-

independent determinati n of a second scaling constant which

.maintains the averagg\iiigimilarity equal to the average

¥

disténce_in the constrained layout{

s

More precisely, two constants, ci and c,, are calculated

=

such that

21

{(n(n 1)/2) liZ cz(f +c1) ~-(n(n- 1)/2) ZYcz(f +cl) ] }%

ij , 1 - 1 , cv (1)
(n{n-1)/2)". L% c2 (£, +c1)”
| i i3°
j
_ L - | o
‘and z 02(f J+C1) : = ZZ d. i4 - ) ‘ (2)

,lj ) lj

-1 The “industrial engineer taking a .visual approach makes a
similar intuitive adjustment to the distances between fac111t1es
in his initial schematic diagram showing intensity of flows.

It requires only a brief glance at several such schematic
diagrams to see thdt he does not attempt to achieve dlstances
exactly ‘inversely proportlonal to flows, but rather malntalns

__reasonable distances probably influenced by his knowledge’ that

‘the faci.lities must eventually ‘be located in the constra}ned

771ayout




where:

€, = the additive constant, the‘par;§al gurpoée of which .
is to‘reduce violations»of thg friangular N |
iﬁequaliéy rulé by a;terinq the c;efficienﬁ of
variation of éhe,éissimilarities, . |

Cc2 = a scaling constapt:used to enfure that>£ﬁe aéer%&éW”r

‘dissim®larity equals the average.distance between
available locations,
Cv = the coefficient of variation of the distances

between available locations in the layout, and -
. o , . n-1 n '
X " is shorthand notation -for I ) .
ij o ‘ Ci=ic j=i+l

Equation (1) can be simplified to - .,
14 _2° _2 2 o o .
'[Zz(f‘.+C1) ] EE(f,,+c1) =(CV +1)(n(n-1)/2) ! .0 (3)
Y ij 7 i5 ij v I . »

where thé right-hand side is a constant for any given problem..

The ‘second scaling constant can be calcﬁla@ed subsequently from

: - _1q _1 ; - :
ca = 38 a, [ 1ee #en) ] | @

Using the first derivative of the left-hand side of (3) with

respect to ci1, .
L 292 _3 © 14
2 Atfzifmfigfrgm}ggtgfflf .+c1) LL(f, .+c1) | L
T i3 ij iy ij ‘ ig ij . a

[ 4

[zz(fij+c1)'1 ]°




-and Newton's methoﬂ, FLAC iterates to a solution for c;. Using
an initial'guesskfor ci equel to one half of the average flow,
a'satisfagt;ry valne is calculated -even for prdbleme as large

" : ﬂ‘ﬁ as‘forty facilitiesyin.three or iessviterations.

'If thls calculation leads to a negatlve constant, c1 ie

~

;setmto‘a very small positive value and iteratlpn continues., If

a negative constant is generated twice, the final conétant is .

1

arbitrarily fixed at that small value. Thls occurs when the

coeff1c1ent of variation of the dlSSlmllarltleS is less than

that of'thevdistances in\Ehe layout, as for instance in a

ia:ge problem with a very spars% matrix (since most flows are

zero, mest‘of the dissimilarities‘ere‘very largevbut egqual to

each other, and‘thé éveragethissimilatity ie 1ar§e). this

causes no’ dlfflculty since the res;lting conﬁlguratlon will tend =
to have good separation between facmlltles.

In the example problem, ci is calculated'to be .294 ;n~two.

iterations, resulting in the flow matrix A B ' N

F= . fo .  1.094 594

“ 0 D427 ‘
o | .

i . ' L S ¢
nThe‘adjusféa"HIEEiﬁiIafify“matthrﬁmr*fftff—*hﬁﬁﬁv~—*me—s;f—\e

1 Tn the few cases where thls occurred in these experiments,
~ the value. .0001 worked well, however, for greater ‘generality
k " this value should be. a function ‘of,. say, theéqverage or
~ smallest flow. . . o :



D = 0 .740 1.363
0 1.896
0]

The average 1.333 and coefficient of variation 35.4% of
this dissimilarity ﬁéff’ix match the corr'espéx:iai’ng p'&r"amé't'éfs
of the matrix of distances between locations in the layout to

three significant figuréé (see above, p. 66 ).

The B matrix is

B = l.135 .151 -.286
.714 -.865
1.151.

The largest.two eigenvalues and associated eigenvectors are

B= 'vl.BéB X=|-.179 -.797
.
\ 117} . —.600‘ .553
.780 244
and the ma;rix of coordinates
A= | -.246 - ~.2737 S ‘ }7 .
-.824 .1ea|
1.070 ~-.o084] ,
wh;chxis plétted in figure 7, shows better separation along
. » -

v poth dimensions,




X ™
X0

A
X

Y

Fig. 7.--Configuration resulting from factor
analysis after addition of constant to flows

Standby additive constant

Of course the addition of the constant 61 does not
.theo}eticaily guarantee that two positive eigenvalues will be
generated by the power method;nor that satisfactory sééaratidn
>will be achieved in both dimensions. Thus arstandbyrroutine.hasl
beeniinéluded in FLAC, whidh adds a secoﬂa constant, this~timé
direétly to the dissimilarities,\if a neéative eigenbalue is
t>genérated in‘spite Qf the addition of ci1, or if thevsquare roog
- of the ratio of the éwo eigenvaluesAdiffers substanﬁially from
. . , : -
the ratio of the overall diﬁensions of the layout. If'/§;7§: is

-

very small, then the facilities will lie close to the first axis.

T FLAC adds the second constant if the ratio B7/B83 < .258%, where

'f”**uS*isﬂthewratieLe£—£hefshexterpside_ofuthﬁflavout to the ldnger..

. That is, FLAC adds the second constant if, in the unconstrained

P configuration, the facilities are spread out more than twice as
nuch as they should be along the longer first dimension relative

to the second, or if one of the,eigenvalues is negative.



The objective of this standby additive cbnstant cs is to
ensure that the facilities are well spread.out alépg both
dimensions and that thg génefal shape of the configuration
approximates that of the plaﬁt shape. .
Messick and Abelson havejghcwn that, in the presence of an-

additive constant such as cs, the mth eigenvalue of the B

matrix can be expressed as

T T T 1 2
Bm = X " B X =X UX +c X WX +=c¢ X - VX (5) 1
m m m-- n s m m 2 s m m .

where the dissimilarities dij which form the basis of the B

matrix are ekXpressed as hij + c s and L

N .
U 1is Eﬁ B matrix which would result from cs = 0,

W 1is the matrixydf elements

wi/.?(i—' S h,., + i- In, - l srn., -n..),
J 3 3 i 3 n® ;5 i3 ij
V . consists of off—diagq&al elements - %, and diagonal

. elements (l-%). T e

Since the sum of elements of Xm is zero by virtue of the fact

that the' origin is the centroid, and because of the structure of

‘ T
X T Vv = X
m m .
AlSo,x$Xm= ' because the eigenvector was normalized, so that the
. . . - 2
last term in (5) reduces to — ¢ .

§ ’ 2 s

!
i

See Torgerson, Theory and Methods of Scaling, p. 275.



g/ ‘A satisfactory ratio of the first two eigenvalues occurs if :
N\ /B2/B1 = s o (6)

o

where S is the ratio of the shorter to the longer side of the

layout space, assuming it is roughly rectangular. 1In FLAC,

v

which assumes equal area facilities, S=(no. of rows - 1)/(no. of
. . . . L]

cols. - 1). If s> 1, § isvinverted. If the number of rows.

.

equals the number of columns, thén_bne unit is arbitrarily added

to the denomirator of the ratio SAﬁo ensure that FLAC does not

- T

rattempt to calculate an additive con§taﬁ£ which would iﬁuate the

largest fwo eigenvalues.

xCémbining {5) and (6),; it is now‘possiﬁle to solve for .cs

o

in the equation L ’

.
S

~ 2 7 2 _1
T T ‘1 T T 1 - 2

X +c Xz WXo+: UXi+c += =52,

(X2 UX2 c X2 X2 2CS')(}-<1 UX; ‘Csxl WX 42CS ) =S \

SOIVipg‘é quadratic equation, we obtain directly

.
>

- T o ' . T
cs={»-szx1 WX1 -+ X2 WX5 1/[(szx1wa1 - X, WXp)?2

~2(s%-1) (s2x, ux;y - x_zT,uxz')] 1’]r'/(sz—l). o (7)

+

' This method depends on *an initial. estimate of X, and X, the '
‘eigenvectors associated with the largest two eigenvalues. If,

-~ after the addition of the first constant, both eigenvalues are

. 3
i

positive, then we aliready have good estimates for X1 and X

since theveigenvgétors are only minimally affected by the

addition of a constanf (see above, £.§4, f.2).ﬁowever, if

© [

either "of them is negaﬁf@%, then to ensure that the correct

i ’ eigéhvectors are used, the'B'matrix,must‘be initially factored



-

.

after the addition of a suitably large constant to the
dissimilarities. This constant, initially set equal to the sum

of the dissimilaritiés, ensures that the power method obtains the

eigenvectors X; and X, associated with the algebraically largest -

eigenvalues.. These initial eigenvectors are clese enough to the

Tov

final eigenveétors.that an iterative approach is unnecessary.
. .

It should be noted that since the standby additive

constant cS is added to the dissimilarities, rapher than to the\

flows, this second transformagion of the dissimilaritiés does

"alter the original problem. However this approach is justified

-

‘e

on the basis that it is strictly an emergency recovery procedure '
S $ ,

for  a potential but unlikely program hangup, and that the

constant i; dropped in,the final stage of FLAC. Fortunatély,
the primary additive constént c1 which, as we have seen, d&es
not alter the original pioblem (above, p. 64 ), providés good
enough results that the calculation of the standby constant.
was never required in ali(the test runs performed for this

dissertation. ’ . : i?

Our example‘problem is so small that the calculat?gn of cg

is not typical. This.is because there are very few facilities

~very small.

Nevertheless, suppose the final layout has two rows and
two columns, Then )

.

S = (rows - 1)/(cols. - 1)=1

and because the number of rows equals the number of columns,

3



the denominator is arbitrarily increased by one unit% so that

S=%(in a larger problem, S would not be so sensitive to the

unit addition to the denominator).

Continuing, .
- B2/By = .117/1.883 ) ' e
(see above, p.73 ), which is very slightly less than .25s?, and

) " FLAC would call for the calculation of the standby constant csl.

‘Since f1 and B, were both positive, we can use the.

k4 -

-initial values for X; and X, to calculate cg directly from (7).

The U matrix is the same as the previously calculated B

. X

matrix, so that

U = .135 .151 -.286 ]
- o .714 -.865
L ‘ 1.151 ) ,
w = -7 [.s513 -.049  -.464 ]
- \
.869 -.820
L N L T | 1.284] ,
.leading to ' T '
‘xlTuxl = 1.884, ‘X2 UKy = .117,
T C
Xy WXy = 1.997, X2 WX, = .671,
and ¢ = .880. Q

! since this did not'ocqur in any actual runs of FLAC(the
smallest problem involved five facilities), this unusual

occurrence is attributed to the triviality of the example problém$w

Nevertheless it is convenient for illustrative purposes to show
what would occur if the standby additive constant were required.

»

e

m\"l\

\,



&

Adding Cg to the dissimilarity matrix and scaling the

dissimilarities so that the average dissimilarity equals the

average distance in the layout results in

D = [o 1976
[ I JUR S . . o ’
- ;he new B matrix is then
 B= .307 -.ooé.
.631
sy -

The eigenvalues and eigenvectors are
B= 1.462 X =

- .396 ,

and the matrix of coordinates

A= -.241 ° -.499]
-.709 .358 |
.950 - .141

~1s plotted in figure 8.

[

.351

.673

. 299
.623

.921

#



Fig. 8--Configuration resulping from factor analysis
following adjustment by standby additive constant,

v -

<

Note that the eigenvectors (matrix X) have not changed

substantially from their previous values (see above, p. 73 ),

" but the ratio of the eigenvalues is now close to the desired

ratio:

/B2/B1 = 396/1.462 = .52 =*'s.

2 - \

Need for further improvement of the X -
unconstrainmed' configuration

x

While factor analysis will achieve a good configuration in
two-dimensional space, especially when, as in our small example,
only three facilities are to be located, some minor improvement

can be made on the initial configuration‘when larger numbers of

facilities are involved and the information contained -in the third

E]

and subsequent eigenvalues and eigenvectors is ignored.

1 The term "unconstrained" is used loosely to convey the

idea of a configuration drawn in free space. As has ‘been seen
above, this configuration is somewhat constrained by manipulation
of the dissimilarities to approximate the shape of the final
layout. ‘

' \



It is convenient to demonstrate this by choosing an

example in which we wish to draw a configuration along one

- dimension only. SuppBse we have thé_adjusted dissimilarity
matrix ’
b= 0 3 9 1
0 10
0 .

If we use factor analysis of the associated B matrix to
plot the facilities in two-dimensional space, we obtain the

configuration shown in figure 9.

B (-3.67,1.32)

""*‘~——L__~______~ .

N af
A (-2.59,-1.48) °

rd

Fig. 9.-«Two~dimensional configuration of a
three-facility problem. ’



Figure 9 illustrates that the factor analytic approach
draws the first axis through the points in sych a way that.it

explains more of the variance between the points than the

second axis, and so on. Since we have plotted three points in

two dimensions, and thgﬁj;iangular_inequality&xule_ié;netf##~A~%AA———A¥
violated by the diqsimilafity data; the distances between the
é/////N;ofhts, or facilities, can be represented accurately.

Now suppose we wish to plot these points in one dimension
only (this is analogous to plotting a mbre complex problem in‘
only two dimensions). Ignoring the second eigenvalue and

associated eigenvector, we obtain the configuration shown in

°

92.93

figure 10.
s [
: /.08 8.85
~ — -l — —t £
B (-3.67) - € (6.26)
- > + ———
A-2.59 ‘
* } —

Fig.lO-—One—dimehsional configuration of ) .
’ three facility problem '




_ . “
As might be expected, those distances which ‘in the two-

.

dimensional configuration were almost parallel to the "first

axis are much more accurately represented than the distance

between A and B, which was almost -at right angles to the first

E

o axis., : : — ; )
Thus, if the objective is to achieve distances which as

far as possible are‘propor;ional'to-the dissimilarities

(ihvers;ly prébartional to the flows), it appears there is room
for improvement in the configuration.

Stage 1: Improving the Unconstrained’
i Configuration

Metric improvement algorithm

o«

In his program for multidimensional scaling of sociometric
data, TORSCA,' Young uses an iterative adjustment algorithm

which moves each point to ‘a new posiﬁioq’at each iterdtion.

The extent of the move’dbpéndsuon theé discrepancies between the -

+ distances di' to other points and the target'distances eij which
Young calls disparities., In TORSCA, the disparities are also

changed from time to time in an effort to achieve better

N

7777777777 iankinggofﬂthe—distanéesw{measares—af rdinal).

In facility layout, an argument cangsimilarl¥;begmade’Fhr

-

the use of a non-metric algorithm; The. rationale behind such an

>

argument would be based on the sajpe theorem used to justify the
e ‘ 1 ) - .

T

1 P.W. Young, "A FORTRAN IV Program."
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»
*

MAT algdrithm;: "The sum of pairwise products of two sequences

of real numbers is minimized.if one sequence is arranged in
. . ) ‘ ; .
non-increasing order and the other is arranged in nonvdecreasing -
. : 7 Ca
order." However, if one is dealing with interval measurements,

then muchvinformafion is ldst by using a nonfmetric approach.

For instance if, as in most problems, it is impossible to -

e

achieve this perfect ranking ‘of distances, then using the non-

-

IR metric-approach-one night increase the distance between two "
facilities with very heavy interaction in order to cqrréCtly

rank the distances between‘a few very -1ightly loaded facilities.

:

. o The adjustment algorithm in FLAC is similar to that used

"by Young with two important ékceptiohs:
(1) In the FLAC algorithm each adjustment is Jbased on the
weighted (by flow) discrepancies between the distances

.and their targets, and N : o

E

(2) the target distances are inversely proportional to the

associated flows.
For éach coordinate of each facility, a correction is

calculated based on the  average discrepancy between the current

distances to other<facilities and the target distances:

‘ ' . - X, £,.4, ., ’
- 5 rg,xw ia e g~ Eg ij ii )] (8)
ia  (n-L)ZL £., -, I- a.. 19%45 n(n-1)/2 J
.. 13 j#i ij ,
A 1)
where: : - - : : £ l. i

Y R
- . -~
- L

= Edwards et al.}, "Modular Allocation Techﬂique?.' ‘ L

o

e



:a is the correction to be added to the coordinate Xia
- . th .. - . ' o
7 - of facility i in the a dimension, A
o is a factor used to control the rate of improvement,
. dij ,is the current distanCe'between’fdcilities i and j.
R In th i.L;tgLaML;lguLthMifjgndM%MQML,%

additive cbnstant c1 calculated befqre>performin§'the factor

" analysis earlier. in stage 1. ‘This' is done.to .avoid the- .

‘tendené§,for éié%éhéé§'iﬁvoiving zZero flow to beco@e"iﬁaéfihifei§m

>1ar§ér,'and i; justified on the basis that the ofiginal problemr

is“not»altérea by the -addition of c;.as discussed above, p. 64 .
Eqﬁatioh (8) is developed from the folloﬁing individual

co}rection formula for each distance in the configuratibn:
o £ i
°i5 T I £, “Yiy T iy (9)
.. 19 o ,
17 » : : ,
where eij is the target distance,bétween facilities i and j.
The weighting factor fij/ZZ fif is not theoretically
. . _ ij . N .
: necessary bpt,is included so that the facilities which interac£k 

It

B »

heavily with others approach their target distances with those

- faciiities more rsﬁedlythan do others. Thus residual error

is likely to involve 1ighé1y loaded facilities. The "quotient

Lz fi’ of the weighting factor is included so that the factor

3

i

cannot &xceed unity.
To achieve the inverse relationship between flows and
distances and to maintain the average distance constant, thee.

2

target distances €y in (9) should be chosen so that



N

i5%i5 T ®k1fka
and - )
v 'L (@, +ec.) = I X4 .
i ij 3 iy i

r—r——c 0
1]

and substituting from (9) and (10) in (12) we obtain

r I fi'd"'= I 'L f_,e , = NR o L (13) -
i3 R ey B -
’ .where N = n(n-1)/2. ' » ' .
Thus - :
_— " 2
1]
and ’
) D) f"d'j
Looig i .
iy = L] (15)
t N .
i3

Subgtituting‘in (9) from (15), we obtain the correétion to

L'bg applied to d,. in terms of the distances and flows:

ij P
] - L I fi.dif
. - a \ ey . ig I (16)
ij r L fi' Tigoig n(n-1)/2
- i j J . -
The appropriate correction along the a axis is then
‘x.a - X, ¢
= c.. (17)
ija dij i]

and

averaging (17) over the n-1 distahces from facility i to

the

other facilities j, we obtain (8).

From (17) it is clear that a positive cij leads‘to‘a

. ;edhction in the distance between facilities i and j.

To see why the adjustment tends to lead to a configuration



& - R -

. in which distances are inversely proportional to flows, consider

- . ' .
the effect of applying it in two stages. Then (16) could be

El

written )
a )3 . d b
@ £, .4, -*TIfild
c - 17 -ij - 1] - _ k(18)
i3 DD fij- S fij n(n-1)/2 ,
. S - \

in.which the ridht—hand term is a constant.

. Thus. a correction can be viewed as first reducing each

distance by a factor proportional to the flow along that

-

distance, and then increasing every distance by'dbconstant
amount. If all distances were alfready iﬁversely proportional

to their associated fl@ws, each distance would be decreased’

v

and then increased by the same gonstant amount, resulting in no

change.

Choice of convergence. factor - ’ - o

The optimum size of the factor & is not easy to detgrmine.

LN

&

Initial experiments suggested that values of & as large as 3

"and as small as 0,1 could achieve visible improvements.tova'

-3

configuration.waIf o is chosen too small, then conVefgence is.

slow. On the other hand if a is too large then overcorrectipn

t

occurs and the configuration‘is not improved. Initial .

hJ

experiments also suggested that the sensitivity of the ., .

~

configuration to-the adjustment decreases as the configurationm
: ». . - .

;apprbaches the ideal, so that larger values of o can:Be-~
tolerated. It was therefore decided to build into FLAC a



routine which begins with a maximum\a factor, successively
reducing it by halving it’ when no improvement results from an

~adjustment, until a minimum value of & is reaéhed.%\In édditibn,

if an improvement occurs in six successive iterations, the

ff;;ctor is doubled,

[ TR 1,;>:§,,

The maximum and minimum ¢ used in all runs, including

those upon which computer. running time estimates are based, were
. At : ver

50 and .01, respectively. quever,'examination of the results

»

reveals that maximum and minimum values of 4 and 0.5 would

‘have been adequate for all runs, reducing the computation time .
Ce ¥
slightly. '

N

Maintaining scale of configuration
;e w - .
To ensure that the scale of the configuration is not - )
) A
- ‘gradually eroded by truncation errors, the coordinates are

N

. scaled at ' each iteration in such a waj that the average
distance from the centroid to each facility remains constant

and equal to that in the constrained 1ayout.]

s J

-

Stopping criterion
;o ' ‘ ’ e

oot { : PR .
Since the obj gtive of

possible a configuration in which distances are inversely
s g N ' b

o

e - ; - : . . ) ' k] .
’ 1 some computer running time could be saved by performing
this scaling less frequently.

LI . .



.proportional to flows, a reasonable choice for. a stopping

‘criterion is the Variance of the d,.f

ijTigc

. To facilitate comparison of solution quality fiom problem

to problem, the coefficient of variation of the dijfij,;which

can also serve as an- index of fit, was chosen as the stopping B

criterion for this improvement algorithm in the first .stage of

Y

FLAC. The coefficient of variation also has the advantage that

it is unaffected by scaling of the configuration, and is

eaéily calculated from

n-1 n A n-1 n ‘_ 3
cv =~z ) £,.2 di.z(Z ) £,..d, ) %-1
i=1 j=i+1 M P a1 4eier 13130
where N =-n(n-1)/2.

Figures 11 and 12 show respectively the configuration
produced Sy the factor analysis and iterative adjustmént routines
of4stage 1 of FLAC in the eight facility problem of Nugent
e; al. For convenience,.flows have been represented

schematically as follows:

Flow ' 7 No. of lines
0 0 \‘
1-3 1
T ae T - 2
_ } ,,Au;,,g\ggﬁlo S : 3 -



Fig, ll.——Configurafion resulting from initial factor
analysis in stage 1 of FLAC, using flow data from the
eight facility problem of Nugent et al.

/



Fig. 12. —-Configuration of the eight fac111t1es
after‘if‘fﬁttve*aﬂjnstmentﬁby—%heametxicﬁlmpra

algorithm,



e P

A B C D . °E F G H
A 0 .5 2 4 1 0 0 6
B 5 0 3 0 2 2 2 0
o 2 3 o] 0 0 0 0 5

&
D 4 0 o] 0 5 2 2 10
E 1 2 0 5 0 10 0 0
F 0 2 0 2 10 0 *.5 1
&

G o] 2 o] 2 o . 5 0 10
H 6 0 5 10 0 1 10 0

" Fig. 1l3.--Flow matrix for eight-facikity problem
generated by Nhgent et al.
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Figure’lérshows a visible improvement resulting from the

o.
o
P

iterative,adjustment routine, both in the relative reduction

of distances with heavy flows, and in the bettér'separation

between facilities such as D and G which have light inteéraction. -

A "The—cwff'réivpﬁf—vHrWGf*thé—f;;dﬁﬂtf -r'e duced from v

48% after factor_analysis"tol36% after iterative adjustment.

Stage-2: . Fitting the Facilities into the - . R
. . Constrained Layout Space

If, in fitting the facilities into the constrained plant
shape, we attempt to use materials handling cost directly as a

. . : ‘ . P, .+
criterion, we have to consider all the “interactions between

>
bl -

the facilities as they are placed in[the layout} and fhe
problem is as complex és‘the original. However, if we‘usé as
a criteribn only a function of the‘QLgtahcé each facility

has to move fromn its:positioﬁ on‘the unconstp;ined map to its
final location in the superimposed.layouﬁ,'thennthe o}iginal
quadratic assiénmént problem is réduced t; a siméle |

assignment pfoblem:

n
minimize ) 'Z
J

P - - T n -
) subject to I x,.. =1, j=1,2,...,n

“ N ) - | ) . /L

t s ) -
T Ban )



where . X, =1 1f facility i is a551gned to locatlon 3.,

a

0] otherwise;

-

e, ' is a function of the distance facility i -
o . 1] i . o . ﬁ
' k must be moved to place it at location j. .

~

Since it is not yet possible to use layout cost as a

T ¢eriterion, other Crlterla than linear fUHctIUnsAUf*drstante*can*

3
»

be entertaihed, such as for instance the sum of squared

deviations from the unconstrained configuration. .Such a

, ‘ criterion;ﬁould not however yield good results sipce it would
\ Rk T - - ‘ . . .
place greater penalties on large movements and;therefore .

exaggerate the importance of correctly locating outlying

"facilities which are likely to have only light interaction with

the other facilities. In general, the final cost of a layout
. is clearly more sensif}ve to the location of heavily loaded
« ‘ . A ‘
facilities than lightly loaded ones. 'Thus the criterion chosen

for stage 2 in FLAC is the distance each facility must be
A

I3

. . .j L3 « 4
moved from its position in the unconstrained configuration,
1 : £ 2

weighted by the sum of all flows passing\through that-facility.
\

The choice of thls criterlon could ocda51on@11y lead to a

. © llghtly loaded outlylng fa01lity being lobated between two

- \
\

heavily loaded central “facilities. To counteraqt any

‘”teQdency for this occurrence in FLAC, the scale oY the un-

—f—h———4——eenstfa%ﬁed—eeﬂfiguratten4may*bE*reducedgby"agfactcr*specrfrea

. 4
by the user before solving the assignment problem.1 '

1 .
A reduction factor of .9 was chosen arbitrarily and used

in all runs performed  for this dissertation.
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Just as statisticians = have to rotate the axes after

performinq factor analysisron‘a cdra&lation matrix, sx is it

necessary to consider rotations of the conf@gﬁration provided:by

S

§tage 1 of FLAC, relative-to thgilgggggispaée. This is V

particularly the case since Euclidean distance measures,

£

insensitive to rotation, were used in Stage l, whereas the
. - R i

mfinal*layout'ccst“is*biged on recé¢tilinéar distances betw8en

facilities.
~In FLAC,%the conéiguration resulting from stage 1 ‘is

rotated a number of times through an angle specified by the
2 . : - ] ’
user. - The assignment algdrithm is applied to the result

>

of each rbtatioh and the best assignment is retained. . At this

stage, for the first time, materials handlingrcost'Z ¥ f,.4a )

i3 0
can be used as the criterion, where the dij-are rectilinear

. Initial experiments indicated that six fotatipns of 30-

degrees (180 degrees total) prowvided gobd fZSults, even with
. -

:

; an irreqular layout shape, and these numbers were used in all

a v

tests carried‘out for this dissertation.

\
\ »

Primal-dual é}gérithm

\ ! . . 4
\ .

N
\ R

5

—Hatchhfouﬁajprimai—dual algorithms were superior, to primal-

\

simpfgf methods for transportatioh problems, équcially in the

5.
£
v

i ke mtak ool




: < - - . -
! .
- _ . X - .

the presencé of degeneracy,.1

[

Thus a Subprogram wasfwritfen for

FLAC based on Ford and Fulkerson s agaptatlon of the prlmal dual

algorlthm for transportatlon problems, as des?}lbed by Hadley.
Applylng thls algorlthm .to’ the reSults of stage 1 in the

Nugent ot al. elwz E_r_s&l_e

L,ﬁdseLQethe)ass&gnmeﬂt~**

shown in figure 14. - Total cost of thiS'ass;gnment is 113,'

- e . . N
i s .

» A 3 } ~ e
. . . . .
. . .
e . . ,
2‘{, ,- . . E D B P\A
o . R g
S N . . ¢
F | 6 |H | C’
. i . Fig. f4-?—Layout resulting from application of ‘ )
T - assignment algorithm to stage 1 results of : : cs

Nugent et al. eight facility problem

which is.competitive with the CRAFT results reported bhy Nugent

et al. In this case further'assignmeﬁts using rotations of the
" ) stage 1 configuration lead fo;no improvemeht over the initial
. ‘ l . ’ - 3
assignment, > : ‘

e e

-

Hatch,‘“Bench Marks ComparingAgggggggrtat;gngleeele.erf -

Rlchard s.

Operations Research, Vol. 23,,No.'6, Nov. -

Dec. 1975, pp. 1167-.

1172 .
. 2 G.-Hadley, Linear Prog;ammlng, Reading, Mass., Addison-* .
Wesley, 1962, pp. 351-367. ~ , , . i -
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_improvement in total cost. .

_where lines or clusters—of facilities may-be poorly located

_relative to'each other, &

CRAFT—txpe Exchange

- R : - - 'Z%@t/

o

tages of FRAC may?providé’gOSd

’"IQMEAChﬂothei*j;ihewebfbiﬂatibnfvffa&gﬁfifﬁmg%ﬁsé&’ighﬁaré  '“““‘

all facilities are well placed in the~unc9nst£éinéﬂ configuration,
A o - o : ' .
it'is likely that /some individual placements will be upset .

‘during thﬁ staée 2 assignment{ Aisé} since real total cost

7

cannot be compsidered until after an assignment has been made, it .-

¢

sult in an

- s

is likely that minor adjustments to the layout could re

.

1

Thias stage 3 of the ELAC alébrithm incorporates the well -

¥ L)

'’known two-way exchange heuristic of CRAFT.
’ - N

It is hyPSthesized'p@at the layout resulting from an -

application of the CRAFT-type heuristic improvement to the

ESR Y TR TR P S

layout produéed in stage 2 will-bé statistically better than

layouts produced by CRAFT from random initial layouts,

especially on larger problems and problems with line dominance,

. " . 7 7 » ,

L

~

The basic two~-way exchange.aldbrithﬁ of CRAFT.has been . . 3

shown to be an effective improvement algorithm and is therefore

-a logical choice for thij/finalstage of FLAC,‘-It;aLso allo&g




cohpariSAn with'}reviousl§ recorded results in some‘probiems.
. .
Since the gxchangg heuristic is to be applied to good layouts
reSulfing,from stage 2\§f thC,'it'is expected'thatftge'
running time of the CRAFT portion would be sigﬁificantly’reduced“
’from that of CRAFT' runs froﬁ random initial iayouts. Neverthe-v
less tﬁére exist several Va}iéfions on CRAﬁT, oﬁe'of thch,
’FRAT,nprovides results competf%iVe with CRAFT in a shorteratime.1
For this reason, £he FRAT algorithm‘sugges£ed by,Khalil% is '
usea in stage é of FLAC £ov§ave computafion time.
In any case, the final equal area layout produced by
eiﬁher stage 2 or stagéyﬁ of FLAC must be subjected to further
_manipulation to take into fccount'unequal areas. Such manip-
Qlation is compatiﬁle with any two-way exchange algoritﬁm and
h;s‘beeh deglt with by éuffa ét al. in CRAFT® .and by‘Ritzman,“
who suggests several methods which need not. be included in the
1

computer algorithm. The'hahdling of unéqual areas, which also

clouds: comparisons with pre&iously recorded results is not

. o .ok
! As stated in chapter I (above, p. 18 ) there is no

theoretical reason why FRAT should provide better or worse
solutions than the basic CRAFT algorithm, since it performs only
two-way exchanges and terminates with CRAFT. ' )

% Khalil, "Facilities Relative Allocation Technique."
3 - L \ :

E.S. Buf , G.C. Armour, and T.E. Vollmann, "Allocating

Facilities witi CRAFT," ~“Haivar ine Rev , Vol. 427, No.Z,
1964, pp. 136-159.

N
S

“ L.P. Ritzman, "The Efficieﬁcywof Computer Algorithms for

"Plant Layout," Unpublished doctoral dissertation, Michigan
State University, 1968, p. 22. '



included in this dissertation but can shbsequenply be aégended; N

g
to stage 3 of FLAC.

1

In the eight facility-pfsblem of Nugent et al. , one

exchange was performed by the FRAT algorithm of:stage 3,

yielding the final layout shown in figure-15. - Tetal coest of . __

this -layout is 107, which is optimal.

Fig. 1l5.--Final layout résulting from application
of stage 3 exchange '‘algorithm to the stage 2

layout in the Nugent et al. eight facility
problem

Se




'CHAPTER IV’
- ) ‘. EXPERIMENTAL RESULTS AND CONCLUSIONS

- - Solution Quality

As stated previously, it is the hypothesi£ that the

three Stagés.of“FLAt will provide results either competitive

\

with the basic 'CRAFT heuristic in.small problems and problems

. . .- S
with low flow dominance, or better than CRAFT alone under
N A

[

conditions of high line dominance and flow dominance in larger

broblems. : S 4

1

FLAC results : .’

4

"Although it is not intended that FLAC ever be used except

in its entirety, the intermediate results of stage 2 will be
‘ K . | , v ‘ :

reported since they are of theoretical interest.. These

intiﬁpediate results will hereinafter be reported under the

heading FLACi. "The final results of all three stages are

reported as FLAC results.

CRAFT/FRAT results . . ... '

Y

It was the initial intention in these experiments to use.
the CRAFT two-way exchange efgorithm as the standard of
comparison for solution quality for reasons stated earlier in

chépte; I. However it éopn became apparent that the

- 100 -~

E
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-

-computation time required-to obtain -five CRAFT solutions to

.

each of the experimental*problem53wou1d be excessive. Thus

) . ; . N\ . . .
the standard for some problems, especially 6§? large® ones, is

based on five solutions from random initial layouts using the

faster FRAT algorithm. This should cause no phéorgtiqalr_rr ~ A

difficulty since, as diséussed*previou;ly in the section

. B . L B w v .
comparing current computer algorithms (see above,-.p#~.12), there
) ~— v ‘ ‘ V - . \\: -
is no reason to beLieve FRAT results should be different in
‘ . , LI - '
gquality from CRAFT results. -Thus FRAT results are r

orted

along with CRAFT results -under the heading CRAFT/FRAT.

=
’

.

High line dominance

s

-+ To test the hypothesis that FLAC performs better than

~ r~ A

-¥ CRAFT/FRAT on problems with-high lin® dominance, a set of e

seven problemsj ranging. in size from twelve to forty facilities,
. . ' w7 T . R "
. , , ; .

L . . : . 4 s
‘was generated using the interactive LINEMIX function, written in

¢

- the APL 1anguage:andrlistéd in appendix CJ The length of the

v

R A S

N \

lines, of’ﬁpb routes} and the number of different lines in

- - LN : ) o . " :
any oge problem were chosen in such a way as to maintain flow- %
: ) ‘ P . .
dominance at ané&ntefmediate level &f approximately 140 percent.

ES 2

Lon, %

Line "length was maintained at approximately h/2, sQ that these
o . y e T N %, B - .

PN R ‘ .
areirathefrextreme cases-of line dominance. HoweveTy - there is a ’

B
EN

suffic{ent number of lines” superimposed upon each other in
. ° w . . of

eachiproblem,that this line dominance is not easily determined

t

" from gh\:ﬁamina ion of the flow matrices, which are répioduced

in appendix D. e number of lines superimposed in each

¢
-



.

- percentage points in-the smallest probl

*

‘holdinq other factors

- ,
the improvement was four to seven percentage points.

102 - : - o N

i
{

problem was varied by trial and error to achieve a flow - . .
dominance in the region of 140 percent, and ranged from n/2°to
2n/3.

The.layout costs achiéved by FLAC and five CRAFT/FRAT. runs

B .
from random initial solutions are shOWn in table 8. In all

o P
g - e e i

seven problems, FLAC produced a better layout than the median

Ly

CRAFT/FRAT layout. The probability that this would occur-by
chance. alone given.algorithms of equal capability #s less than.

Y I

.01, so that these results are highly siénificant. g ;

FLAC even appears to be superior to the best of five

CRAFT/FRAT runs, haVing produced better layouts in all but the
- - s ?
smallest problem,

.rf
only at o

but the results areestatistically significant

/

.0625. .

.The improvement in efficiency of the FLAC solutions over .

the best of five CRAFT/FRAT solutions ranged!from minus three

em to plus six percentage

points and, when compared with® the median CRAFT/FRAT results,

L

- Table 8 also shows that there is no significant difference
between, the intermediate results obtained in stage 2 of FLAC

-5 . .

S —_—— N

iFnAci) and the best of five CRAFT/FRAT results.

a T
- I
H
1/
L

i . v /
line dominance is varied while’ : -

(problem. g;g%ﬁ

All five problems are of the intermediate size of

Vafyingilinewdominance~w'~

In “the’ second experiment,

flow dominance) virtually

constant,
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ey

- ,\'Ktwenty'facilities.1 Flow dominance was again maintained at

approximately 140 peqpenglby holding the produq; of iine
leﬁéth'ana ;umber of linés cons;;nt at 120. One proSlem with no°
line dominapce was generated by holding line length at unity

in; T . and superiméosing 120 lines. ' This is gquivalent'tp choo;ing %

R - e . . e . Ll U

120 random flows. The remaining four problems had line lengths

ranging from five to fifteen legs, as shown in table 9. -

N
o

-In these problems bqﬁh FLAC and FLACi_performed well,

' .

producing a‘better'iayout than the best of five CRAFT/FRAT

layouts in all except the problem with no 1ine:dominance. "All

of the FLAC gnﬁ FﬁACi.results were better than the ﬁedian
CRAFT/FRAT results. : -

The increase in efficiency of the‘FLAC solutions‘meashred
aéainst the best of five CRAFT/FRAT gqlutiéns ranged from
minus one percentage point in the prOble$ with noi%ﬁne dominance

to four or five percentage points in all the problems with line

N -

dominance, Measured against the mediah CRAFT/FRAT solutions,

improvements ranged from six to eight percentag;\kgints.
’w B . . N

- Y

These results appear to suggest that FLAC's advantage over
CRAFT/FRAT increases with line dominance. It'should'ﬁe noted,

however, that the efficiency of the best CRAFT/FRAT layout for

o

. . the problem with no line dominance is so much better than that
- J

of the median CRAFT/FRAT solution (an increase of nine percentage

“

L 3 .
These are the same problems used to test the effect of line
dominance on the efficiency of CRAFT in chapter II. The flow
matrices are reproduced in appendix B.

1

-
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points) as to suggest that it may be an outlier, statistically
i y

s‘peaking.‘l . ‘ ) -

S

No _line dominance

Since the results of the preceding tests do not show

conclusively that the superiority of FLAC depends on the presence
of line dominance, it is of intereét to perform further |
tcomparisons of FLAC and CRAFT/FRAT on pfoblems with no line‘
dominance, . . .

- 1

Five more problems were generated by. choosing flows randomly
' ) N\

from a Poisson distributﬁon as was done in the case of the
problems used in chapter II to test the effect of flow dominance
on solution efficiency. The parameter A was chosen in such a

way as to hold flow dominance at ‘the same intermediate level of
d’ N
approximately 140 percent. Probfem size was varied from twelve

to thirty facilities.? The flow matrices are reproduced in

~

appendix E.

—

Generally, the experiments performed in the course of this
dissertation 1nd1cate that the spread in efficiency between
median and best CRAFT/FRAT solutions decreases with problem size
and increases with flow dominance. The possibility that the
unusually large spread in efficiency in this particular problem

“is taused by a lack of line dominance i5 not supported by B
results on other problems reported in this dissertation. In

nine other twenafyrfacility problems, three—-of which lacked tine — -

dominance, the spread in efficiency was never greater than three
percentage points. ‘ \

2 - One of these five problems,. the thirty facility problem,
had already been generated and used in chapter II to test the

effect of flow dominance on solution efficiency.



Unexpectedly, FLAC performed better than ever, producing

- 2

the best layout in all five problems as.shown in table '10, and
exceeding the efficiency of the best CRAFT/FRAT solution by
from three to nine percentage points. Even the intermediate

layouts of FLAC surpassed the best of five CRAFT/FRAT layouts

in all th; problems. Based on tbis experiement alone, one
Qéuld con?ﬁude thaf FLAC and FLACi produce significantly
better (a % .03125) layouts than the best of five €RAFT/FRAT
r;ns in problems with no line dominance, flows randomly chosen
from a Poisson dist;ibution, flow dominance at an intermedi;;e
level.' |
ansidering ail the experiments. undertaken up to this 
point, with flow dominance Qeld constant at an intermediate

level, FLAC has obtained better results than the best of five

CRAFT/FRAT runs in fourteen out of sixteen' problems with and

without line dominance. The probability of this occurrence

by chance alone if there is no difference between FLAC and the
best of five CRAFT/FRAT runs is .00209. Similarly, FLAC
produced intermediate layouts (FLACi) better than the median

CRAFT/FRAT layout in fifteen of the sixteen problems tested to

”FhiﬁﬁPQEEEJ,Eﬁngetter than the best of five CRAFT/FRAT layouts

0

in eldven of the sixteen problems, so that the intermediate

FLACiLresults appear to be be&ter than individual CRAFT/FRAT

-

s b
‘ ! Tables 8, 9 and 10 display 17 'sets of results, but one
twenty-facility problem fitted the reguirements for two
experiments and the results appear in both tables 8 and 9.
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TABLE 10

PERFORMANCE OF FLAC AND CRAFT/FRAT
IN PROBLEMS WITH NO LINE DOMINANCE
AND INTERMEDIATE FLOW DOMINANCE

- - P - e

No. of
facilities

f ' Layout cost (efficiency)
Flow . T CRAFT/FRAT CRAFT/FRAT
dom. ELACi ; FLAC median best of 5

(percent)

12
15
-20
20

30

137 , 524+ 514+ 54
- (80) (83) (74)
137 108++ 104++ 113
(64) (70) (56)
141 193++ 185++ 197
(64) A (70) (61)
136 197++ , 194 ++ - 201
: (63) © (65) (60)

144 494++ 488++ 517
(55) (57) (49)

54
(74)

110

(61)

196
(62)

198
(62)
508
(51)

++ indicates layout better than best of five CRAFT/FRAT

a Flows randomly selected from Poisson distributien

Lo

T



N8 7 .
~on the relative 'performance of FLAC a,nci,,%RAF:EALRAL __To do. this,

-~ 109 = ’ : N

. - r o R

results at a significance.Ievequf .00026, and competitive with

the best of five CRAFT/FRAT runs,

Varying flow dominance '

. It .is now of interest to test the effect of flow dominance

the five\@hirtygfacili g%oblems originally referred to in’
N N . e }

.

N\

. chapter TI wire used. These problems, generated by drawing

. AN . ,
flows randomly from a Poisson distribution, have flow dominances
varying from 95 to 282 percent and include the thirty-facility

problem used in the preceﬁdng test.

N

Again, as shown in tabfg 11, FLAC performed weli,

AN
N\
- \

achieving the best layout in fSQr of the five problems. FLAC's

: AN . _
only poor performance was in the problem with lowest flow
~. S
dominance, suggesting that FLAC may\ng be effective under

conditions of low flow domfhandq. h

Low flow dominance - .

To test this p0551b111ty further, a FLAC\ﬁun was made on

each of the problems previously used by Nugent et al.'! Thesev
—._AT—-_

problems ail have a very low flow dominance, rangi&g from 104 to

»

129 percenttw;;r ' . ‘ .

Table 12 shows that FLAC produced layouts equal to or

o C

\
better than the best of five CRAFT results reported by Nggent

et al. in all except the fifteen—facility problem where Eheh
. N\

Nugent et al.., "Experigental Comparison."




TABLE 11

EFFECT OF VARYING FLOW DOMINANCE ON
v THE RELATIVE. PERFORMANCES OF FLAC AND
C CRAFT/FRAT IN 30-~FACILITY PROBLEMS>. o

-

Lazput cost(éﬁficiency)

Flow “7 v . ) ” T 77_7777‘

dom. _ FLAC, FLAC CRAFT/FRAT CRAFT/FRAT
(percent) ’ ) ' S . median ~ best of 5
— '\;\_\ ) \ - ) o . .

. 96, 1359 . 1349 1348 1343
N (46) (47) £48) (48)
- . . ‘

115 869+ . 849++ CEY 861. _
o (50) (55) ‘ (a8)y . T (52)
1&{ f 494++ 4884+ . 517 508
\ (55) . (57) " (49) (51)
N\ . '
. ,
199 252++ 249++ _ 268 . 255
} \\(64)' ' (66) - (58) (63)
" Y
282 . 93+ 89++ _ 106 ' 98
(7%{\\ -(80) - (68) (74)

}\ +_ indicates layout better than CRAFT/FRAT median. - —
" #+ indicates layout better than CRAFT/FRAT best of flve :
a- Flows randomly selected from Poisson distribution -

[ =

N\

AN

\,

\ : , ' .



"TABLE 12

RELATIVE PERFORMANCE OF FLAC AND CRAFT
IN EIGHT PROBLEMS WITH-: LOW FLOW
DOMINANCE PREVIOQUSLY USED BY NUGENT ET AL.

A

No. of Flow Layout cost (efficiency)
facilities dom. FLACl FLAC ‘CRAFT . CRAFT
S —(percent) . median - best. of 5_
. . 3 . ‘
5 108 25+= 25+= 29 25
S (100) (100) (61) - (100)
i B - . . 3 .
6 - D129 43== 43== 43 I &
, ’ (89) (89) (89) (89)
7 111 74+=  T4+= - 79 74
(84) - (84) (69) ' (84)
. s . R ' . S - ’
8 128 113 107+= 110 - 107
(67) (77) Lo(72) (77)
. 4 .
12 117 300 289+= 295 . 289
- (67) (74) (70) (74)
15 106 588+ 585+ 591 583 -
' (66)° (67) ,(65) (67)
20 . 104 1310++ 1303++ 1334 1324
(58) (59) (55) (56)
30 112 3154+ = 3122++ 3169 3148
(51) - (53) (50) ~(51)
Nugent et aI., "Experimental Comparison."

a plus sign, or equals symbol, immediately following a
FLAC or FLAC cost indicates a layout better than, or
equal to,- the median CRAFT layout. A second symbol
similarly rates the layout relative to the best of five

CRAFT layouts. — - , -



RN

FLAC result is slightly (0.3 percent) inferior, so that FLAC 1is
‘ 2

\clearly competitive with the best of five CR#?T runs in -

problems with low flow dominance. However "the results of FLAC

are not spectacular in'these problems, bettering the CRAFT best

cf five ‘in only the two largest problems, and FRAT has recorded

a slightly better solution fer the twenty-facility problem.1 Wwhen

cdompared with individual CRAFT runs, FLAC fares better, recording

a better solution than the median CRAFT solution in all but one

- a
' :>\problem in which it tied ‘the median CRAFT result. The

.

statistical significance of this performance, after dropping the

tie, is .00781.
. - N . ~
Thus the res'ults recorded on these problems of Nugent et al.

: » - . N '
indicate -that in the presence of low flow dominance FLAC layouts

are better than individual CRAFT layouts and competitive withAthe

f

-
1

1 Khalil, "Facilities Relative Allocation Technigue."

As pointed out in chapter I, there is no significant dlfferente
between the guality of FRAT and CRAFT solutions, nor is there *
any theoretical basis for a difference. Inclusion of Khalil's’
FRAT‘results here in addition to Nugent's CRAFT results '

would merely tend to lead to the conclusion that FLAC 1is ,
competitive with the best of ten CRAFT/FRAT solutlons, rather
than only the best of five. Better results have also been : ‘
recorded on the largest problem by Nugent et al., "Experimeﬁtal"
Comparison,"™ using Biased Sampling, and by Hltchlngs and Cottam,

_"Efficient Heuristic- ProcedureTmuuSLng TermlnaLWSampanq,,Wﬂm,ﬁ4§

Procedure (TSP), but these r%§ults are achléVtﬂ at ,the expense of
a larger sample as discussed "in. chapter I. In the case of. Blased
Sampling, the sample 'size was ten in each. f1ve runs. per
problem. Hitchings and- Cottam did- not state the size of their
sample which varies with the number of intermediate tie solutlons,
encountered, but the TSP run time suggests several tles were
encountered. T,




best of five CRAFT 1ayouts/ 'An examination~8f the intermediate
i - : v o - .
FLAC, results indicates that they are competitive with CRAFT.

&

. Table 12 also seemé to support the expectation that FLAC
would be less qompet‘tive on.small problems than. large ones,

since FLAC was uh;ﬁle to outperfdrm the best of five CRAFT
J . / A o ) )
runs on any of th€ problems with less than twelve facilities.

Additional test on small problems

An iﬁdependent test using four very small problems
génerated by'draWing random Poisson flows adds furthqusupport

to tﬁis conclusion.  in that test, as shewn in table 13, FLAC

réSults.Were not significantly'better'than,the median~CRAFT/
. FRAT solutions even though the intermediate FLACi,results were 42

‘competitive with the median CRAFT/FRAT‘solutions. Flow"

dominénce-in.these_problems was at an{intermediate level. R

High flow dominéhce(Gerer's problems)

. . s R . . = . . . * .P: .
Comparing FLAC with Grover's results of CRAFT runs on his.

! with high flow dominance, FLAC

set of eight problems

-provided ‘better results than the best of five CRAFT runs on only

5

the problems with twelve or more facilities, further supporting

the conclusion that FLAC provides better

solutions ‘than CRAFT
in large problems and competitive solutions in small'problems'

(see table 14).

C

Grover, "Plant Layout Algorithms."
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TABLE 13

RELATIVE PERFORMANCE OF FLAC AND_CRAFT/FRAT
ON VERY SMALL{ PROBLEMS

Layout cost (efficiency)

~
2

No. of Flow » ’ ) . . ‘
facilities " dom. .. FLAC, FLAC " CRAFT/ . CRAFT/
(percent) e, ' FRAT FRAT
 median - best of 5
5 3 146 t - 5= 5= 5 A
: ‘ ‘ (58) (58)  (58) ” (100)
6 152 ’ " == . == 8 R 8
o (79) - (79) (79) oo (- 79)
\
7 139~ f Tl1a= 14= 14 : 13
- : ' (63) . . (63) ~  63) (.75)
8 .. 138~ " 32= 32= 32 . 30

(71) (71) . (71) - ( 82)

indieates layout equal to median CRAFT/FRAT layout. . -
indicates layout equal to best of five CRAET/FRAT layouts. '

n

]

o]

intermediate flow,é dominance.

‘Flows  randomly -selected from- Poisson- dlstrlbut;onrgwwgw,wvw,,ﬁ,,” -
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TABLE 14 00 ‘ -
RELATIVE PERFORMANCE OF- FLAC. AND CRAFT v _
‘"IN EIGHT PROBLEMS “WITH HIGH FLOW DOMINANCE : e e
PREVIOUSLY USED BY . GROVER ’
. <.
No. of T Flow S e 'f—ﬁayoRﬁfcostfeff?c?encyfwwif R
facilities .,dom. FLAC, FLAC CRAFT- CRAFT
N - l ) i
(%) median best of 5
5 ‘269 - 64.02==  64.02== - 64.02 64.02
‘ _(94) s (94) (94) (94) .
6 . 263 '80.3 80. 32== 80.32 80. 32
' (95) 195)' (95) (95)
- <7» ) ) N . b b. 4
7 199 - 163.28+= 163. 28+— 165.16. 163.28
(85) (85) (83) - (85)
8- 213 235.96. 220.86>‘ 215.86 214.76
(76) (85) -(88) (89)
L - - 4 . .
10 7233 298.74 296.58 283.34 279.02
' (78) (79) (84) (86)
12 256 ©314.10++ 314.10++  340.60 331.58
v (897 (89) (80) (83)-
415 248 557.60+  511.40++ 569.7é . 531.14
(81) (89) (80) (85)
20 254 1154.78++ 1127.40++  1225.760 1186.66
(79) (81) (74) (77)
a Grover, "Plant Layout Algorithms. .
b Based on additional CRAFT runs of"’ seven- fac111ty problem,

substltuﬁéd'for Grover's results which “cdntained errors.

+= 'a plus sign,
of FLAC.

or equals symbol,
cost, inidicates a.Iayout bBetter tThan,

the median CRAFT layout.

immediately following a FLAC

or equal to6,

‘A second symbol slmliarly rates
the layout relative to the best of five CRAFT layouts.
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‘Overall performance of FLAC AN i o )

o . i N
In summary, theseée experiments have shown that FLAC out-

)

performs the bei} of five CBAFT/FRAT runs in large‘prqblems

, . : ) . %
with intermediate or high flow dominance both in the presence

and absence' of line dominance, and is competitive with the

best of five. CRAFT/FRAT runs in smaller problems” and problems

g

with low flow dominance. Cohsidering_ohly proBlems with

twelve or more facilities, and ignoring problems with flow

dominance leSs than 120 percent, FLAC‘outperformed the best

of. five CRAFT/FRAT runs in 19 out of 21 problems for a
statistical significance of .00011, while the intermedi5£e

‘stage 2 results of FLAC, outperformed the median CRAFT/FRAT

result 20 out of 21 times for a statistical significance of

.00001. Even including theé problems with low flow dominance,

the conclusions remain unaltered, with FLAC outperforming the

¥ e
ay

best of five CRAFT/FRAT runs 22 out of 26 times®' (0=.00027) and
_FLACi outperforming the median CRAFT/FRA? run 24 out of 27

times (0=.000025).

FLAGC versus visual methods

came from an investigation- of visual methods. .For this reason,

and because there appears to be doubt as to whether computer or

5

The only tie 1is not inclujpd.u . .

i ) . '
x

NS



visual methods should be used under certain conditions (see ' .

discussion of visual methods in chapter I above,. p. pet y, it is yﬁl
of interest to compare the results of FLAC with visual results

where they are available.. . . . S -

Block! concluded from his experiments that visual methods

are not cohpetitivé with CRAFT in solving Nugent's praoblems

" with low flow dominance. In his experiment, CRAFT equalled
the best visual result on the four smaller problems and

provided better results on the four problems with twelve or
-~ 3 A
" more facilities. Comparing his best visual solutions with

the results of FLAC (see table 15) shows that FLAC performs
similarly, showing supefiority in the problemé with twelve
or mor? facilities and equalling the visual reshIts.on the
smaller probleps. The intermediaterresults of FLACi perform

almost as well.

'

Comparing the results of FLAC with the visual results to

Grover's problems with high flow dominance obtained in

“Sc)iabin and'v'ergin'ssexperimehts,2 table 16 shows that the

best 'visual layouts are still better than or equal to the

computer ;olutions. However, the FLAC computer algorithm

i .

provided very competitive results on the three largest problems,

where visual methods had shown marked superiority, equalling

e best visual result in the twelve and fifteen-facility - R

T Block, "Note on Comparison of Computer Algbrithms and
Visual Based Methods." - '

\ B - . . .
2 scriabin and Vergin, "Computer Algorithms and Visual Based

a

Methods." ‘ : , N

L35

w .
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TABLE 15

COMPARISON OF FLAC AND VISUAL METHODS
IN PROBLEMS WITH LOW FLOW DOMINANCE

-
‘ LaYout cost tefficiency)
No. of Flow 7 ) v
facilities dom. "FLAC, FLAC Best visual T
1 . a
’ (%) Layout
s 108 - 25= .25= . 25 .
‘ . © (100) (100) (100)
6 129 v 43= 43= j 43
' ( 89) ~( 89) ( 89).
7 111 74= 74= i 74
( 84) ( 84) " ( 84) ‘
. )
8 128 © 113 . 107= . 107 Ly
‘ : ’ ( 67) . { 77) ( 77)
12 117 ‘ © 300+ - 289+ 320
2 ’ ( 67) ( 74) ( 54)
15 ' 106 : 588+ 585+ 631 :
' ( 66) ( 67) (52) -
200 104 : 1310+ 1303+ EET7 IR
\ ] o ‘ ~( 58) o (59) ( 48) “
30 S 112 3154+ 3122+ '_3408

( sy . (33) ( 37)

indicates layout better éﬁén best visual layout. »
indiecates layout-equal to best visual layout. . e - .. 7. .
Block "Note on Comparison of Computer Algorithms and Vlsual

Based Methods."

(K
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TABLE 16

COMPARISON OF FLAC AND VISUAL METHOYDS
"IN PROBLEMS WITH HIGH FLOW DOMINANCE

No. of Flow : LaYout cost(efficiency)

facilities . dom. . FLAC, FLAC visual lavouts® .

(%) o Median _ Best
5 269 64.02==  64.02== . 64.02 - 64.02
‘ (94) - (949) . (94) (94)
6 , 263 80.32== 80.32== 80.32 - 80.32
(95) o (95) - (95) (95)
7 199 " 163.28== '163.28==  163.28 163.28
' (85) (85) (85) (85)
8 213 235.96 220.86  214. 214.76
(76) . (85) (89) (89)
10 233 298.74 296.58 283.78 269.92
(78) © o (79) _ (84) (89)
12 256 314.10+=  314.10+= 333.02 314.10
: (89) (89) \ (83) (89)
15 248 557.60+ 511.404+= -560.22 - 5F1.40
(81) . (89) - (80) (89)
20 © 254, 1154778+ - 1127.40+ 1158.56  1109.68
‘ (79) -~ (81) (79) (83)

‘+ indicates layout better than median visual layout.
== indicates layout equal to median and best visual layouts.

- += indicates layeout better than median visual layout and equal

to best visual layout. _
Scriabin and Vergin, "Computer Algorithms and Visual Based

o

~ Methods," p. 177.. -,
-

1



twenty-facility pgdblems than the median solution of the
trained group of Technical Management students.from B.C.I.T.
whose remarkably consistent performance was previously shown

to be better than the computer solutions at the .002 level of

significancé\.1 The intermediate FLACi results are competitive

-

with the median visual solutions.

-

Computation Time

In problems-such as facility layout, where optimum-seeking
methods have been ruled out .due to»excessive computation time,‘
it is important when evaluéfing any new method to consider
not. only solufion quality but the. computation time ré&%iredc
to achieve the solutions. Table 17 shows the computation times

of FLAC and several well-known algorithms in the solution of

the four largest problems of Nugent et al. .

»

The computation time of FLAC is clearly competitive with
» . - .

the fastest algorithms, however precise comparisons are difficult
to make for two reasons: ‘
(1) The computation times were recorded on different

computer systems and

(2) programming efficiency cannot be taken into account.

As important as the computation time i% the rate at which

e — - L - . R -

computation time increases with problem size.
A rough comparison of these rates, unbiased by the

~

difference between computer systems and probably also

-

Scriabin and vVergin,* op. ¢it., p- 180.

B}
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B
insensitive to programming efficiency, can be obtained by

fitting a power curve of the form
) b
’ t = an

to the computation times for each algorithm. Using only the

twelve to thirty- fac111ty problems and ignoring the run tlmes

of the smaller problems,reduces bias due to any fixed overhead

portion of the run times. !
The parameters a and b of the resulting power curves in.
the righthand columns of table 17 show that the algorithms

naturally,féil into three groups. The first grdbup contains the

'

intermediate results of FLAC, and the Hillier 1963 algorithm.

Py

" The computation times of these two algorithms expand at a

rate proéortional to little more than the sguare of the problem.

size.

The second group contains FLAC and the two faét al\gorithms

COL and HC63-66. Their computation time expands at a rate.
! )

i
1

! an argument'can,bevmade for a more detailed analysis . .

~of run times, using for instance a polynomial to isolate
fixed overhead.- Such an attempt at accuracy is unwarranted here
since run times are affected not only by differences between
algorithms, but by differences in the quality of initial
- -—-solutions and the structure of the problems being solved. e
An accurate comparison would requlre many runs on a varlety of ’




proportional to a little less than the cube of the problem
size.

The remaindér of tﬁe algorithms cannot be competitive on
larger problems because their computation times are proportional
to more fhén the fourth power of the problem size. S
All of the algorithms in the first two groups except

FLACi and FLAC have been shown in previous literature to

produce inferior results to CRAFT. !

Three-way Exchange

The experiments in this dissertation have compared the
new algorithm, FLAC, wich the basic two-way exchange algorithm
of CRAFT and FRAT. Since CRAFT has the capacity to also
perform three—way,exchgnges, the exclusion of this variation
.of CBAFT must be justified.

In order to investigate the effect on computation time

and solution qﬁalityy two small tests were performed.
In the first test, five CRAFT runs were made of the
- Nugent twelve-facility problem from random starts, using the

three~way exchange algorithm when two-way exchanges could

produce no further improvements. No three-way exchange could

achieve any further improvement in any of the five runs.

Computation time was nevertheless increased by a factor of 2.6 - -

over the two-way exbhange algorithm.

i

1 For details, the reader is referred to the comparison of

current algorithms in chapter I, above, p. 12.



~%

In the second test, five similar runs were made of the
Grover twenty-facility problem. " In fourfof'the five runs,

" additional three—w3y~exchanges,were performed,. however the
-0

best solution, which was not as good as the intermediate FLACi

.solution rebo;@edriprﬁgble 14, was achieved by the remaining

A

run from two-way exchanges only. Computation time in this
, I .
case was increased more than four-fold over the two-way

exchange algorifhm.‘

o

Although these two small tests by no means constitute an

in-depth study of the effectiveness of the three-way exchange

3

algorithm, the enormous increase in computation time of an

already expensive algorithﬁ indicated that research-efforts

could be more productiveiy channeled in other areas.

1

Program Complexity

>

FLAC is a more complex algorithm than the heuristic methods

which currently provide the best solutions to the facility

layout problem, but that complexity requires additional effort
only once at the'programming st;ge. Although the siﬁpiicity

of an algorithm is often presented as an a‘dvantage,1 such an : /-

_argument is less compelling in the case of an dutomated

since the %rogramming time

algorithm thén a manual procedure,
can be amortized over several solutions.

1 Por instance, Khalil uses.this argument in favour of FRAT
in "Facilities Relative Allocation Technique." ..
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Potential Further Improvements ‘
in Solution Quality “ : .

3

"FLAC is a deterministic procedure, producing only o;e

~

solution ‘to any given problem. It ‘would be very easy, howéver,

13

il b s B e i

“to alter the fiﬁai'staéelof FLAC to incorporate either Biased

»

Sampling or to keep.track of tie solutions as does. TSP,

8 i

‘using these as starting points for alternative solutions from RE

“which the beésfcah be chosen.

While Biased Sampling has beeh shown to be no befter than -
multiple runs of CRAFT when starting from a.randomly chosen
initial solution (see above, p. 17L,.tﬂis approach has much

b

greater potential when applied to a good-intermediate

by,

[

solution of FLACi. Since the number of two-way exchanges

\

performed'in.staée'3 of FLAC is normally quite small, the .

" .

parametér C of thé'Biased Sampling probability function (above, E

>

.p.:lo) would have to be set-close to zerok(i.é. so that . E

EETE LR FERUCTL IO

'.exchangés are selected aLmost randomly as long as a positivé
cost reduction ié»achieved), to avojd duplication of solutions.

* f

LT E A SN EETSN SRR PRI FET R,

.

Backtrackiqé 3 la TSP to alternative tie solutions could 7

a -

. r'1 ‘
also provide additional good solutions from which the best’

‘can be chosen.  In the problems of Nugent et al., 1,5,2, and 3 o

“ties were”encounterédfin“StHQE“3“ﬁf“fhé‘FEKtuéblutlons to the
12,:15,20, and.30—facility problems, respectively.

.While the attractiveness of such,methods of generating

additional solutions decreases with problem size%due to the

increased computdtion time, the inclusion .of such methods in
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m

o

FLAC may be/praétical for larger problems than when the

k- .
me thods are” used alone, since only the computation time of

§ .

stage 3 of FLAC would be increasedd. For .example, the

o

(see Table 8, p.103) used in -

A}

largest 40 facility problem
these experiements requared,an‘dverage of 50 iterations in.
‘each of the five FRAT runs from random initial layouts,
eneoﬁﬁeerind an aberege of 24 ties Which couldvheve be%ﬁ=

used as a basis for further improyements. In stage 3 of

ELAC in the same problem only seven FrAT type exchanges J

were performed‘becauSe‘of the good initial layout4providedi

by FLACi and six‘tie solutions were enqguntered,vaLl of

[} .
which would of course provide initial layouts. at least as

good as the FLACi solution,

&

Potential Further Reduction
" in Computation Time

It is likely that the computation time of FLAC can be.
'significantly reduced by two simpie changes.
First, in all'experimentsrperformed for this

disse}tation, so as not to bias computation time measuremehts,
the maximﬁm and minimum values of the parameter‘u of the -
adjustment.algorithmiin stage 1 of FLAC (above,p.84) were;

1

set to extreme values of 50 and 0.01, respectively. No

"

effoft_was made to reduce cemputation time through a judicious

) ) L - ~ v
choice of these limits. An examinatidon of the results shows

a

that these values co@ld have been set to 3 and 0.5 for allethe

problems with no change in solutio%Equality, but saving many

iterations through the adjustmeng,routine;
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Second, it is quite likely that the use of an

;approximation technique, such as Vogel's method, instead

.<0of the primal-dual algorithm in stage 2 of FLAC would

provide equally good results, especially since we -are
not even at that stage directly optimizing the final cost
objective. The use of such an approximation shoulds

greatly reduce the running time of that stage of FLAC.

- ™~
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Summary and Conclusions

An‘eXaminationlof research efforts in facility-layout
"has led to the development of the computef a&gorithm.FLAC
(Facility’ Lay.o,ut by thE:’A'nalys;is'of Cluster?)/ incoipo'xaﬁ-tir’lg
certainffegtures,hitﬁer£o héed’only in visual methods, in an
effort'td’impro§e the effectiveness'ofkaﬁtomated @ethdds.
Doubt has been cast on the value of flow‘dominancé aé
. ‘ sl
a measure of the complexity of facility layout problems.
Flow d?m{:ance has also beén.sHOQn not to be a'good.measqré
of the line dominance—it.wés'originallyv?urpo;ted'to Fepresént.
A comparison of current algorithms iéd to the choice of
CRAFT (Computerized Relative Allocation of Facilities
TecHnique) as the standérd‘of compariéon in terms of solution
quality.. . - : :
In  large layout problems (twelve or more facilities) with H
intermediagé or highjflow‘dominaﬁce, the.tﬂ?ee—stage’FLAC ’ .-
algorithm provided layouts significantl{ibetter (0=.00011) .Vw"
than the best of five runs of QRAFT or FRAT(Facilities
Relative Allocation Tecﬁnique), which were shown ﬁo be
. equivalent in terms of solﬁtiQn,qualityl;Wlnhtna,gémeﬁlglqg,
Pfobleer the intermediate- layouts érOduced by FLAC, (before

execution of the two-way exchange algorith@‘in stage 3 of

’

FLAC) were shown to be superior to single runs of CRAFT or

FRAT at a significance level of .00001l.



’

Line dominance was not sheown to have any :effect on'thg
. B

' §. relative performance of FLAC andHCRAFT/FRAT;walthough in

one test series the difference in efficiency of FLAC and

CRAFT/FRAT appeared to increase with line' dominance.

! In Nugent's problems with low flow dominance FLAC-

i

performé& better than individual CRAFT runs {(a=,00781) while

1
¥

the intermediate FLACi results were competitive with individual
 CRAFT runs. | ’
. o . A=

In small problems (less than twelve facilities) both s

'ﬁLAC and FLACi produced results competitive_with‘but not
significéntly better than individual CRAFT or FRAT runs. ~ s

A comparison of FLAC with previously'reéorded results

of visual/methods showed that_FLAcproauceslayoutﬁjéompetitive 
with tﬁgsé'broduced By'Visﬁal ﬁéFHoés; even in iarger ﬁrOb%éms
with high-flow dominance,~wheré QiSual methpds had previously
shown marﬁed sﬁpefibrityltb 'éomputér algorithms;' o
ﬁhile three—wéy exchaiges Qere shown to be #mpraétiéal(' n

other potential modifications to FLAC 'were identified which

could result in further improveéments in splutiog\qﬁality;' . iy

— In additien~to proViding high-quality solutions'under
_w1de1y varyyé\’coﬂdltlons FLAC was shown to be superlpr 1n'

—,terms of eo%putatlontlme, 51nce~the onlyﬁaiger1thm54WLth4~ufﬁ447;f7§ﬁ

ur -

e . . . - . v

competitive rétnning times on large problems have previously
. been shown to produce infefior.results. -THe_rate,of increase

in computation time with problem size is vd&ry much more

‘ . , ’ ' . ’
~7att£§ctive than that of CRAFT or,FRAT, with computation time

. N
» ) - N
. E




. . 'l
of FLAC increasing at a rate proportional to less than the

" cube of problem size. . K -

-

Sugéestions have also been made which could lead to - .

significant ‘further reductions in computation time with little

-
5 .

or no¢réduction in solution quality.
FLAC has therefore béen shown to be a valuable addition
to the repertoire of computer algorithms for'faciiity layout.

It must however be emphasized that FLAC is in itself not a

complete solution to the problems faced by industrial
engineers in laying out facilities’, and to be effective any

computer program  incorporating FLAC should include methods fox

[y . .

handling ﬁnequal areas and other practical considerations. e

Fortunately the design @f FLAC allows the easy' incorporation. !

’

of such fedtures since they would logically be added to
stage” 3. In fact, stager;gcpula be replaced, if necessary,'

by the full blown version of TRAFT, which has already proven

I3

useful in practice. ‘ ‘ -t ‘ g%
It ﬁust also be observed that }LAC's‘usefuiness is

currently limited to Those layout problems in which all n

«

facilities are to be located, while several of the other

algorithms, including CRAFT, can be ﬁsed~in the more 9?99{2}}

albeit easier, case in which one or more facilities are fixed.

'

" - Finally, although the design of FLAC was influenced by
the investigation of visual methods, it must be emphasized that . =

.

" even better solutions could be achieved by an interactive

system iﬁcorpdrating man's visual cépability and’jﬁdgment as

well as the/f£;C algorithm. - .
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. APPENDIX A

-

'FLOW-DISTANCE MATRICES FQOR FIVE PROBLEMS

WITH POISSON FLOWS AND VARYING FLOW '

DOMINANCE

-
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FLOW-DISTANCE MATRIX FOR 30-FACILITY PROBLEM WITH FOISSON FLOWS

FLOW DOMINANCE 282 PERCENT
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APPENDIX B

FLOW~-DISTANCE MATRICES FOR FIVE PROBLEMS

t4

WITH VARYING LINE DOMINANCE



X PROBLEM
NE DOMINANCE)

it

120 LINES OF LENGTH 1 (NO

FLOU—QISTANCE MATRIX FOR 20-FACILITY LINE

LINE DOMINANCE:

Nene

FLOW DOMINANCE 143 PERCENT
4 5 6 7 8 910 11 12 13 14 15 16 17 18 19 20

]
|

014 0

2
O 0 0o 0 0

2

0 0 0 0 0 7 410

«

COMOWAANSONHOCOOOMO

coo
coco
com
oMM

Moo

SO

nNomMmin

SO0
e ReRo
SO«
NP
-0 O
°-o

oo N

CO-MIMNNAMNNIMNMINIM T

CICNOSTND <
SCOVOOCONRNTITO
NOoOMOoOoOMINOoo
-
-NINATONOO
MOOOMNTNO
L]
NOAOTMOCO
COOMPYOC OO
OGO N
CrHOMNOO~MNM
NNOMOINTMN
CLTEOCO TN
NOOAHTIM N M
SCOANMNANM

SCriiMTANMT

» .

i 2 3
0
1

1
2

v

0 o
0O 4 4 7 0 5 4 0 0.0 2

HoToOo~
NOTO AN
OO MM
COoOmMMT
oW TMTI—
ﬂ¢nmﬂﬁ
MMM ECe
MOmM T
¢ﬁmn¢m
-0 T M

MM

MMM

TMMNMTID

NMNMTN-0

coowITMNCBTHNNInETM

OCrfNMN-ONMTMONMTNTMTIN

MM AUANMTMNMTINT TN

NMTaNMITNUNMTNOMTINON

MTNONDOCO-NNMTINONDNC

v vt v o

vt o N



™

TANCE MATRIX FOR 20-FACILITY LINEMIX FROBLEM

- LINE DOMINANCE

— I - — —— ,UL - e - - : -
z ¥ ONDOHNTMNANINIMAUMIDTMT
i - . ' , '
7mb: 77777777 — M OO NN NSNS TN TR TIN
. , N '
T8 N COrMMNMN-wNMTMNMINTMTIN G

NOoOMTOTNOINOINTM O~

*
+

CrHMMHONOOO TN -
CONOCOMMOMMNMN-NM

MOONMOOOMMNMNENMT

‘FLOW DOMINANCE 140 FERCENT

L]

g CNHYCVITOMMHO MM
) O OCOCOOHOOOOMNOOOS OO
it -
® THOONONORMINONMOSO
i
N HOMMHOMO-HEAMOMOM
n Py % , T
z ¢ OMOTOOMOOOCOCOOO
s !
'l i . '
z N OmomooNOoOMNOO®MMO
i . -
N T OCOONTOOIVOOOMMOm
L «
o : L
M OCHOCON--MOoOINMO =M
w B ] . ot ) .
o § o o o
z tf OCHMHMOMN OO0 NN
X - L
; ~ ono¢000woodwwn¢
< - - , AN
o
o
~t
o
o
~
<
i

NOin
S NO
SMo

C O

O -

n<aMm
<T M
MO

O~ 0N

-

o<

nem

i

mmﬁ

o™
(I
<

T

i8]

M <

T W

fay

Mo

ot

T MM T
<
COOMNOMNNT NN TININMT IO,

TOCOMONMTMNAIDTMHNONTM

 OHMANMTANMTONMNTNOMTNON

M~ MMTNONDIEESC~NMMTNOINDOO
ot vl vt vt oy v o N

¢




6.
-

i

STANCE MATRIX FOR 20—FGCILITYgLLNEMIX PRUBLEM

I

15 LINES OF LENGTH 8
7 8 910 11 12 13 14 15 16 17 18 19 20

>

FLOW DOMINANCE 142 FERCENT

LINE DOMINANCE?
6

- 140 -

&

¢NOEOOWNNHONNO§§§WOO
COTOTOTOOOMMMOOOS VS m
COOCTHOONHY 6opmoo§Am‘
phﬁmhé¢oongnﬁ¢omoamm
_omm¢h29¢¢@ohomooﬁmn¢
‘ooohéooﬂoomoboomQNNﬂ

. ) . oy e
. - e G e
o o ON{hNQ‘O0,0‘,-—(OOOﬁQ’MNH, 0

2

Ve

O OTOOTONMAAINO =M M
oo ne NS
HOMOOOHNOMMOHNMMN~NM T

- E]

CONMOOCMOOUOHNMTHNMTID

COMNMNINOOMOOINTMMN~OD TM N

¥
v Py

MO OOMONTORNTMNAMHIDT MMM
O¢?O¢WOOHNNNﬁN$kQNN¢
NTTOOCOOHANMNANNNTMNNT |
-t . s
. ) .

COOMOONNMIT~NMTINNMTINO

oonoom¢nwygn¢mmhom(T‘

mwcwqwaNwwwvwﬁﬁwﬁvwf_

-

COOANMAN~NNMTMANMTINTMTIN

COHANMNNNMNTMNMTINTM TID0
OHNMTANMITNNMTNOM TN N

S“OANMTNONNDOEONNMTNON®XO
) T vt v vt vt vt vt vt oot (N



/,,

%;&T;

o --141 -

\\
o COCOCINOWONOONOOOOHHO
p = r OHOMNOCOCOMANOOTRNOOOH
i - .
i
o 0O HNINOCOOMOTONOMOOOO O N
=] i o . :
> .
L O N OCOOCNROSTOOHHOOTTOMO HMIM
i i s
> B
T C O0OVUTOCOOTWOOMADONNMT
£ - - ‘ ~
W @ :
2z 2 N OYONINOOCOOCOOCNM©OOINT M N ‘
- - ‘ L
41z .
w ¢ OOCNOHOYTOOCOWMMNRNOHTMMAN
> W Q -
-0 & A
- M OCOMOMOOOCOOMO-MMM~MM
Jmn - .
-t L} .
OZM N CHMYRINOTORNNONNMMN-CIMT
T =T — 3 )
W -
! " COOCOROOOOMNOHMMTANM T
o NuW — , . =
&0 : ‘ ,
T O COTMMUHOOHOOWMTMAN-ITINTMN :
@x L4 - ) »
O e 2 .
s 0 OMTOOVOTOHNTMURNNINTM NN
X Z 0
HTa O MOMOMNTOHOMMNMNNNMTMOMT
A Y
=3 -
CED N MOCIHNEDOCHNMMNHNMTMNNTIN
£ O
=g
W ¥ NOMOTOAHDIMTANMTIONNTINC
O . '
ZZ :
- N OHOMONMEMAN-VYNTMAUNTNDTM .
- :

T .
— T ACOoOCHTMNANNWTMNMOD T M
a - A
]

2 M PO NN NN TN TINT D — -
o "

_1-
o NN NOHMNMANANMTMAMTIN TN T IO

-t CvHMNMTwNMETINEHMTINOMOTID 0N

HMNMITNONDOORNMTINCN DG

e R e R R R R R R R By |



FLOW-DISTANCE MATRIX FOR

FRORLEM

5

20-FACILITY LINEMIX

S

8 LINES OF LENGTH 1

FLOW DOMINANCE 143 FERCENT

o
¢

a

[~

a~

LINE DOMINANCE:

0
W

<

o
-t
w0
4
™~
~
~0
~
St

-
<T
-t
M
-
¢

-
b
-

<
-
*
o
™~

I
fo
|

v

¢cooooomomo
CHHOMOMNPNO v
MDD OOCOoONOTON

ONOI\OOONF('HO

'OO*O'HOOOQ‘IJ'JOO

COTNOOCOOOC O
BOMNOmMNBOOOM
NMOOMmMOoOmMNO OO
OHMO¢N0NO¢N

Cocovrmnoodooo

ﬂo¢mr~4ﬁo,—.orom

OCMHOOCVO—mSd ma
COONTONO M
mosomoo~wmw
MUNOCOOHNM T

ﬂNONODQ‘NNﬂ*O

&OﬂNMNHNMQM
OﬂNP‘JVﬁNMVIDN

SNMTNDONDN O~
o~

OCHOTOOmmoO
COTHUEIO m &
COHMOMNOmy

Ov—iOONOﬂNN
i

MmO oM

NOOOI MM m

NNO Mo~y

COHMNMMN~M

Oﬂl‘-J?‘Jl‘-Jﬂ't‘JNV"

HNMST MM s

Q’MOIH‘OIDQ’MO{

MuU-NDTM oM
N—cwhqmmnv
amm#mmn¢m
NMITR M e Do
hvnwﬂmmcn

TMANMYNT MY

NMeneTmaeno

MesiOoMmsT o

NNQ‘ID*OI\G}&O-

-lv-u--g-g-—q-lv-cv-tt\l



<.

LINEMIX FUNCTION PROGRAM, LISTING -

b~

ot

APPENDIX C-

I3

-




VTI0A 1Y XYM L C(N3TLNe O )¢, IhOZMJ 31N0y XINW

; - [NiN-+Y

; N+LT+I4T1430CT+14
° S IR0/ (T+

A

-

! A

| . 0¢ [SI1
47£1N0 L1
d001e [£11
14+4:21N0 £21]
Zd0nle CT11

I144CI4T+I14 COT1
H¢lev+ £d007 . [61

. 021 - L8]
XWésN  [4]
INTTLY4r L9]

- . . n»:oxﬁﬁ+xz¢azvmh 0M¥)e3d00T [S3

~

SLNO¥se O & ¢,. S3LN0OY 4O °*ON .erb o)

ONTHISSHYEYNENEr$I¢S1LN0Y XHL

INI
INI

.

JONVYNINOO 3INIT HLIM SW3T40

-

J1y¥INI9 0L d3sn ZDHPUZDL dy tzmzH

s

ud
J

. 04N Lyl
d(N*N)-=4 Ll

‘ONINLS LNOY [LZ3

SONINIS® [T7.
NITLH &
>mnuxuzuzu4p
_ .
4 wzH»mHJ



‘ - 145 - .

APPENDIX D

‘FLOW-DISTANCE MATRICES FOR SEVEN PROBLEMS

WITH HIGH LINE DOMINANCE AND VARYING

: PROBLEM SIZE \\
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