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Abstract

The problem of computing the distribution of a sum or an average of independently, identically distributed observations arises in many statistical applications. In most cases, asymptotic methods or numerical methods have to be used.

Daniels' (1954) saddlepoint expansion for the density function and Lugannani and Rice's (1980) expansion for the cumulative distribution function are amongst the most widely used asymptotic methods. Although the integrated saddlepoint expansion is generally considered to be as accurate as Lugannani and Rice's expansion for approximating the cumulative distribution function, the theoretical relationship between these two expansions remains largely unknown. We show that Lugannani and Rice's expansion may be differentiated to obtain the saddlepoint expansion, and give the exact relationship between their coefficients. We then discuss two applications of this result, and study the uniform validity of the saddlepoint expansion, a problem which arises naturally in our investigation of the relationship.

We also study asymptotic expansions for general distributions that are asymptotically normal. We discuss a formal method for deriving expansions and a family of expansions to which it leads. Through this family, we examine and compare known expansions, such as the Edgeworth expansion and the saddlepoint expansion, and discuss generalizations of these. We also examine the accuracy of these generalizations to problems where exact solutions are available and demonstrate that they are indeed accurate.

A numerical method for computing distributions whose moment generating functions are known is also discussed. The method makes use of the fact that the moment generating function is an integral transformation of the density function, and computes the density function by solving the integral equation that defines the moment generating function. The advantages of this method compared to the asymptotic methods will be discussed.
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Chapter 1

Introduction

In many statistical applications, distributions of various statistics, frequently some functions of a sample mean, play a central role. The exact distributions, however, are often difficult to obtain. The problem of approximating these distributions has been studied by generations of statisticians, and continues to provide a fertile ground for new research. This thesis consists of work centered on three subjects concerning asymptotic and numerical methods for approximating these distributions.

Efforts for obtaining accurate approximations for the distribution of a sample mean have not only resulted in reliable numerical approximations, but have also led to major theoretical breakthroughs in asymptotic theory related to statistics and probability. Assume that $X_1, \ldots, X_n$ are independently identically distributed (i.i.d.) with an underlying density $f(x)$. Let $\bar{X}$ be their arithmetic mean. Then $\bar{X}$ is usually asymptotically normally distributed in the sense that its standardized version is asymptotically standard normal. Although the exact distribution of $\bar{X}$ may be difficult to calculate, its moment generating function often is not. Methods exist that allow one to approximate the distribution based on the first few moments of $\bar{X}$, e.g., fitting a Pearson curve, or using the first few terms of the Edgeworth expansion. These methods usually provide satisfactory approximation in the center of the distribution, but they are often not accurate in the tail. The Pearson curve method, though typically accurate out as far as 5th or 95th percentiles, is often inaccurate beyond that range and is of limited value as a theoretical tool. The Edgeworth expansion
is perhaps more important as a theoretical tool than as a practical approximation. It too is only accurate in the center of the distribution, and can even be negative in the far tails.

In his pioneering paper in 1954, H. E. Daniels introduced the method of saddlepoint approximation into statistics and derived an asymptotic series expansion for the density function. This asymptotic expansion is obtained by first expressing the density as the Fourier inversion of its moment generating function, and then expanding the inversion formula using the method of steepest descents. Unlike Edgeworth expansion, which is in powers of $1/\sqrt{n}$, Daniels' expansion is in powers of $1/n$. It provides accurate approximation to the density, even for very small sample sizes. Perhaps the most important feature of this expansion is that its accuracy usually does not deteriorate in the tail. The leading term of Daniels' series is called the saddlepoint approximation.

The corresponding asymptotic expansion for the cumulative distribution function was obtained by Lugannani and Rice in 1980. It was also obtained by first expressing the tail area of the distribution using a Fourier inversion formula, and then expanding this formula while taking into consideration a pole in the integrand. Like Daniels' expansion for the density function, it is in powers of $1/n$ while the Edgeworth expansion for the cumulative distribution function is in powers of $1/\sqrt{n}$. It is very accurate over the entire domain of $\bar{x}$, even for small sample sizes. Although the numerically integrated saddlepoint approximation has also been known as an accurate approximation to the cumulative distribution function, Lugannani and Rice's approximation has the advantage that it does not involve numerical integration, and is thus easy to compute.

The first subject of this thesis is the relationship between Daniels' expansion for the density and Lugannani and Rice's expansion for the corresponding cumulative distribution function. Our interest in this relationship was initially raised by an interesting conjecture by Lugannani and Rice. In their 1980 paper, they compared their series with the integrated Daniels' series numerically, and observed that they both have errors of comparable size. They therefore conjectured that their series and the integrated Daniels' series should always be "in errors by the same order of magnitude". Due to the complexity of the expressions for the errors of these two approximations, a direct algebraic comparison seems intractable. We shall therefore turn our attention to the mathematical relationship between the two series, and try to answer the conjecture by first understanding this relationship. Since the
cumulative distribution function may be differentiated to obtain the corresponding density function, our investigation focuses on whether or not a similar relationship exists between these two expansions. We shall prove that such a relationship indeed exists. This relationship not only leads to an answer to Lugannani and Rice's conjecture, but also establishes the derivative of any truncated Lugannani and Rice's series as an asymptotic approximation to the density function.

A problem closely related to our proof for this relationship is that of the uniform validity of Daniels' expansion. We shall discuss general conditions under which it is uniformly valid on compact subsets, and show that these conditions are met by commonly used continuous density functions for which the saddlepoint approximation can be derived.

The second subject centers on general expansions for densities of distributions that are asymptotically normal but not necessarily that of a sample mean or standardized mean. We introduce a formal method for deriving expansions for these densities and derive a family of formal asymptotic expansions, which includes the saddlepoint expansion and the Edgeworth expansion as special cases. This family of expansions is defined with respect to sequences derived from the cumulant generating functions. These sequences are usually asymptotic for distributions that are asymptotically normal. The derivation of this family of expansions also hints that such sequences are the most natural sequences with respect to which the asymptotic expansions of the densities be defined. The sequences simplify to essentially \(1/(\sqrt{n})^r\) and \(1/n^r\) for the cases of standardized mean and sample mean. The validity of these expansions, however, needs to be established for each case, and this in general can be difficult. We shall consider Jørgensen's exponential dispersion models for which the validity can be established. We shall also study the numerical accuracy of the saddlepoint approximation in this broader context through numerical examples.

The third subject is concerned with a numerical method for computing distributions whose moment generating functions are known. We look at the equation that defines (defining equation for) a moment generating function from the integral equation point of view, and compute the distribution by solving the Fredholm integral equation of the first kind given by the defining equation. Fredholm integral equations of the first kind, however, are usually difficult to compute, and existing methods do not seem to work well for our purpose of computing the defining equation. We shall first discuss a way to refine the quadrature method
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for Fredholm equations of the first kind, a simple method that can be easily implemented. This leads to a general method which may be used to solve a variety of equations, including the defining equation for the moment generating function. This general method will be presented as a method for Fredholm equations of the first kind. Its relevance to the theme of the thesis, i.e., approximating distributions, is discussed separately. The method is easy to carry out for distributions with bounded domains. When the domains are unbounded, however, the method is difficult to implement. For these cases, we shall discuss the use of Bellman et al.'s (1966) quadrature method for computing distributions. These numerical methods have certain advantages over asymptotic methods, e.g., the moment generating functions need be evaluated only at a small number of points. This and other advantages will be discussed and illustrated with examples.

Following is an overview of the thesis:

In Chapter 2 we first review various properties of complex moment generating functions. These properties lead to the inversion integrals for both the density function and the cumulative distribution function, from which asymptotic expansions were found. We then review how Daniels' expansion for the density function of the mean of a sample of i.i.d. observations and Lugannani and Rice's expansion for the corresponding cumulative distribution function were derived.

In Chapter 3, we first formally differentiate Lugannani and Rice's expansion for the cumulative distribution function and obtain an asymptotic series that resembles Daniels' series for the density function. We then prove that this formal differentiation is valid under the condition that Daniels' series is uniformly valid, and the resulting series is indeed that of Daniels'. The uniform validity of Daniels' series, together with applications of the relationship between the two series will also be discussed in this chapter.

Chapter 4 begins with a discussion on Charlier differential series and the formal method for deriving asymptotic expansions. The family of expansions is then derived through the method. We then study this family for the sample mean and the standardized sample mean in detail. We also discuss Jørgensen's saddlepoint approximation for exponential dispersion models in the context of this family, and some numerical examples which illustrate the accuracy of the saddlepoint approximation.
In Chapter 5, we discuss general quadrature methods and our method for solving Fredholm integral equations of the first kind. We then discuss the use of our method and Bellman et al.'s (1966) method for computing distributions and compare them with asymptotic methods.

We finish this introduction with a brief review of work which we shall cite most frequently. Daniels' (1954) pioneering work derived the saddlepoint expansion for the density of the mean of a sample of i.i.d. observations. He also discussed the existence of the saddlepoint, as well as the uniform validity of the saddlepoint approximation for four important classes of densities. Barndorff-Nielsen and Cox (1979) brought the importance of saddlepoint approximation to light, and showed how it may be used in a variety of important applications. They also further discussed the uniform validity of the saddlepoint expansion. Lugannani and Rice (1980) derived the corresponding expansion for the tail probability of the sample mean. This expansion is uniformly valid, and compares very favorably to other asymptotic approximations for the tail probability. Daniels (1987) compared Lugannani and Rice's approximation to other approximations, and extended this approximation to the tail probability for the mean of i.i.d. lattice random variables. He also reproduced Lugannani and Rice's derivation in more convenient notation. Jensen (1988, 1991) gave important results on the uniform validity of Daniels' saddlepoint expansion and an approximation for the tail probability. Reid (1988) provided a comprehensive review of papers on saddlepoint approximation and its applications. Finally, we have found the two books by Field and Ronchetti (1990) and Barndorff-Nielsen and Cox (1989) very helpful in preparing this thesis. Both books provide a detailed account of the development of the method of saddlepoint approximation, as well as some of its more important applications. Barndorff-Nielsen and Cox (1989) also discussed a broad range of other asymptotic techniques in statistics.

Terminology and notation: We use the terms 'asymptotic expansion', 'asymptotic series' and 'asymptotic approximation', interchangeably. We say that \( f(x) \) is asymptotically equivalent or equal to \( g(x) \) under the limit \( x \to x_0 \) and write \( f(x) \sim g(x) \) if \( f(x)/g(x) \to 1 \) as \( x \to x_0 \). We use \( R \) to denote the set of all real numbers, and \( R_+ \) the set of all positive real numbers. Unless specified, a density function is assumed to be continuous (in its domain) and defined on \( R \). By the domain of a density function, \( f(x) \), we mean the shortest interval in which \( f(x) \neq 0 \). Finally, by \( f(x) \in L^p(R) \), we mean that \( \int_{R} |f(x)|^p dx < \infty \).
Chapter 2

Two Expansions for the Distribution of the Sample Mean

In this chapter, we show how Daniels’ saddlepoint expansion for the density function and Lugannani and Rice’s expansion for the tail probability of the sample mean may be derived. The basic steps that led to both expansions are: (i) expressing the function to be expanded as the inversion of the characteristic function, and (ii) expanding the inversion integral where the sample size plays the role of a large parameter at the saddlepoint. We shall present step (i) in a slightly different way, i.e., we shall express the function to be expanded as the inversion of the complex moment generating function. A definition of a complex moment generating function is given below. Its important properties, including those we shall use for step (i), are discussed in the first section. We choose to work with the complex moment generating function instead of the characteristic function because it leads directly, without any additional complex analysis argument, to the inversion formulas needed for step (ii). More importantly, we need to use it extensively in later chapters. Step (ii) is discussed in the second section.
2.1 Complex moment generating functions

To be consistent with conventional notation used in complex analysis, in this section we use $z = x + iy$ where $x, y \in \mathbb{R}$ to denote a complex variable. For this section only, we use $T$ for a random variable with cumulative distribution function $F(t)$ and continuous probability density function $f(t) = F'(t)$. We call $M(z)$ given by the following integral transformation of $f(t)$ the complex moment generating function of $T$:

$$M(z) = \int_{-\infty}^{\infty} e^{zt} f(t) dt.$$  \hspace{1cm} (2.1.1)

When $y = 0$, the complex moment generating function is the ordinary real moment generating function $M(x)$. When $x = 0$, it is the characteristic function, $M(iy)$. In this thesis, we only consider complex moment generating functions that are analytic in some open vertical strip containing the imaginary axis. The corresponding characteristic functions are thus also analytic. We call $K(z) = \log M(z)$ the complex cumulant generating function.

If the kernel in (2.1.1) is $e^{-zt}$ rather than $e^{zt}$, the resulting integral transformation of $f(t)$ is the well-known bilateral Laplace-Stieltjes transformation. Denote this transformation by $L(z)$, then

$$M(z) = L(-z).$$  \hspace{1cm} (2.1.2)

Bilateral Laplace-Stieltjes transformations have been shown to possess many important properties, see e.g., Kawata (1972) and LePage (1961). These properties can be transferred directly to $M(z)$ through (2.1.2). The only reason for working with $M(z)$ rather than $L(z)$ is that $M(z)$ is the direct extension of the moment generating function, which is commonly used in statistics. Although we are mainly interested in proper distributions with continuous densities, most of the results included in this section actually hold for integral transformations (2.1.1) of a much broader class of real functions.

- **Region of existence and elementary properties**

  The collection of points at which the real moment generating function $M(x)$ exists forms an interval $I$ where $0 \in I \subseteq \mathbb{R}$. The complex moment generating function $M(z)$ exists in a vertical strip $G$ in the complex plane $(Z$-plane) that contains the imaginary axis. Furthermore, the interval $I$ is the intersection of $G$ and the real axis. $M(z)$ has the following
two important properties: (a) it is analytic in $G$; and (b) $M(0) = 1$ and $|M(x + iy)| \leq M(x)$, with equality if and only if $y = 0$.

Proofs for the region of existence and the analyticity of $M(z)$ follow from those for the Bilateral Laplace-Stieltjes transformation, which may be found in Kawata (1972) and LePage (1961). A proof for the inequality in (b) may be found in Daniels (1954).

**Calculation of the complex moment generating function**

The complex moment generating function may be simply obtained by replacing the $x$ in $M(x)$ by $z$. To see this is true, $M(x) = M(x + i0)$ is an analytic function of $x$ in $I$. Upon replacing $x$ by $z$, we obtain the analytic continuation of $M(x)$, which is analytic and coincides with $M(z)$ in $G$. As a special case, upon replacing $x$ in $M(x)$ by $iy$, one obtains the characteristic function of $T$.

**Asymptotic properties**

**Lemma 2.1:** Let $Re(z) = x \in I$ where $I$ is the real interval in which $M(x)$ exists, then

$$|M(z)| = \left| \int_{-\infty}^{\infty} e^{zt} f(t) dt \right| \to 0 \quad \text{as} \quad |y| \to \infty,$$

where $z = x + iy$.

**Proof:** Let $h(t) = e^{zt} f(t)$. Since $x \in I$, $h(t)$ is integrable over $R$. $M(z)$ can thus be regarded as the Fourier transform of $h(t)$. The Riemann-Lebesgue lemma then implies that $|M(z)| \to 0$ as $|y| \to \infty$. 

Furthermore, assume that $f(t)$ is differentiable in its domain. Then $h(t)$ is also differentiable in the domain. If $h(t)$ vanishes at the extremes of the domain, and $h'(t)$ is integrable, then $|M(z)| = o(|y|^{-1})$ as $|y| \to \infty$. This result may be proved by using the arguments in the proof for Lemma 4 on page 487 in Feller (1966). Note that there is an error in this Lemma. Although it deals with characteristic functions only, a condition equivalent to $h(t)$ vanishing at the extremes of the domain is needed but is not included. If $h(t)$ is bounded but is not zero at at least one of the extremes and $h'(t)$ is integrable, then $|M(z)| = O(|y|^{-1})$. For example, for the exponential distribution the complex moment generating function is $M(z) = 1/(1 - z)$ and $h(t)$ is $e^{zt}$. It is easy to see that as $t$ approaches the lower extreme of the domain, $t = 0$, $h(t) \to 1$ and that $|M(z)| = O(|y|^{-1})$ as $|y| \to \infty$. 


Theorem 2.1: Let \( f(t) \) be a continuous density function, and \([x_1, x_2]\) be a bounded subinterval of \( I \). Then \( |M(z)| \to 0 \) uniformly with respect to \( z \in [x_1, x_2] \) as \( |y| \to \infty \).

Proof: When \( f(t) \) vanishes outside a finite interval, the above theorem may be proved by using a result on the uniform convergence of the Laplace transform of an almost piecewise continuous function\(^1\) on a bounded domain (see, e.g., Theorem 12.1 in LePage, 1961).

We now show that for other density functions, for any \( \epsilon > 0 \), there exists a \( y(\epsilon) > 0 \) such that \( |M(z)| < \epsilon \) when \( |y| > y(\epsilon) \) for all \( x \in [x_1, x_2] \). For any \( C > 0 \),

\[
|M(z)| = \left| \int_{-\infty}^{\infty} e^{zt} f(t) dt \right| \\
\leq \int_{-\infty}^{-C} e^{zt} f(t) dt + \left| \int_{-C}^{C} e^{zt} f(t) dt \right| + \int_{C}^{\infty} e^{zt} f(t) dt \\
\leq \int_{-\infty}^{-C} e^{zt} f(t) dt + \left| \int_{-C}^{C} e^{zt} f(t) dt \right| + \int_{C}^{\infty} e^{zt} f(t) dt. \tag{2.1.3}
\]

Since \( M(x_1) \) and \( M(x_2) \) exist, there exists \( C > 0 \) such that the first and third terms in (2.1.3) are each less than \( \epsilon/4 \). For the integral in the middle, we may treat \( f(t) \) as if it vanishes outside \((-C, C)\). Thus there exists a \( y(\epsilon) > 0 \) such that it is bounded by \( \epsilon/2 \) when \( |y| > y(\epsilon) \) uniformly for \( t \in [x_1, x_2] \). It follows that when \( |y| > y(\epsilon) \), \( |M(z)| \) is uniformly bounded by \( \epsilon \). #

- Inversion formula

\( F(t) \) and \( f(t) \) may be obtained by inverting the complex moment generating function. To derive the inversion formula, we need the following result for the bilateral Laplace-Stieltjes transformation. More general versions of this result and their proofs may be found on pages 267 and 268 in Kawata (1972). Denote the region of existence for \( L(z) \) by \( G_L \), we have \( G_L = \{ z : -\text{Re}(z) \in I \} \).

Theorem 2.2: Let \( F(t) \) be a proper distribution with density function, \( f(t) = F'(t) \), which is continuous in its domain. Let \( z = c + iy \in G_L \). Then

\[
(i) \quad \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{L(z)}{z} e^{zt} dz = \begin{cases} 
F(t) & \text{if } c > 0, \\
F(t) - 1 & \text{if } c < 0,
\end{cases} \tag{2.1.4}
\]

and \( (ii) \quad \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} L(z)e^{zt} dz = f(t). \tag{2.1.5} \)

\(^1\)See page 240 in LePage (1961) for a definition.
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We now prove the following inversion formula of $M(z)$ by using the above result.

**Theorem 2.3:** Let $F(t)$ be a proper distribution with density function, $f(t) = F'(t)$, which is continuous in its domain. Let $z = b + iy \in G$. Then

$$\frac{1}{2\pi i} \int_{b-i\infty}^{b+i\infty} \frac{M(z)}{z} e^{-zt} dz = \begin{cases} -F(t) & \text{if } b < 0, \\ 1 - F(t) & \text{if } b > 0. \end{cases}$$

and

$$\frac{1}{2\pi i} \int_{b-i\infty}^{b+i\infty} M(z) e^{-zt} dz = f(t).$$

**Proof:**

(i) When $b < 0$, let $c = -b > 0$, then $c + iy \in G_L$ and (2.1.4) gives

$$F(t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{L(z)}{z} e^{zt} dz$$

$$= \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{M(-z)}{z} e^{zt} dz$$

$$= -\frac{1}{2\pi i} \int_{b-i\infty}^{b+i\infty} \frac{M(z)}{z} e^{-zt} dz.$$

Similarly, we can use (2.1.4) to show that when $b > 0$,

$$F(t) - 1 = -\frac{1}{2\pi i} \int_{b-i\infty}^{b+i\infty} \frac{M(z)}{z} e^{-zt} dz.$$

(ii) may be obtained similarly by using (2.1.5). #

---

**Complex moment generating function of a convolution**

Let $T_1$ and $T_2$ be two independent random variables with distribution functions $F_1(t)$ and $F_2(t)$. Let $M_1(z)$ and $M_2(z)$ be the complex moment generating functions of these two random variables. Then the convolution $F_1 \ast F_2$ has complex moment generating function $M_1(z) \times M_2(z)$.

This property, together with the inversion formula of the complex moment generating function, enable us to express the density function and distribution function of the mean of $n$ independently, identically distributed observations as the inverse transformations of the $n$th power of the complex moment generating function of a single observation. The inversion integrals are then expanded to obtain the saddlepoint expansion to the density, and Lugannani and Rice's expansion to the distribution function.
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2.2 The two expansions

To prepare for our investigation on the relationship between Daniels' expansion for the density and Lugannani and Rice's expansion for the tail probability (Chapter 3), it is helpful to see first how they are derived. There are different ways for deriving these expansions. Derivations shown in this section are based on that given by Daniels (1954 and 1987).

For consistency with Daniels' notation, we now use $T = \tau + iy$ for a complex variable instead of $z = x + iy$. Also, we use $M(T)$ to denote the complex moment generating function of a single observation $X_i$, and $\bar{X}$ to denote the mean of a sample of size $n$.

- The integrability of $|M(T)|$

The condition that for each $\tau \in I$, there exists a $\nu > 0$ such that

$$\int_{-\infty}^{\tau+i\infty} |M(T)|^\nu dy < \infty$$

(2.2.8)

is important to the derivation of Daniels' expansion. First of all, it ensures that $\bar{X}$ will actually have a density function, which can be expressed as a contour integral involving $M(T)$. Secondly, it is indispensable in proving that Daniels' expansion for the integral is indeed an asymptotic expansion of the density function. For brevity, we write $|M(T)| \in L^\nu(R)$ if $M(T)$ satisfies (2.2.8). We now show that it implies that $|M(T)| \in L^\gamma(R)$ for any $\gamma \geq \nu$, and that the density function of $\bar{X}$, $f_n(\bar{x})$, exists and is continuous for $n \geq \nu$.

By the elementary properties of $M(T)$, $|M(T)/M(\tau)| \leq 1$. Thus for any $\gamma > \nu$,

$$\int_{-\infty}^{\tau+i\infty} |M(T)|^\nu dy = M^\gamma(\tau) \int_{-\infty}^{\tau+i\infty} \frac{|M(T)|^\gamma}{M(\tau)} dy \leq M^{\gamma-\nu}(\tau) \int_{-\infty}^{\tau+i\infty} |M(T)|^\nu dy < \infty,$$

(2.2.9)

i.e., $|M(T)| \in L^\gamma(R)$, or equivalently, $|M(T)|^\gamma \in L^1(R)$. To see that it ensures the existence and continuity of $f_n(\bar{x})$, assume that $\nu = \nu_0$ at $\tau = 0$. Then for $n \geq \nu_0$ the characteristic function of $\sum X_i$, $M^n(iy)$, is in $L^1(R)$. It follows from the Fourier inversion theorem, e.g., Theorem 3 on page 482 in Feller (1966), that the density function for $\sum X_i$ and thus $f_n(\bar{x})$ are bounded and continuous. For the rest of this chapter, we assume that (2.2.8) is satisfied. Although we only need it at $\tau = 0$ for the existence and continuity of $f_n(\bar{x})$, we shall need it at other values of $\tau$ later on for demonstrating the asymptotic nature of Daniels' expansion.
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It is not difficult to see that (2.2.8) is satisfied when $|M(T)|$ is $O(|y|^{-1})$ or $o(|y|^{-1})$ as $|y| \to \infty$. See Section 2.1 regarding this and other asymptotic properties of $M(T)$. Later in Section 3.4, we shall prove that it is satisfied by complex moment generating functions of all commonly used continuous distributions.

- Inversion formulas for the density and tail probability of $\bar{X}$

Using the continuity of $f_n(\bar{x})$, the convolution property in Section 2.1, and the inversion formula in Theorem 2.3, one can show that $f_n(\bar{x})$ can be expressed in terms of $M(T)$ as

$$f_n(\bar{x}) = \frac{n}{2\pi i} \int_{T-\infty}^{T+i\infty} M^n(T)e^{-nT\bar{x}}dT,$$  \hspace{1cm} (2.2.10)

Recall that $K(T) = \log M(T)$, thus (2.2.10) may be written as

$$f_n(\bar{x}) = \frac{n}{2\pi i} \int_{T-\infty}^{T+i\infty} e^{n[K(T)-T\bar{x}]}dT.$$  \hspace{1cm} (2.2.11)

Similarly, the tail probability $Q_n(\bar{x}) = P(\bar{X} > \bar{x})$ can be expressed as

$$Q_n(\bar{x}) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{n[K(T)-T\bar{x}]}dT T^{-1},$$  \hspace{1cm} (2.2.12)

where $c > 0$ and $c \in I$.

- Watson's lemma

The asymptotic nature of the expansions will be established with the aid of the following version of Watson's lemma. Discussions concerning this lemma may be found in Copson (1965) or Jeffreys and Jeffreys (1950).

**Watson's Lemma**: If $\psi(z)$ is analytic in a neighborhood of $z = 0$ and bounded for real $z = w$ in an interval $-A \leq w \leq B$ with $A > 0$ and $B > 0$, then

$$\sqrt{\frac{n}{2\pi}} \int_{-A}^{B} e^{-nw^2/2}\psi(w)dw \sim \psi(0) + \frac{1}{2n}\psi''(0) + \cdots + \frac{1}{(2n)^r}\psi^{(2r)}(0) + \cdots$$

is an asymptotic expansion in powers of $n^{-1}$.

- The saddlepoint

The saddlepoint corresponding to $\bar{x}$, $\hat{T}$, is the real number in the region of analyticity of $M(T)$ that satisfies the equation

$$K'(T) - \bar{x} = 0.$$  \hspace{1cm} (2.2.13)
To see that $\hat{T}$ is indeed a saddlepoint, recall from the elementary properties that $|M(\hat{T} + iy)| \leq |M(\hat{T})|$. Thus $|\exp\{K(\hat{T} + iy)\}| \leq |\exp\{K(\hat{T})\}|$, or equivalently $|\exp\{K(\hat{T} + iy) - (\hat{T} + iy)\hat{x}\}| \leq |\exp\{K(\hat{T}) - \hat{x}\}|$. It follows that $Re\{K(\hat{T} + iy) - (\hat{T} + iy)\hat{x}\} \leq K(\hat{T}) - \hat{x}$ for any $y$, and thus $\frac{\partial}{\partial y} Re\{K(T) - T\hat{x}\} = 0$ at $T = \hat{T}$. This and (2.2.13) imply that $\nabla Re\{K(\hat{T}) - \hat{x}\} = 0$. By the analyticity of $K(T) - T\hat{x}$ and the Cauchy-Riemann equations, $\nabla Im\{K(\hat{T}) - \hat{x}\} = 0$. Thus $\hat{T}$ is either a maximum or a saddlepoint. By the maximum modulus principle, $\hat{T}$ must be a saddlepoint.

In general, the saddlepoint has to be computed numerically. Since $K''(\hat{T}) > 0$, $\hat{T}$ is an increasing function of $\hat{x}$. Also, $K'(0) = \mu (= E(X_i))$. Thus the saddlepoint corresponding to $\mu$ is 0. For more discussion concerning these properties and the existence and uniqueness of the saddlepoint, see Daniels (1954).

- The two expansions

For convenience of our presentation, we now give the two expansions here. Daniels' expansion for $f_n(\bar{x})$ and Lugannani and Rice's expansion for $Q_n(\bar{x})$ are

$$f_n(\bar{x}) \sim g_n(\bar{x}) \sum_{r=0}^{\infty} \frac{a_r}{n^r}, \tag{2.2.14}$$

and

$$Q_n(\bar{x}) \sim 1 - \Phi(\hat{W}n^{\frac{1}{2}}) + \phi(\hat{W}n^{\frac{1}{2}}) \sum_{r=0}^{\infty} \frac{b_r}{n^{r+\frac{3}{2}}}, \tag{2.2.15}$$

where $g_n(\bar{x})$ is the saddlepoint approximation given by

$$g_n(\bar{x}) = \left[ \frac{n}{2\pi K''(\hat{T})} \right]^{\frac{1}{2}} e^{n[K(\hat{T}) - \hat{x}^2]}, \tag{2.2.16}$$

$\hat{W} = \text{sgn}(\hat{T})\{2[\hat{T}K'(\hat{T}) - K(\hat{T})]\}^{\frac{1}{2}}$, $\Phi$ and $\phi$ are the cumulative distribution function and probability density function of the standard normal distribution, respectively. The $a_r$'s and the $b_r$'s are coefficients in (3.3) in Daniels (1954) and (4.5) in Daniels (1987), respectively. In general they are functions of $\bar{x}$. For brevity we may write $K^{(r)}(\hat{T})$ as $\hat{K}^{(r)}$. We may also write $K^{(r)}(\hat{T})/[K''(\hat{T})]^{r/2}$ as $\lambda_r(\hat{T})$ or $\lambda_r$. Later in this section, we shall give expressions for $a_0$, $a_1$, $b_0$ and $b_1$ in terms of $\hat{T}$, the $\hat{K}^{(r)}$'s and the $\lambda_r$'s.

- Derivation of Daniels' expansion


We use the method of steepest descents. We first choose a proper contour, \( \xi \), for the inversion integral (2.2.11), which contains a small section of the curve of steepest descent that passes through the saddlepoint. Using elementary properties of \( M(T) \) and the integrability of \( |M(T)| \), we show that the contribution to the inversion integral from the part of the contour outside a small neighborhood of the saddlepoint is essentially the product of \( g_n(\bar{x}) \) and a quantity which converges to zero faster than any power of \( 1/n \). We then use Watson's Lemma to show that the series in (2.2.14) is an asymptotic expansion for the contribution from the part inside the neighborhood. It follows that the series is an asymptotic expansion for the inversion integral. Consequently, it is an asymptotic expansion for \( f_n(\bar{x}) \).

The contour is obtained by deforming a small section of the line \( T = \hat{T} + iy \) near the saddlepoint as described below. First set \( \tau \) in (2.2.11) to \( \hat{T} \) and then replace the section of \( T = \hat{T} + iy \) inside the neighborhood defined by \( |T - T_0| < \delta \) by the curve of steepest descent which is that branch of \( \text{Im}\{K(T) - T\bar{x}\} = 0 \) touching \( T = \hat{T} + iy \) at \( \hat{T} \). We denote this part of the deformed contour by \( \omega \). Outside this neighborhood, the contour is continued along curves orthogonal to \( \omega \) on which \( \text{Re}\{K(T) - T\bar{x}\} \) remains constant. These curves can be shown to meet \( T = \hat{T} + iy \) provided \( \delta \) is small enough. From the points where they meet, the contour resumes the original \( T = \hat{T} + iy \). The value of the inversion integral under this deformed contour is the same as that under the original \( T = \hat{T} + iy \) so long as \( \delta \) is small enough that the deformed contour is inside \( G \). Also, \( \omega \) can be chosen symmetric with respect to the real axis since \( \text{Im}\{K(T) - T\bar{x}\} \) is an odd function of \( y \). For more discussion concerning the contour, see Daniels (1954). Field and Ronchetti (1990, p. 28) contains a graph of the contour.

On the above contour of integration, \( |e^{K(T) - T\bar{x}}| \) reaches its absolute maximum at the saddlepoint \( \hat{T} \). To see this true, we first note that starting from the saddlepoint the value of \( \text{Re}\{K(T) - T\bar{x}\} \), and hence that of \( |e^{K(T) - T\bar{x}}| \), decreases as \( T \) moves along \( \omega \) away from the saddlepoint until the contour reaches the outside of the neighborhood \( |T - T_0| < \delta \). It then remains constant until the contour meets the original path \( T = \hat{T} + iy \). On the original path, according to the elementary properties of \( M(T) \), \( |M(T)| < |M(\hat{T})| \). Thus \( |M(T)e^{-T\bar{x}}| < |M(\hat{T})e^{-\hat{T}\bar{x}}| \) and, equivalently, \( |e^{K(T) - T\bar{x}}| < |e^{K(\hat{T}) - \hat{T}\bar{x}}| \).

Furthermore, by the asymptotic properties of \( M(T) \), it approaches 0 as \( |y| \) approaches infinity. Thus on the contour outside the neighborhood \( |T - T_0| < \delta \), \( \xi/\omega \), it cannot be
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arbitrarily close to \(|M(\hat{T})|\); i.e., there exists some \(\rho \in (0, 1)\) such that,

\[
\sup \{ |M(T)e^{-T\bar{z}}| : T \in \xi/\omega \} \leq \rho.
\]

We now rewrite the inversion integral (2.2.11) as

\[
f_n(\bar{x}) = \frac{n}{2\pi i} e^{n[K(\hat{T})-T\bar{z}]} \int_{\xi} e^{n[K(T)-T\bar{z}=K(\hat{T})+\hat{T}\bar{z}]} dT.
\]

A bound on the contribution to the integral in (2.2.17) from \(\xi/\omega\) is given by

\[
\left| \int_{\xi/\omega} e^{n[K(T)-T\bar{z}=K(\hat{T})+\hat{T}\bar{z}]} dT \right| = \left| \int_{\xi/\omega} \left[ \frac{M(T)e^{-T\bar{z}}}{M(\hat{T})e^{-\bar{T}\bar{z}}} \right]^n dT \right| 
\leq \frac{\rho^{n-\nu}}{|M(\hat{T})|^\nu} \int_{\xi/\omega} |M(T)e^{-T\bar{z}+\hat{T}\bar{z}}| |dT|.
\]

The integral in (2.2.18) is finite since \(|M(T)|^\nu\) is integrable over \(\xi/\omega\) and \(|e^{-T\bar{z}+\hat{T}\bar{z}}|\) is 1 except on a small finite section of \(\xi/\omega\) just outside the neighborhood. Thus the contribution to the integral in (2.2.17) from \(\xi/\omega\) is \(O(\rho^n)\).

On \(\omega\), \(K(T) - T\bar{x} - K(\hat{T}) + \hat{T}\bar{x}\) is real and analytic, and at \(\hat{T}\), its first derivative is 0. In order to utilize Watson's lemma, we introduce a new variable \(w\) such that

\[
\frac{-w^2}{2} = K(T) - T\bar{x} - K(\hat{T}) + \hat{T}\bar{x}
\]

\[
= \frac{1}{2} K''(\hat{T})(T - \hat{T})^2 + \frac{1}{6} K'''(\hat{T})(T - \hat{T})^3 + \cdots
\]

\[
= \frac{1}{2} z^2 + \frac{1}{6} \lambda_3 z^3 + \frac{1}{24} \lambda_4 z^4 + \cdots,
\]

where \(z = (T - \hat{T})[K''(\hat{T})]^{1/2}\), and \(w\) is chosen to have the same sign as \(Im(z)\) on the contour. Inversion of the series yields an expansion

\[
z = iw + \frac{1}{6} \lambda_3 w^2 + \left[ \frac{1}{24} \lambda_4 - \frac{5}{72} \lambda_3^2 \right] iw^3 + \cdots
\]

convergent in some neighborhood of \(w = 0\). This new variable \(w\) is a continuous one-to-one function of \(z\) and has range \((-A, B)\) where \(A\) and \(B\) are positive. Thus

\[
\int_{\omega} e^{n[K(T)-T\bar{z}+K(\hat{T})+\hat{T}\bar{z}]} dT = \frac{1}{K''(\hat{T})^{1/2}} \int_{-A}^{B} e^{-nw^2/2} \frac{dz}{dw} dw.
\]
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By noting that
\[
\frac{dz}{dw} = i + \frac{1}{3} \lambda_3 w + i \left[ \frac{1}{8} \lambda_4 - \frac{5}{24} \lambda_3^2 \right] w^2 + \cdots,
\] (2.2.20)
and applying Watson’s lemma to the integral in the right-hand side of (2.2.19), we obtain
\[
\int e^{i[K(T)-Tz-K(\hat{T})+\hat{T}z]} dT \sim i \left[ \frac{2\pi}{nK''(\hat{T})} \right]^{1/2} \left\{ a_0 + \frac{a_1}{n} + \frac{a_2}{n^2} + \cdots \right\},
\] (2.2.21)
where, by (2.2.20), \(a_0 = 1\) and \(a_1 = \frac{1}{8} \lambda_4 - \frac{5}{24} \lambda_3^2\). For a general expression for the \(a_i\)’s, see Daniels (1954). It follows from (2.2.21) and (2.2.18) that
\[
\int e^{i[K(T)-Tz-K(\hat{T})+\hat{T}z]} dT \sim i \left[ \frac{2\pi}{nK''(\hat{T})} \right]^{1/2} \left\{ a_0 + \frac{a_1}{n} + \frac{a_2}{n^2} + \cdots \right\}.
\] (2.2.22)
Inversion formula (2.2.17) then implies that
\[
f_n(\bar{x}) \sim \left[ \frac{n}{2\pi K''(\hat{T})} \right]^{1/2} e^{i[K(\hat{T})-\hat{T}z]} \left\{ a_0 + \frac{a_1}{n} + \frac{a_2}{n^2} + \cdots \right\}
= g_n(\bar{x}) \left\{ a_0 + \frac{a_1}{n} + \frac{a_2}{n^2} + \cdots \right\}.
\] (2.2.23)
We have obtained Daniels’ expansion for the density function (2.2.23).

- Derivation of Lugannani and Rice’s expansion

It is natural to try a routine application of the method of steepest descents to the inversion integral of the tail probability (2.2.12). Indeed, an asymptotic expansion for the tail probability may be obtained in this way (see Daniels, 1987) at any \(\bar{x}\) value except \(\mu\). At \(\mu\), the saddlepoint is 0 and is thus a singularity of the integrand. The method of steepest descents does not apply. Another problem with this approach is that even though an asymptotic expansion can be obtained for any \(\bar{x} \neq \mu\), the expansion does not provide an accurate approximation for \(Q_n(\bar{x})\) near \(\mu\), even for large \(n\) values, due to the presence of the pole.

Lugannani and Rice (1980) used a method developed for obtaining asymptotic expansions for contour integrals where the integrand has a simple pole near a saddlepoint, and derived an asymptotic expansion for the tail probability which is uniformly valid over the entire range of \(\bar{x}\). Daniels (1987) gave the following concise account of their derivation.
The basic idea is to evaluate the contributions to the inversion integral from the pole and the saddlepoint separately. This is achieved by introducing a new variable which enables one to write the inversion integral as the sum of two integrals. The value of the first integral represents the contribution from the pole. The integrand of this integral has a pole at the origin, but may be integrated exactly. The value of the second integral represents the contribution from the saddlepoint. The integrand has a saddlepoint but no singularity at or near $\mu$. Watson’s lemma is then used to obtain an asymptotic expansion for this integral. The new variable, $W$, is defined by the relation

$$\frac{1}{2} W^2 - \hat{W} W = K(T) - T \bar{x},$$

where $\hat{W}$ is as in (2.2.15). The inversion integral (2.2.12) is now expressed as

$$Q_n(\bar{x}) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{\frac{1}{2} W^2 - \hat{W} W} \left( \frac{1}{T} \frac{dT}{dW} \right) dW \quad (c > 0). \quad (2.2.24)$$

Equation (2.2.24) may be rearranged as

$$Q_n(\bar{x}) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{\frac{1}{2} W^2 - \hat{W} W} \frac{dW}{W} + \frac{1}{2\pi i} e^{-\frac{1}{2} \hat{W}^2} \int_{c-i\infty}^{c+i\infty} e^{\frac{1}{2} (W - \hat{W})^2} \left( \frac{1}{T} \frac{dT}{dW} - \frac{1}{W} \right) dW. \quad (2.2.25)$$

The first integral in (2.2.25) has a singularity at $W = 0$ (or $\bar{x} = \mu$), and has value $1 - \Phi(\hat{W} \frac{1}{2})$. To see that the integrand of the second integral has no singularity at or near $\mu$, we examine its asymptotic behavior as $\bar{x}$ approaches $\mu$, or equivalently, as $T$ approaches 0. When $|T|$ is small, $W \sim AT$ where

$$A = \frac{K'(\hat{T}) - K'(0)}{\hat{W}} = \frac{\bar{x} - \mu}{\hat{W}}$$

when $T \neq 0$, and $A = \{K''(0)\}^{-1/2}$ when $T = 0$. Hence $T^{-1} dT / dW \sim W^{-1}$. Since $dT / dW$ is analytic in a neighborhood of $W = 0$, so is $T^{-1} dT / dW - W^{-1}$. It follows that the path of integration for the second integral may be set to $W = \hat{W} + iy$ where $\hat{W}$ is the saddlepoint, even when $\hat{W} = 0$. Watson’s lemma is then applied to expand this integral, and the resulting expansion is uniformly valid across $\mu$. Detailed calculations lead to Lugannani and Rice’s expansion for the tail probability,

$$Q_n(\bar{x}) = 1 - \Phi(\hat{W} \frac{1}{2}) + \phi(\hat{W} \frac{1}{2}) \left\{ \frac{b_0}{n^{\frac{1}{2}}} + \frac{b_1}{n^{\frac{3}{2}}} + \cdots + \frac{b_k}{n^{k+\frac{1}{2}}} + O(n^{-k-\frac{1}{2}}) \right\}, \quad (2.2.26)$$
where, by letting $\tilde{U} = \tilde{T}(\tilde{K}''')^{\frac{1}{2}}$,

$$b_0 = \frac{1}{U} - \frac{1}{\tilde{W}}, \quad \text{and} \quad b_1 = \frac{1}{U} \left( \frac{1}{8} \lambda_4 - \frac{5}{24} \lambda_5^2 \right) - \frac{\lambda_3}{2U^2} - \frac{1}{U^3} + \frac{1}{\tilde{W}^3}. \quad (2.2.27)$$

Formulas for further coefficients may be found in Lugannani and Rice (1980).

When $\tilde{U}$, and hence $\tilde{W}$, are small, the individual terms making up $b_0$ and $b_1$ are seen to be large. However, by expanding $\tilde{W}$ in powers of $\tilde{U}$ as

$$\tilde{W} = \tilde{U} - \frac{1}{6} \lambda_3 \tilde{U}^2 + \frac{1}{24} (\lambda_4 - \frac{1}{3} \lambda_5^2) \tilde{U}^3 - \frac{1}{24} \left( \frac{1}{5} \lambda_5 - \frac{1}{6} \lambda_3 \lambda_4 + \frac{1}{18} \lambda_3^2 \right) \tilde{U}^4 + \cdots,$$

they reduce to

$$b_0 = -\frac{1}{6} \lambda_3 + \frac{1}{24} (\lambda_4 - \lambda_5^2) \tilde{U} + O(\tilde{U}^2), \quad b_1 = \frac{1}{40} \lambda_5 - \frac{5}{48} \lambda_3 \lambda_4 + \frac{35}{432} \lambda_3^2 + O(\tilde{U}). \quad (2.2.28)$$

Every $b_r$ can be expanded in this way as a series in powers of $\tilde{U}$ whose leading term is $O(1)$. Thus the $b_r$'s remain finite as $\tilde{U}$ crosses the origin. In practice, to approximate the tail probability one usually uses the leading term ($b_0$) of the expansion and writes this approximation as follows:

$$Q_n(\tilde{x}) = 1 - \Phi(\tilde{\zeta}) + \phi(\tilde{\zeta}) \left\{ \frac{1}{\tilde{z}} - \frac{1}{\tilde{\zeta}} + O(n^{-\frac{3}{2}}) \right\}, \quad (2.2.29)$$

where $\tilde{z} = \tilde{T}(n \tilde{K}''')^{\frac{1}{2}}$, and $\tilde{\zeta} = (2n(\tilde{T}\tilde{x} - \tilde{K}))^{\frac{1}{2}}$ sgn$(\tilde{T})$. At $\tilde{x} = \mu$, $\tilde{T} = 0$, $\tilde{\zeta} = 0$ and $\tilde{U} = 0$. By (2.2.28), $b_0 = \lambda_3(0)$. Thus (2.2.29) reduces to

$$Q_n(\mu) = \frac{1}{2} - \frac{1}{6} \frac{\lambda_3(0)}{(2\pi n)^{\frac{1}{2}}} + O(n^{-\frac{3}{2}}). \quad (2.2.30)$$

The expansion for the tail probability (2.2.26) leads to the following expansion for the cumulative distribution function $F_n(\tilde{x})$

$$F_n(\tilde{x}) = \Phi(\tilde{W} n^{\frac{1}{2}}) - \phi(\tilde{W} n^{\frac{1}{2}}) \left\{ \frac{b_0}{n^{\frac{1}{2}}} + \frac{b_1}{n^{\frac{3}{2}}} + \cdots + \frac{b_k}{n^{k+\frac{1}{2}}} + O(n^{-k-\frac{3}{2}}) \right\}. \quad (2.2.31)$$

We shall refer to this expansion as Lugannani and Rice's expansion for $F_n(\tilde{x})$.

Note that the uniform validity of (2.2.26) and (2.2.31) means that the $O(n^{-k-\frac{3}{2}})$ terms in these equations are independent of $\tilde{x}$. Discussions on uniform validity of expansions for contour integrals may be found in Wasow (1965) and Bleistein and Handelsman (1975). For
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a definition of this uniform validity, see Appendix A.

• The orders of the relative errors of the expansions

The absolute error of the saddlepoint approximation (2.2.16) is \( g_n(\bar{x})O(1/n) \), and that of the Lugannani and Rice's approximation (2.2.29) is \( \phi(\zeta)O(n^{-3/2}) \) or \( \phi(\hat{W}n^{1/2})O(n^{-3/2}) \). Since both the density and the tail probability tend to be small at the far tail, these absolute errors do not tell us much about the accuracy of the approximations. It is thus important to examine their relative errors.

The relative error of the saddlepoint approximation is given by

\[
\left| \frac{f_n(\bar{x}) - g_n(\bar{x})}{f_n(\bar{x})} \right| = \left| \frac{g_n(\bar{x})}{f_n(\bar{x})} - 1 \right| = O(1/n).
\]

To examine the relative error of Lugannani and Rice's approximation (2.2.29), and in general that of (2.2.31), we first calculate the asymptotic order of Mill's ratio, \( R(\hat{W}n^{1/2}) \). Using the following identity from Kendall and Stuart (1969, Vol. 1, p. 137)

\[
R(x) = \frac{|x|}{2\sqrt{\pi}} \int_0^\infty \frac{e^{-t^2/2} dt}{t + x^2/2},
\]

it is easy to see that \( R(\hat{W}n^{1/2}) = O(1/n^{1/2}) \). It follows that

\[
\frac{Q_n(\bar{x})}{1 - \Phi(\hat{W}n^{1/2}) + \phi(\hat{W}n^{1/2})b_0/n^{1/2}} = 1 - \frac{\phi(\hat{W}n^{1/2})O(1/n^{3/2})}{1 - \Phi(\hat{W}n^{1/2}) + \phi(\hat{W}n^{1/2})b_0/n^{1/2}} = 1 - O(1/n^{3/2}) = 1 - \frac{O(1/n^{3/2})}{R(\hat{W}n^{1/2}) + b_0/n^{1/2}} = 1 - O(1/n). \tag{2.2.32}
\]

It is not difficult to show using (2.2.32) that the relative error of Lugannani and Rice's approximation (2.2.29) is also \( O(1/n) \). Furthermore, it is uniformly \( O(1/n) \) since all the \( O(\cdot) \)'s in (2.2.32) are uniformly valid. The absolute and relative errors of other truncated versions of the two expansions may be discussed analogously.

• Renormalization

It is necessary to check whether an approximation for a density function is (1) non-negative, and (2) integrates to 1. The saddlepoint approximation \( g_n(\bar{x}) \) satisfies the first
condition, but does not in general integrate to 1. This problem is usually solved by multiplying $g_n(\bar{z})$ by a constant $c$, which is the reciprocal of the number that $g_n(\bar{z})$ integrates to. This strategy is known as renormalization, and $cg_n(\bar{z})$ is referred to as the renormalized saddlepoint approximation. Renormalization is usually carried out numerically. It can be time consuming since at each $\bar{z}$ the saddlepoint has to be computed using Newton's method. To reduce the amount of computation, Daniels (1987) suggested using $\hat{\bar{z}}$ as the variable of integration. This can be achieved by a simple change of variable and eliminates the need to compute saddlepoints. The renormalized saddlepoint approximation is often more accurate than the original saddlepoint approximation. Another benefit of renormalization is that one may store the values of $g_n(\bar{z})$ used for renormalization, and use them for computing an integrated saddlepoint approximation to approximate the distribution function.

It is also important to know whether Lugannani and Rice's approximation (2.2.29) is non-negative, non-decreasing and approaches 1/0 as $\bar{z}$ approaches the lower/upper end of its domain. Due to the complexity of the formula, these conditions are usually difficult to verify. We have not encountered any numerical example where they are not met. We shall further discuss these conditions, in particular, the last condition, in the next chapter.
Chapter 3

The Relationship Between the Two Expansions

3.1 Introduction

A natural alternative to Lugannani and Rice's approximation for the tail probability is that of numerically integrated saddlepoint approximation. Which one of the two approximations is more accurate? In their 1980 paper, Lugannani and Rice compared the two approximations through a numerical example and wrote, "this example suggests the conjecture that the integration of Daniels' series and our series for $Q_n(\bar{z})$ both give approximations to $Q_n(\bar{z})$ that are in error by the same order of magnitude". This conjecture was subsequently supported by numerical evidence provided by various authors, e.g., Daniels (1983), Field and Ronchetti (1990). Nevertheless, from a theoretical point of view the conjecture remains largely unanswered. The fact that the error terms for both approximations do not have simple expressions, and no simple and practical bounds are available made this conjecture difficult to pursue. See Lugannani and Rice (1980) for further discussion.
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Our interest in the mathematical relationship between the two expansions was raised by the possibility that such a relationship, should it exist, may hold the key to the conjecture. More specifically, if a relationship between the coefficients of the two expansions can be established, then we may be able to express the integrated saddlepoint approximation in terms of the coefficients of Lugannani and Rice's expansion. A direct comparison of the two approximations may then be possible. There is reason to believe some kind relationship indeed exists since they are both obtained by expanding the inversion integrals at the saddlepoint. This unknown relationship itself became an interesting question, and subsequently the focus of our investigation. Since the cumulative distribution function may be differentiated to obtain the corresponding density function, we asked whether the relationship between their asymptotic expansions is similar.

In this chapter, we investigate this relationship by focusing on the derivatives of the entire and truncated Lugannani and Rice series for $F_n(\bar{x})$. Our investigation starts with the derivation of a formal relationship which suggests that the derivative of Lugannani and Rice's series is Daniels' series. This formal relationship is then rigorously established by using asymptotic arguments. Applications of this result are then discussed. The following is an outline for this chapter. In Section 2 we formally differentiate Lugannani and Rice's series for $F_n(\bar{x})$ and show that the resulting series resembles Daniels' series for $f_n(\bar{x})$. In Section 3 we prove, under a uniform validity assumption concerning Daniels' series, that we can indeed differentiate Lugannani and Rice's series for $F_n(\bar{x})$ to obtain Daniels' series. This result is the main result of this chapter. In Section 4 we show that the uniform validity condition required to prove the relationship is in general true. We then apply the main result in Section 5 to study the relationship between the truncated versions of the two series, which establishes the derivative of a truncated Lugannani and Rice series as an alternative asymptotic approximation to the density function and provides an answer to Lugannani and Rice's conjecture. We also derive a saddlepoints approximation for the standardized mean, a result related to the uniform validity of the saddlepoint expansion for the mean.

Throughout this chapter, we assume that $X_i$ has a continuous density function $f(x)$ whose domain is an interval on the real line. As the existence of the two series depends on the existence of the saddlepoint, we shall only be concerned with those $\bar{x}$ values that
have saddlepoints. These $\bar{z}$ values form an interval. For this chapter, we shall refer to this interval as the domain of $\bar{z}$.

### 3.2 Formal differentiation

The derivative of $\hat{T}$ with respect to $\bar{z}$ and the derivative of $\hat{W}$ with respect to $\hat{T}$ are used repeatedly in the differentiation. It is not difficult to show that they are

$$\frac{d\hat{T}}{d\bar{z}} = \frac{1}{K''(\hat{T})}, \quad \text{and} \quad \frac{d\hat{W}}{d\hat{T}} = \frac{\hat{T}K''(\hat{T})}{\hat{W}}.$$ 

We now formally differentiate Lugannani and Rice's series for $F_n(\bar{z})$ (2.2.31).

\[
f_n(\bar{z}) = \frac{dF_n(\bar{z})}{d\bar{z}} \\
\sim \frac{d\hat{T}}{d\bar{z}} \frac{d}{d\hat{T}} \left[ \Phi(\hat{W}n^{\frac{1}{2}}) - \phi(\hat{W}n^{\frac{1}{2}}) \sum_{r=0}^{\infty} \frac{b_r}{n^{r+\frac{1}{2}}} \right] \\
= \frac{\phi(\hat{W}n^{\frac{1}{2}})}{K''(\hat{T})} \left[ \frac{d(\hat{W}n^{\frac{1}{2}})}{d\hat{T}} + \hat{W}n^{\frac{1}{2}} \frac{d(\hat{W}n^{\frac{1}{2}})}{d\hat{T}} \sum_{r=0}^{\infty} \frac{b_r}{n^{r+\frac{1}{2}}} - \sum_{r=0}^{\infty} \frac{db_r}{d\hat{T}} \frac{1}{n^{r+\frac{1}{2}}} \right] \\
= \frac{g_n(\bar{z})}{\hat{W}} \left[ \frac{\hat{T}(\hat{K}'')^{\frac{1}{2}}}{\hat{W}} + \hat{T}(\hat{K}'')^{\frac{1}{2}} \sum_{r=0}^{\infty} \frac{b_r}{n^r} - \sum_{r=0}^{\infty} (\hat{K}'')^{-\frac{1}{2}} \frac{db_r}{d\hat{T}} \frac{1}{n^{r+1}} \right] \\
= g_n(\bar{z}) \left\{ \frac{\hat{T}(\hat{K}'')^{\frac{1}{2}}}{\hat{W}} + \hat{T}(\hat{K}'')^{\frac{1}{2}} b_0 + \sum_{r=1}^{\infty} \frac{1}{n^r} \left[ \hat{T}(\hat{K}'')^{\frac{1}{2}} b_r - (\hat{K}'')^{-\frac{1}{2}} \frac{db_r-1}{d\hat{T}} \right] \right\} \tag{3.2.1}\]

Recalling from (2.2.27) that

\[
b_0 = \frac{1}{\hat{T}(\hat{K}'')^{\frac{1}{2}}} - \frac{1}{\hat{W}}, \tag{3.2.2}\]

it is easy to see that

\[
\frac{\hat{T}(\hat{K}'')^{\frac{1}{2}}}{\hat{W}} + \hat{T}(\hat{K}'')^{\frac{1}{2}} b_0 = 1. \tag{3.2.3}\]

Thus (3.2.1) may be written as

\[
f_n(\bar{z}) \sim g_n(\bar{z}) \left\{ 1 + \sum_{r=1}^{\infty} \frac{1}{n^r} \left[ \hat{T}(\hat{K}'')^{\frac{1}{2}} b_r - (\hat{K}'')^{-\frac{1}{2}} \frac{db_r-1}{d\hat{T}} \right] \right\}. \tag{3.2.4}\]
Chapter 3. The Relationship Between the Two Expansions

With \( b_{-1} = -\hat{W} \), (3.2.4) may be written in a more compact form

\[
\hat{f}_n(\bar{x}) \sim g_n(\bar{x}) \sum_{r=0}^{\infty} \frac{1}{n^r} \left[ \hat{T}(\hat{K}''')^{\frac{1}{2}} b_r - (\hat{K}'')^{-\frac{1}{2}} \frac{d b_{r-1}}{d \hat{T}} \right] = g_n(\bar{x}) \sum_{r=0}^{\infty} \frac{c_r}{n^r},
\]

(3.2.5)

where

\[
c_r = \hat{T}(\hat{K}''')^{\frac{1}{2}} b_r - (\hat{K}'')^{-\frac{1}{2}} \frac{d b_{r-1}}{d \hat{T}}.
\]

The formal relation (3.2.5) suggests that the asymptotic series in the right-hand side of (3.2.5) is an asymptotic expansion of the density function \( \hat{f}_n(\bar{x}) \). Furthermore, since Daniels' series (2.2.23) is an asymptotic expansion of \( f_n(\bar{x}) \) and the asymptotic series in the right-hand side of (3.2.5) is in the form of Daniels' series, it suggests that the two series should coincide with one another, that is \( c_r = a_r \) (\( r = 0, 1, \ldots \)). From (3.2.4) and the argument below we see that \( c_0 = 1 \) and \( c_1 = \frac{1}{8} \lambda_4 - \frac{5}{24} \lambda_3^2 \), which indeed match \( a_0 \) and \( a_1 \), respectively. If this formal relation can be rigorously established, then by the uniqueness of the asymptotic expansion with respect to the asymptotic sequence \( \{1/n^r\} \), the entire series (3.2.5) coincides with Daniels' series (2.2.23), and thus \( c_r = a_r \) (\( r = 0, 1, \ldots \)).

We conclude this section by showing that \( a_1 = c_1 \), i.e.,

\[
a_1 = \hat{T}(\hat{K}''')^{\frac{1}{2}} b_1 - (\hat{K}'')^{-\frac{1}{2}} \frac{d b_0}{d \hat{T}},
\]

(3.2.7)

which is also a useful identity for the proof of Theorem 3.1 in the next section. Using the expressions for \( b_0 \) and \( b_1 \) shown in (2.2.27), we can show that

\[
(\hat{K}''')^{-\frac{1}{2}} \frac{d b_0}{d \hat{T}} = -\frac{\hat{K}^{(3)}}{2 \hat{T}(\hat{K}'')^2} - \frac{1}{T^2 \hat{K}''} + \frac{\hat{T}(\hat{K}''')^{\frac{1}{2}}}{\hat{W}^3},
\]

(3.2.8)

and that

\[
\hat{T}(\hat{K}''')^{\frac{1}{2}} b_1 = \left( \frac{1}{8} \lambda_4 - \frac{5}{24} \lambda_3^2 \right) - \frac{\hat{K}^{(3)}}{2 \hat{T}(\hat{K}'')^2} - \frac{1}{T^2 \hat{K}''} + \frac{\hat{T}(\hat{K}''')^{\frac{1}{2}}}{\hat{W}^3}.
\]

(3.2.9)

Equation (3.2.7) then follows from (3.2.8) and (3.2.9).
3.3 The main theorem

When a function of two variables \( f(s, t) \) has an asymptotic series expansion in variable \( s \), it is not always true that formally differentiating this series with respect to \( t \) will result in an asymptotic series for the partial derivative \( f_t(s, t) \). Wasow (1965, pp. 43-48) discussed conditions under which this is true. But these conditions are in general not satisfied here. In this section, we state and prove the main result of this chapter, i.e., the following theorem, which presents a sufficient condition under which the formal relation (3.2.5) derived by differentiating Lugannani and Rice’s series for \( F_n(x) \) is valid.

**Theorem 3.1.** Let \( D_x \) be a bounded closed interval in the domain of \( x \). If Daniels’ series (2.2.23) is uniformly valid in \( D_x \), then the series in (3.2.5) obtained by differentiating Lugannani and Rice’s series (2.2.31) coincides with Daniels’ series (2.2.23) in \( D_x \).

To prove the theorem, we first establish conditions, through Lemma 3.1 and 3.2 below, under which a power series expansion of \( f(s, t) \) in \( s \) may be differentiated with respect to \( t \) to obtain a power series expansion of \( f_t(s, t) \). Lemma 3.1 gives a necessary and sufficient condition for uniform validity of an asymptotic series. Lemma 3.2 uses the condition given by Lemma 3.1 to show that when asymptotic expansions for both \( f_t(s, t) \) and \( f(s, t) \) with respect to the asymptotic sequence \( \{s^r\} \) exist, the expansion for \( f_t(s, t) \) is the derivative of that for \( f(s, t) \), provided it is uniformly valid. Lemma 3.1 and its proof are taken, essentially, from Chapter 3 in *Asymptotic Expansions for Ordinary Differential Equations* by Wasow (1965). Theorem 3.1 and the lemmas in this section all involve the notion of uniform validity of asymptotic expansions for functions of two variables, which we had come across a few times toward the end of Chapter 2. For discussion concerning this uniform validity, as well as generalizations of Lemma 3.1, see Appendix A.

**Lemma 3.1.** (Wasow, 1965) Let \( f(s, t) \) be bounded in \( D_s \times D_t \) where \( 0 \in D_s \), and \( h_r(t) \) (\( r = 0, 1, \ldots \)) be bounded in \( D_t \). Then

\[
\begin{align*}
  f(s, t) & \sim \sum_{r=0}^{\infty} h_r(t)s^r \quad \text{as} \quad s \to 0 \\
\end{align*}
\]
uniformly for $t \in D_t$ iff for every $m$ the function $E_m(s, t)$ defined by the relation

$$f(s, t) = \sum_{r=0}^{m} h_r(t)s^r + E_m(s, t)s^{m+1} \quad (3.3.11)$$

is bounded in $D_s \times D_t$.

**Proof:**

(a) If the expansion (3.3.10) is uniformly valid for $t \in D_t$ then there exists, for every $\varepsilon > 0$, a $\delta_m(\varepsilon) > 0$, independent of $t$, such that in $D_s \times D_t$

$$\left| s^{-m} \left[ f(s, t) - \sum_{r=0}^{m} h_r(t)s^r \right] \right| < \varepsilon,$$

whenever $|s| \leq \delta_m(\varepsilon)$. Applying the inequality with $m + 1$ instead of $m$ we find immediately that

$$\left| s^{-(m+1)} \left[ f(s, t) - \sum_{r=0}^{m} h_r(t)s^r \right] \right| < \varepsilon + |h_{m+1}(t)|, \quad |s| \leq \delta_m(\varepsilon),$$

which implies the boundedness of $E_m(s, t)$ for the part of $D_s \times D_t$ in which $|s| \leq \delta_m(\varepsilon)$. For $|s| > \delta_m(\varepsilon), (s, t) \in D_s \times D_t$, the boundedness of

$$E_m(s, t) = s^{-(m+1)} \left[ f(s, t) - \sum_{r=0}^{m} h_r(t)s^r \right] \quad (3.3.12)$$

follows from the boundedness of $f(s, t)$ and of the $h_r(t)$'s.

(b) If $E_m(s, t)$, as defined by formula (3.3.12), is bounded we have

$$s^{-m} \left[ f(s, t) - \sum_{r=0}^{m} h_r(t)s^r \right] = E_m(s, t)s,$$

which tends uniformly in $D_t$ to zero, as $s \to 0$ in $D_s$. #

**Lemma 3.2.** Assume $\frac{\partial f(s, t)}{\partial t}$ is integrable in $t$ and bounded in $D_s \times D_t$, where $0 \in D_s$ and $D_t$ is a bounded closed interval on the real line. If

$$f(s, t) \sim \sum_{r=0}^{\infty} h_r(t)s^r \quad \text{as} \quad s \to 0, \quad (3.3.13)$$

and

$$\frac{\partial f(s, t)}{\partial t} \sim \sum_{r=0}^{\infty} l_r(t)s^r \quad \text{as} \quad s \to 0, \quad (3.3.14)$$
where (3.3.14) is uniformly valid in $D_t$ and $l_r(t)$'s are continuous functions of $t$, then the $h_r(t)$'s are differentiable in $D_t$ and

$$l_r(t) = \frac{dh_r(t)}{dt} \quad \text{for } r = 0, 1, \ldots$$

**Proof:**

Since $\frac{\partial f(s, t)}{\partial t}$ and the $l_r(t)$'s are bounded, (3.3.14) and Lemma 3.1 imply that for every $m$ the function $E_m(s, t)$ defined by the relation

$$\frac{\partial f(s, t)}{\partial t} = \sum_{r=0}^{m} l_r(t)s^r + E_m(s, t)s^{m+1}$$

is bounded in $D_s \times D_t$. For $t$ and $t'$ in $D_t$

$$\int_t^{t'} \frac{\partial f(s, v)}{\partial v}dv = \sum_{r=0}^{m} \left[ \int_t^{t'} l_r(v)dv \right] s^r + \left[ \int_t^{t'} E_m(s, v)dv \right] s^{m+1}.$$ 

Since $\int_t^{t'} l_r(v)dv$ ($r = 0, 1, \ldots, m$) are bounded in $D_t$, and $\int_t^{t'} \frac{\partial f(s, v)}{\partial v}dv$ and $\int_t^{t'} E_m(s, v)dv$ ($m = 0, 1, \ldots$) are bounded in $D_s \times D_t$, by Lemma 3.1

$$\int_t^{t'} \frac{\partial f(s, v)}{\partial v}dv \sim \sum_{r=0}^{\infty} \left[ \int_t^{t'} l_r(v)dv \right] s^r$$

as $s \to 0$ uniformly in $D_t$. That is:

$$f(s, t') - f(s, t) \sim \sum_{r=0}^{\infty} \left[ \int_t^{t'} l_r(v)dv \right] s^r$$

as $s \to 0$ uniformly in $D_t$. On the other hand, (3.3.13) implies that

$$f(s, t') - f(s, t) \sim \sum_{r=0}^{\infty} \left[ h_r(t') - h_r(t) \right] s^r$$

as $s \to 0$. By the uniqueness of asymptotic expansion with respect to a given asymptotic sequence,

$$h_r(t') - h_r(t) = \int_t^{t'} l_r(v)dv \quad \text{for } r = 0, 1, \ldots$$

(3.3.15)

Since $l_r$ is continuous and (3.3.15) holds for any $t' \in D_t$, (3.3.15) implies that $h'_r(t)$ exists and equals $l_r(t)$ ($r = 0, 1, \ldots$). 

Nonetheless, since $f_n(\bar{x})$ in (2.2.23) is not bounded when $n$ approaches infinity, and Lugannani and Rice's series (2.2.31) is not a standard power series, Lemma 3.2 cannot be
directly applied to (2.2.31) and (2.2.23) to prove the theorem. We now focus on a new function, $I(n, \bar{z})$, defined below, and show that this function and its partial derivative have asymptotic power series expansions. Lemma 3.2 is then used to establish the relationship between these two power series, which leads to the theorem.

**Lemma 3.3.** Let $D_n$ be the set of positive integers, $D_2$ be a bounded closed interval in the domain of $\bar{z}$, and $I(n, \bar{z})$ be defined by the relation

$$F_n(\bar{z}) = \Phi(\tilde{W} n^{\frac{1}{2}}) - \frac{\phi(\tilde{W} n^{\frac{1}{2}})b_0}{n^{\frac{1}{2}}} - \phi(\tilde{W} n^{\frac{1}{2}})I(n, \bar{z}). \quad (3.3.16)$$

Then

(i) $I(n, \bar{z}) \sim \sum_{r=1}^{\infty} \frac{b_r}{n^{r+\frac{1}{2}}} \text{ as } n \to \infty \text{ uniformly for } \bar{z} \in D_2. \quad (3.3.17)$

Furthermore, if (2.2.23) is uniformly valid in $D_2$, then

(ii) $\frac{\partial I(n, \bar{z})}{\partial \bar{z}}$ is continuous in $\bar{z}$ and bounded in $D_n \times D_2$, and

(iii) $\frac{\partial I(n, \bar{z})}{\partial \bar{z}} \sim \sum_{r=1}^{\infty} h_r(\bar{z}) \frac{1}{n^{r+\frac{1}{2}}} \text{ uniformly with respect to } \bar{z} \in D_2,$

where $h_r(\bar{z}) = \frac{d^r}{d\bar{z}^r}$ for $r = 1, 2, \ldots$

**Proof:**

(i) is readily obtained upon substituting Lugannani and Rice’s series for $F_n(\bar{z})$ (2.2.31) in (3.3.16). To show (ii) is true, differentiate both sides of (3.3.16) with respect to $\bar{z}$. We obtain

$$f_n(\bar{z}) = g_n(\bar{z}) \left[ 1 - \frac{(\tilde{K}''')^{-\frac{1}{2}}}n \frac{d\bar{y}}{d\bar{z}} + n^{\frac{1}{2}} \tilde{T}(\tilde{K}''')^{\frac{1}{2}} I(n, \bar{z}) - n^{-\frac{1}{2}} (\tilde{K}''')^{\frac{1}{2}} \frac{\partial I(n, \bar{z})}{\partial \bar{z}} \right]. \quad (3.3.18)$$

Define $D_1(n, \bar{z})$ and $L_1(n, \bar{z})$ by the following relations

$$\frac{f_n(\bar{z})}{g_n(\bar{z})} = 1 + \frac{a_1}{n} + \frac{D_1(n, \bar{z})}{n^2}, \quad (3.3.19)$$

$$I(n, \bar{z}) = \frac{b_1}{n^{1+\frac{1}{2}}} + \frac{L_1(n, \bar{z})}{n^{2+\frac{1}{2}}}. \quad (3.3.20)$$

For any finite $n$, $f_n(\bar{z})/g_n(\bar{z})$ and $I(n, \bar{z})$ are bounded in $D_2$. When $n$ approaches infinity, by the uniform validity assumption on (2.2.23) and (i), they approach the leading terms in
the right-hand side of (3.3.19) and (3.3.20) uniformly, respectively. Thus \( f_n(\bar{x})/g_n(\bar{x}) \) and \( I(n, \bar{x}) \) are bounded in \( D_n \times D_{\bar{x}} \). Lemma 3.1 then implies that \( D_1(n, \bar{x}) \) and \( L_1(n, \bar{x}) \) are both bounded in \( D_n \times D_{\bar{x}} \). They are also continuous in \( \bar{x} \) since \( f_n(\bar{x})/g_n(\bar{x}) \) and \( I(n, \bar{x}) \), and \( a_1 \) and \( b_1 \) are all continuous in \( \bar{x} \).

Substitute (3.3.19), (3.3.20) into (3.3.18), and use the identity (3.2.7), we obtain

\[
\frac{\partial I(n, \bar{x})}{\partial \bar{x}} = \hat{T} \left[ \frac{L_1(n, \bar{x})}{n^{1+\frac{1}{2}}} \right] - (\hat{K}'')^{-\frac{1}{2}} \left[ \frac{D_1(n, \bar{x})}{n^{1+\frac{1}{2}}} \right].
\]

On \( D_{\bar{x}}, \hat{T} \) and \( (\hat{K}'')^{-\frac{1}{2}} \) are both continuous and bounded. Thus it follows from the boundedness and continuity of \( D_1(n, \bar{x}) \) and \( L_1(n, \bar{x}), \frac{\partial I(n, \bar{x})}{\partial \bar{x}} \) is continuous in \( \bar{x} \) and bounded in \( D_n \times D_{\bar{x}} \).

To show (iii), rewrite (3.3.18) as

\[
\frac{\partial I(n, \bar{x})}{\partial \bar{x}} = n^{\frac{1}{2}}(\hat{K}'')^{-\frac{1}{2}} \left[ \frac{f_n(\bar{x})}{g_n(\bar{x})} + 1 - (\hat{K}'')^{-\frac{1}{2}} \frac{db_k}{d\hat{T}} + n^{\frac{1}{2}} \hat{T}(\hat{K}'')^{\frac{1}{2}} I(n, \bar{x}) \right].
\]

By substituting (2.2.23) for \( f_n(\bar{x}) \) and the asymptotic series in (i) for \( I(n, \bar{x}) \) into the above equation, we obtain

\[
\frac{\partial I(n, \bar{x})}{\partial \bar{x}} \sim n^{\frac{1}{2}}(\hat{K}'')^{-\frac{1}{2}} \left[ \sum_{r=1}^{\infty} \frac{\hat{T}(\hat{K}'')^{\frac{1}{2}} b_r}{n^r} - \sum_{r=1}^{\infty} \frac{a_r}{n^r} - (\hat{K}'')^{-\frac{1}{2}} \frac{db_k}{d\hat{T}} \right] \text{ as } n \to \infty.
\]

By using the identity \( a_1 = \hat{T}(\hat{K}'')^{\frac{1}{2}} b_1 - (\hat{K}'')^{-\frac{1}{2}} \frac{db_k}{d\hat{T}} \), and collecting terms according to the powers of \( n \) we have

\[
\frac{\partial I(n, \bar{x})}{\partial \bar{x}} \sim \sum_{r=1}^{\infty} \left[ \hat{T} b_{r+1} - (\hat{K}'')^{-\frac{1}{2}} a_{r+1} \right] \frac{1}{n^{r+\frac{1}{2}}}
\]

\[
= \sum_{r=1}^{\infty} h_r(\bar{x}) \frac{1}{n^{r+\frac{1}{2}}} ,
\]

where

\[
h_r(\bar{x}) = \hat{T} b_{r+1} - (\hat{K}'')^{-\frac{1}{2}} a_{r+1}.
\]

The asymptotic expansion in the right-hand side of (3.3.21) is uniformly valid due to the uniform validity assumption on Daniels' series (2.2.23) and the uniform validity of the expansion in (i). Since the \( h_r \)'s are functions of \( a_r \)'s, \( b_r \)'s, \( \hat{K}'' \), and \( \hat{T} \), they are continuous in
\( \bar{x} \). (ii) and Lemma 2 then imply that \( h_r(\bar{x}) = \frac{d^r \bar{x}}{d \bar{x}} \) for \( r = 1, 2, \ldots \).

**Proof of Theorem 3.1:**

By substituting the asymptotic expansions of \( I(n, \bar{x}) \) and \( \frac{\partial I(n, \bar{x})}{\partial \bar{x}} \) in Lemma 3.3 into (3.3.18) and collecting terms according to the powers of \( n \), we obtain (3.2.5). Thus (3.2.5) is indeed a uniformly valid asymptotic expansion of \( f_n(\bar{x}) \) for \( \bar{x} \) in \( \mathcal{D}_z \). By the uniqueness of asymptotic expansion with respect to the asymptotic sequence \( \{1/n^r\} \), this uniformly valid asymptotic series coincides with that of Daniels.

The above proof centers on proving the asymptotic validity of the series in the right-hand side of (3.2.5). The general relationship between the coefficients of Daniels' series and Lugannani and Rice's series, i.e., \( c_r \) in (3.2.6) equals \( a_r \), is a consequence of this validity and the uniqueness of asymptotic expansion with respect to a given asymptotic sequence. One may also prove the theorem without explicitly using the uniqueness property by showing that (3.3.22) implies \( c_r = a_r \) (\( r = 0, 1, \ldots \)).

To conclude, we note that the uniform validity condition required by the theorem is not as restrictive as it appears to be. We show in the following section that this condition is rather easily satisfied.

**3.4 Uniform validity of Daniels' expansion**

Theory announced to date on the uniform validity of Daniels' expansion falls into two categories, i.e., results on uniform validity of the saddlepoint approximation as \( \bar{x} \) approaches the end points of its domain, and results on uniform validity of the entire series in some given compact subset of the domain. Daniels (1954) studied four classes of densities for uniform validity in the tail. Jensen (1988) further studied these four classes. These two papers showed that for the four classes of continuous densities, the saddlepoint approximation is uniformly valid as \( \bar{x} \) approaches the end points. The results in the latter category were presented by Barndorff-Nielsen and Cox (1979), in which they gave a condition and outlined a proof for the uniform validity of the Edgeworth expansion for a parametric family of densities in any compact subset of the parameter space. This result led to the uniform validity of Daniels' series in any compact subset in the parameter space. These results,
however, appear to be valid only for the exponential families considered in their paper. The outlined proof in their paper and that in Jensen (1988) for the uniform validity of the saddlepoint approximation both use Feller’s (1966) method for verifying the uniform validity of the Edgeworth expansion. Jensen (1991) gave a set of three conditions under which Daniels’ series is uniformly valid in a subset of the parameter space. Note that the parameter that we have been referring to is the saddlepoint, $\hat{T}$. Uniformity results in terms of this parameter may be translated into results in terms of $\tilde{x}$ using the relation $\tilde{x} = K'(\hat{T})$.

In this section, we prove two theorems concerning the uniform validity of Daniels’ series on compact sets. The first theorem (Theorem 3.2) identifies two conditions under which the series is uniformly valid. This theorem is similar to the univariate version of the corollary in the appendix in Barndorff-Nielsen and Cox (1979), but it uses stronger conditions than the corollary and its validity is not restricted to a certain type of densities. The proof is also based on Feller’s method for verifying the uniform validity of Edgeworth expansion, and the theorem resembles the fundamental lemma (1) in Jensen (1991). Nevertheless, we were unaware of Jensen’s (1991) result at the time we proved the theorem, and our proof is also somewhat different from that outlined in Jensen (1991, 1988). There has been no detailed proof in the literature so far. We thus include our proof here for the completeness of our discussion. The second theorem (Theorem 3.3) shows that Daniels’ series is, for all practical purposes, always uniformly valid.

**Theorem 3.2.** Let $\bar{X}$ be the mean of $n$ i.i.d. observations with underlying density function $f(x)$, and $D_{\bar{x}} = [x_1, x_2]$ be a bounded closed interval in the domain of $\bar{x}$. If (i) there exist $\gamma > 0$ and $\kappa > 0$ such that for $f \in D_{\bar{x}},$

$$\int_{-\infty}^{\infty} \left| \phi_{\bar{x}}(y) \right|^\gamma dy < \kappa < \infty,$$

where

$$\phi_{\bar{x}}(y) = \frac{e^{[K(\hat{T}+iy)−(\hat{T}+iy)x]}}{e^{[K(\hat{T})−\hat{T}x]}},$$

(3.4.23)

and (ii) for any $y_0 > 0$, there exists a $\rho_0 \in (0,1)$ such that for all $\bar{x} \in D_{\bar{x}}$, $|\phi_{\bar{x}}(y)| < \rho_0$ when $|y| > y_0$, then Daniels’ expansion (2.2.23) is uniformly valid in $D_{\bar{x}}$.

Function $\phi_{\bar{x}}(y)$ is the characteristic function corresponding to the conjugate density

$$h_{\bar{x}}(u) = c(\bar{x})e^{\hat{T}u}f(u + \bar{x}),$$
where \( c(\bar{z}) = e^{-K(\bar{T})+\bar{T}z} \). It arises naturally in Daniels' second derivation of the saddlepoint expansion (2.2.23) (Section 4 in Daniels, 1954) which establishes the asymptotic property of the expansion through that of the Edgeworth expansion. Using the relationship \( K'(\bar{T}) = \bar{z} \), one can show that the mean and variance of a random variable, \( U_z \), whose density is \( h_z(u) \), are zero and \( K''(\bar{T}) \), respectively. To prove Theorem 3.2, we need the following lemma.

**Lemma 3.4.** For any given \( r \), the \( r \)th absolute moment of the random variable \( U_z \), \( M_r(\bar{z}) = E(|U_z|^r) \), is bounded in \( D_z \).

**Proof:**

Let \((l, u)\) be the largest open interval in which the moment generating function \( M(t) \) exists. At a saddlepoint \( \bar{T} \), \( K''(\bar{T}) > 0 \) (Daniels, 1954). Thus \( \bar{z} = K'(\bar{T}) \) is a strictly increasing function of \( \bar{T} \). Since \( K'(\bar{T}) \) is also continuous, it has a continuous and strictly increasing inverse function. Hence, the set of saddlepoints that correspond to the \( \bar{z} \)'s in \([x_1, x_2]\) form an interval \([\bar{T}_1, \bar{T}_2] \subset (l, u)\), where \( \bar{T}_1 = \bar{T}(x_1) \), and \( \bar{T}_2 = \bar{T}(x_2) \). For each \( r \in \{0, 1, \ldots\} \)

\[
M_r(\bar{z}) = \int_{-\infty}^{\infty} |u|^r c(\bar{z}) e^{\bar{T}u} f(u + \bar{z}) du
= c(\bar{z}) e^{-\bar{T}z} \int_{-\infty}^{\infty} |y - \bar{z}|^r e^{\bar{T}y} f(y) dy.
\]

Choose \( \delta > 0 \) such that \( \bar{T}_1 - \delta \) and \( \bar{T}_2 + \delta \) are in \((l, u)\), and choose \( C > 0 \) such that for all \( \bar{z} \) in \([x_1, x_2]\), \( |y - \bar{z}| e^{\bar{T}y} < e^{(\bar{T}_2+\delta)y} \) when \( y > C \), and \( |y - \bar{z}| e^{\bar{T}y} < e^{(\bar{T}_1-\delta)y} \) when \( y < -C \). Then

\[
\int_{-\infty}^{\infty} |y - \bar{z}|^r e^{\bar{T}y} f(y) dy \leq \int_{-C}^{C} |y - \bar{z}|^r e^{\bar{T}y} f(y) dy
+ \int_{-\infty}^{-C} e^{(\bar{T}_1-\delta)y} f(y) dy + \int_{C}^{\infty} e^{(\bar{T}_2+\delta)y} f(y) dy. \tag{3.4.24}
\]

Note that the last two terms in (3.4.24) are bounded by \( M(\bar{T}_1-\delta) \) and \( M(\bar{T}_2+\delta) \) respectively, which are both finite constants since \( \bar{T}_1 - \delta \) and \( \bar{T}_2 + \delta \) are in \((l, u)\). Furthermore, \( c(\bar{z}) e^{-\bar{T}z} \) and \( |y - \bar{z}| e^{\bar{T}y} \) are continuous and bounded in \( \{(\bar{z}, y) : \bar{z} \in [x_1, x_2] \) and \( |y| < C \} \). Thus \( M_r(\bar{z}) \) is bounded in \( D_z \) for any given \( r \). #

The above proof may be easily modified to show that \( M_r(\bar{z}) \) is actually continuous in \( D_z \). We also need the following inequality concerning the Taylor expansion of a characteristic function. Assuming that \( M_{(r+1)} \) for some distribution with characteristic function \( \varphi(t) \) is
finite, then the following inequality is valid
\[ |\varphi(t) - \varphi(0) - \frac{t}{1!}\varphi'(0) - \cdots - \frac{t^r}{r!}\varphi^{(r)}(0)| < M_{r+1} \frac{|t|^{r+1}}{(r+1)!}. \] (3.4.25)

See Feller (1966, p. 487) for a proof.

**Proof of Theorem 3.2:**

The density function \( f_n(\bar{x}) \) may be expressed in terms of \( \phi_\bar{x} \) as (Section 4 in Daniels, 1954)
\[
f_n(\bar{x}) = e^{n[K(\bar{T}) - \bar{T}\bar{x}]} \frac{n}{2\pi} \int_{-\infty}^{\infty} \phi_\bar{x}^n(y)dy \\
= g_n(\bar{x}) \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \phi_\bar{x}^n \left( \frac{t}{\sigma(\bar{x})\sqrt{n}} \right) dt, \tag{3.4.26}
\]
where \( \sigma(\bar{x}) = \sqrt{K''(\bar{T})} \). The basic idea is to write the integral in (3.4.26) as the sum of two integrals, and then to show that one of these two integrals has an asymptotic approximation in powers of \( 1/n \) that is uniformly valid with respect to all \( \bar{x} \in D_\bar{x} \) while the other integral converges to zero uniformly faster than any power of \( 1/n \) as \( n \) goes to infinity. The asymptotic approximation multiplied by \( g_n(\bar{x}) \) then forms a uniformly valid expansion for the density \( f_n(\bar{x}) \). This approximation must coincide with Daniels' expansion due to the uniqueness of asymptotic expansions with respect to a given asymptotic sequence. We can thus conclude that Daniels' expansion is uniformly valid.

Define function \( \psi_\bar{x}(t) \) by the following relation
\[
\psi_\bar{x}(t) = \log \phi_\bar{x}(t) + \frac{1}{2}\sigma^2(\bar{x})t^2. \tag{3.4.27}
\]
To obtain the Taylor approximation for \( \psi_\bar{x}(t) \) up to and including the term of degree \( r \) \( (r \geq 3) \) near \( t = 0 \), we note that, by (3.4.25) and the fact that \( \phi'_\bar{x}(0) = E(U_\bar{x}) = 0, \phi_\bar{x}(t) \) has Taylor approximation
\[
\phi_\bar{x}(t) = 1 - \frac{1}{2}\sigma^2(\bar{x})t^2 + \frac{\phi^{(3)}(0)}{3!}t^3 + \cdots + \frac{\phi^{(r)}(0)}{r!}t^r + O(|t|^{r+1}),
\]
where coefficients for terms of even powers are real. By Lemma 3.4 the absolute moments of the family of distributions indexed by \( \bar{x}, U_\bar{x} \), where \( \bar{x} \in D_\bar{x} \) are bounded. Thus (3.4.25) implies that the \( O(|t|^{r+1}) \) term is uniformly valid for all \( \phi_\bar{x}(t) \). For \( |z| < 1 \),
\[
\log(1 + z) = z - \frac{z^2}{2} + \frac{z^3}{3} - \cdots + (-1)^{(p-1)}\frac{z^p}{p} + O(|z|^{p+1}). \tag{3.4.28}
\]
Let
\[ z(\bar{x}) = -\frac{1}{2} \sigma^2(\bar{x}) t^2 + \frac{\phi^{(3)}(0)}{3!} t^3 + \cdots + \frac{\phi^{(r)}(0)}{r!} t^r + O(|t|^{r+1}). \]

Since \( |\phi^{(k)}(0)| \leq M_k(\bar{x}) \), by Lemma 3.4, there exists a constant \( C < \infty \) such that \( |\phi^{(k)}(0)| < C \) for \( k = 1, 2, \ldots, r \). Thus \( z(\bar{x}) < 1 \) for all \( \bar{x} \) if \( |t| \) is small. Equations (3.4.27), (3.4.28) and (3.4.29) can then be used to obtain a power expansion for \( \psi_x(t) \) that is valid near \( t = 0 \) for all \( \bar{x} \). This expansion has only terms with power 3 or higher, and coefficients for terms of even powers are real. More specifically, let \( p \) in (3.4.28) be sufficiently large, say \( p > r \). Then there exists a polynomial of degree \( r - 2, \psi_x^{(r)}(t) \), such that \( \psi_x^{(r)}(0) = 0 \) and
\[ \psi_x(t) = \log \phi_x(t) + \frac{1}{2} \sigma^2(\bar{x}) t^2 + t^2 \psi_x^{(r)}(t) + O(|t|^{(r+1)}) \quad \text{as } t \to 0, \] (3.4.30)
where the term \( O(|t|^{(r+1)}) \) is uniform with respect to \( \bar{x} \). Note that only the first term, \( z \), in the right-hand side of (3.4.28) will contribute a \( t^3 \) to \( \psi_x(t) \), and, from (3.4.29), the coefficient of this term is \( \phi^{(3)}(0)/6 \). Consequently, the coefficient of \( t \) in \( \psi^{(r)}_x(t) \) is also \( \phi^{(3)}(0)/6 \). We shall use this fact later on in this proof. We now put
\[ p_x(t) = \sum_{k=1}^{r-2} \frac{1}{k!} \left[ \left( \frac{t}{\sigma(\bar{x})} \right)^2 \psi_x^{(r)} \left( \frac{t}{\sigma(\bar{x})\sqrt{n}} \right) \right]^k. \]

Then \( p_x(t) \) is a polynomial in \( t \) whose coefficients depend on \( n \) and the first \( r \) moments of \( U_x \). The inversion formula (3.4.26) can now be expressed as
\[ f_n(\bar{x}) = g_n(\bar{x}) \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{1}{2}t^2} \exp \left\{ n \psi_x \left( \frac{t}{\sigma(\bar{x})\sqrt{n}} \right) \right\} \, dt \]
\[ = g_n(\bar{x}) \frac{1}{\sqrt{2\pi}} \left\{ \int_{-\infty}^{\infty} e^{-\frac{1}{2}t^2} [1 + p_x(t)] \, dt \right\} \]
\[ + \int_{-\infty}^{\infty} e^{-\frac{1}{2}t^2} \left\{ \exp \left\{ n \psi_x \left( \frac{t}{\sigma(\bar{x})\sqrt{n}} \right) \right\} - 1 - p_x(t) \right\} \, dt. \] (3.4.31)

For \( p_x(t) \), coefficients for terms with odd powers have \( 1/\sqrt{n} \) to some odd powers as factors, and coefficients for terms with even powers are real and have \( 1/\sqrt{n} \) to some even powers as factors. If \( m \) is an odd integer, then \( t^m \exp \left\{ -\frac{1}{2}t^2 \right\} \) is an odd function and integrates to zero over \(( -\infty, \infty )\). Thus the result of the first integral in (3.4.31) may be written as a polynomial in \( 1/n \) whose coefficients are all real and can be expressed in terms of the first \( r \) moments of \( U_x \). The order of this polynomial in \( 1/n \) is \( (r - 2)^2/2 \) if \( r \) is an even number, and is the biggest integer smaller than \( (r - 2)^2/2 \) if \( r \) is an odd number.
Note that since \( r \geq 3, (r - 2)^2/2 \geq r/2 - 1 \). If the second integral is \( o(1/n^{r/2-1}) \), then the sum of those terms of the polynomial with degree less than or equal to \( r/2 - 1 \) may be used as an asymptotic approximation for the integral in (3.4.26). We now show that the second integral is indeed \( o(1/n^{r/2-1}) \) uniformly in \( D_2 \). Specifically, we show that there is a suitably small \( \delta > 0 \) such that the contribution to the integral from the interval \( |t| \leq \delta \sigma(\bar{x})\sqrt{n} \) is uniformly \( o(1/n^{r/2-1}) \), and that from \( |t| > \delta \sigma(\bar{x})\sqrt{n} \) is uniformly \( O(\rho^n) \) for some \( \rho < 1 \).

To evaluate the contribution from the interval, \( |t| \leq \delta \sigma(\bar{x})\sqrt{n} \), we use the inequality,

\[
\left| e^\alpha - 1 - \sum_{k=1}^{r^2} \frac{\beta^k}{k!} \right| \leq \left| e^\alpha - e^\beta \right| + \left| e^\beta - 1 - \sum_{k=1}^{r^2} \frac{\beta^k}{k!} \right| \\
\leq e^\gamma \left\{ |\alpha - \beta| + \frac{1}{(r-1)!} |\beta|^{r-1} \right\},
\]

where \( \gamma = \max\{|\alpha|, |\beta|\} \). In the present discussion, \( \alpha \) and \( \beta \) are

\[
\alpha = n \psi_2 \left( \frac{t}{\sigma(\bar{x})\sqrt{n}} \right) \quad \text{and} \quad \beta = n \left( \frac{t}{\sigma(\bar{x})\sqrt{n}} \right)^2 \psi_2^{(r)} \left( \frac{t}{\sigma(\bar{x})\sqrt{n}} \right),
\]

respectively. Since \( \sigma(\bar{x}) \) is positive and bounded away from zero for \( \bar{x} \in D_2 \), for any \( \epsilon > 0 \), by (3.4.30), there exists \( \delta > 0 \) such that for \( |t| < \delta \),

\[
\left| \psi_2(t) - t^2 \psi_2^{(r)}(t) \right| < \epsilon \sigma^r(\bar{x}) |t|^r,
\]

uniformly in \( \bar{x} \). Thus for \( |t| \leq \delta \sigma(\bar{x})\sqrt{n} \) or \( |t|/(\sigma(\bar{x})\sqrt{n}) < \delta \), we have \( |\alpha - \beta| < \epsilon |t|^r/n^{r/2-1} \) uniformly. The coefficient of \( t \) in \( \psi_2^{(r)}(t) \) being \( \phi_2^{(3)}(0)/6 \) and bounded, we can suppose that for \( |t| < \delta \),

\[
\left| \psi_2^{(r)}(t) \right| < a |t| < \frac{1}{4} \sigma^2(\bar{x})
\]

uniformly, provided \( a > 1 + |\phi_2^{(3)}(0)| \) for all \( \bar{x} \). Thus \( |\beta| < t^2/4 \). Also, we require that for \( |t| < \delta \),

\[
|\psi_2(t)| < \frac{1}{4} \sigma^2(\bar{x}) t^2,
\]

so that \( |\alpha| < t^2/4 \). It then follows from (3.4.32) that for \( |t| < \delta \sigma(\bar{x})\sqrt{n} \), the absolute value of the integrand for the second integral in (3.4.31) is less than

\[
B_2(t) = e^{-\frac{1}{4} t^2} \left[ \frac{\epsilon |t|^r}{n^{r/2-1}} + \frac{a^{r-1}}{(r-1)!} \frac{|t|^{3(r-1)}}{(\sigma(\bar{x})\sqrt{n})^{r-1}} \right],
\]

where

\[
\chi
\]
where to obtain the last term in the square brackets, we have used the bound \( a|t| \) for \( |\phi_{\bar{z}}^{(r)}(t)| \) given by (3.4.34). Since \( \sigma(\bar{z}) \) is bounded away from zero, the integral of \( B_{\bar{z}}(t) \) over \((-\infty, \infty)\) is uniformly of order \( O(\varepsilon n^{-r/2+1}) \) for all \( \bar{z} \) in \( D_{\bar{z}} \). Furthermore, since \( \varepsilon \) is arbitrary, we can write this order as \( o(n^{-r/2+1}) \). Thus the contribution to the second integral in (3.4.31) from the interval \( |t| \leq \delta \sigma(\bar{z}) \sqrt{n} \) is indeed uniformly \( o(n^{-r/2+1}) \) with respect to \( \bar{z} \in D_{\bar{z}} \).

The contribution from the interval \( |t| > \delta \sigma(\bar{z}) \sqrt{n} \) may be evaluated using conditions (i) and (ii) stated in the theorem. By (ii) for \( y > \delta \) there exists a \( \rho_\delta > 0 \) such that \( |\phi_{\bar{z}}(y)| < \rho_\delta < 1 \) for \( \bar{z} \in D_{\bar{z}} \). Thus this contribution is bounded by

\[
\rho_\delta^{n-\gamma} \int_{-\infty}^{\infty} \left| \phi_{\bar{z}} \left( \frac{t}{\sigma(\bar{z}) \sqrt{n}} \right) \right|^{\gamma} dt + \int_{|t| > \delta \sigma(\bar{z}) \sqrt{n}} e^{-\frac{1}{2} t^2} \left[ 1 + p_{\bar{z}}(t) \right] dt. \tag{3.4.37}
\]

By condition (i) the first term in (3.4.37) is bounded by \( \rho_\delta^{n-\gamma} \kappa \), which tends to zero more rapidly than any power of \( 1/n \). Using integration by parts, one can show that the second term is dominated by \( \exp\{-\frac{1}{2} \delta^2 \sigma^2(\bar{z}) n\} \), which approaches zero uniformly in \( \bar{z} \), faster than any power of \( 1/n \).

It follows that the second integral in (3.4.31) is uniformly \( o(n^{-r/2+1}) \). Let \( k \) be the largest integer smaller than or equal to \( r/2 - 1 \), and let the \( c_i \)'s be the coefficients of the polynomial in \( 1/n \) resulting from the first integral. Then we can write (3.4.31) as

\[
f_n(\bar{z}) = g_n(\bar{z}) \left\{ 1 + \frac{c_1}{n} + \cdots + \frac{c_k}{n^k} + o \left( \frac{1}{n^k} \right) \right\}. \tag{3.4.38}
\]

Note that the term \( o(1/n^k) \) does not just represent the value of the second integral. It represents the sum of this value and terms of the polynomial that do not appear in (3.4.38). The \( c_i \)'s are functions of \( \bar{z} \). Specifically, they are fractions with \( \sigma(\bar{z}) \) in their denominators and \( \phi_{\bar{z}}^{(i)}(0) \) \( (i = 1, \ldots, r) \) in their numerators. Thus they are bounded for \( \bar{z} \in D_{\bar{z}} \). It follows that the contribution to the error term \( o(1/n^k) \) from the polynomial, i.e., \( c_{k+1}/n^{k+1} + c_{k+2}/n^{k+2} + \cdots \), is uniformly \( o(1/n^k) \) for \( \bar{z} \in D_{\bar{z}} \). This and the fact that the second integral is uniformly \( o(n^{-r/2+1}) \) imply that the \( o(1/n^k) \) in (3.4.38) is uniformly valid in \( D_{\bar{z}} \).

By the uniqueness of asymptotic expansion with respect to the asymptotic sequence \( \{1/n^i\} \), The asymptotic approximation (3.4.38) is that of Daniels' expansion (2.2.23) truncated at \( k \). This implies that the truncated Daniels' expansion is uniformly valid in \( D_{\bar{z}} \). By letting \( r = 3, 4, \ldots \), we conclude that the entire Daniels' expansion is uniformly valid.
We now briefly comment on the method used in the above proof. The method offers an alternative to the method of steepest descents for showing the pointwise validity of the saddlepoint expansion. When $D_x$ degenerates into a single point, the second condition of the theorem is always true, and the first condition is equivalent to the integrability of the complex moment generating function discussed in Section 2.2. We shall further comment on this condition at the end of this section. The advantage of this method compared to the method of steepest descents is that it may be used to prove the uniform validity of the saddlepoint expansion on bounded closed intervals as we have shown. Note that we did not give expressions for the coefficients $c_i (i = 1, 2, \ldots)$ in the proof. Since (3.4.38) is the same as Daniels' series (2.2.23), the $c_i$'s are the same as the $a_i$'s in (2.2.23).

Also, under a stronger set of conditions, the method may be used to prove uniform validity in the entire domain of $\bar{x}$. Specifically, if (1) for any given $r$, $M_r(\bar{x})$ is bounded, (2) $\phi_2''(0) = \sigma^2(\bar{x})$ is bounded away from zero, and (3) the two conditions stated in the theorem are valid, throughout the domain, then the above proof may be adapted to show that the saddlepoint expansion is uniformly valid throughout the domain. This is so because under these conditions, the coefficients of the polynomial in $1/n$ are all bounded throughout the domain and the second integral is uniformly of order $o(n^{-r/2+1})$. Note that the set of sufficient conditions for uniform validity in Jensen (1991) includes only (1) and (3) but not (2). We do not have details of his proof. In order to use the above proof without condition (2), one would have to look into the asymptotic behavior of the $\phi_k^{(r)}(0)$'s, e.g., the relative speed at which $\phi_2''(0)$ and $\phi_k^{(r)}(0) (r > 2)$ converge to zero, to establish the boundedness of the coefficients and to eliminate the $\sigma(\bar{x})$ term in (3.4.36). Even when these can be accomplished, the above proof only implies the uniform validity for those $\bar{x}$ such that $\sigma(\bar{x}) = O(1/n^\theta)$ for some $\theta < 1/2$. This last point is clear from the discussion on (3.4.37).

We now prove the following theorem which shows that Daniels' series is in general uniformly valid in a bounded closed interval.

**Theorem 3.3.** Let $f(x)$ be a continuous density function defined on an interval with end points $e_1$ and $e_2$ ($e_1 < e_2$). If $\lim_{x \to e_i} f(x) = 0$ when $e_i$ is infinity, and $f(x) = O(|e_i - x|^{-\alpha})$ for some $\alpha < 1$ when $e_i$ is finite for $i = 1, 2$, then Daniels' series (2.2.23) is uniformly valid in any bounded closed interval, $D_x = [x_1, x_2]$, inside the interval.
Chapter 3. The Relationship Between the Two Expansions

The conditions in this theorem imply that: (1) when the domain of \( f(x) \) is an unbounded interval, for any given \( \beta > 0 \) \( f(x) \) is bounded by \( \beta \) outside some bounded interval, and (2) for any \( p > 1 \) such that \( \alpha p < 1 \), \( f(x) \in L^p(R) \). In the case of the Gamma distribution with density \( f(x) = x^{-1/2}e^{-x}/\Gamma(1/2) \), for example, \( e_1 = 0, e_2 = \infty, \alpha = 1/2 \) and \( \lim_{x \to e_2} f(x) = 0 \). We shall need the following inequality in our proof of the theorem:

**Hausdorff-Young Inequality:** Let \( 1 < p \leq 2 \) and \( \varphi \) be the Fourier transformation (characteristic function) of \( f \). If \( f \in L^p(R) \), then

\[
\|\varphi\|_q \leq (2\pi)^{\frac{1}{2}}\|f\|_p,
\]

where \( \frac{1}{p} + \frac{1}{q} = 1 \).

A proof of this inequality may be found in Sogge (1993) or Titchmarsh (1948).

**Proof of Theorem 3.3:**

We use the notation introduced in the proof for Lemma 3.4. We show that under conditions stated in Theorem 3.3, conditions (i) and (ii) in Theorem 3.2 are true.

(i) Since \([\hat{T}_1, \hat{T}_2] \subset (l, u)\), there exists a \( p \in (1, 2] \) such that \( \alpha p < 1 \) and \([p\hat{T}_1, p\hat{T}_2] \subset (l, u)\).

For a constant \( \beta > 0 \), let \( L > 0 \) be such that \( f(y) < \beta \) when \( |y| > L \). Then

\[
\int_{-\infty}^{\infty} h^p_\zeta(u)du = \int_{\infty}^{\infty} \left[c(\tilde{\zeta})e^{-\hat{T}_u}f(u + \tilde{\zeta})\right]^p du
= \left[c(\tilde{\zeta})e^{-\hat{T}_u}\right]^p \int_{-\infty}^{\infty} e^{p\hat{T}_y}f(y)^p dy
\leq \left[c(\tilde{\zeta})e^{-\hat{T}_u}\right]^p \left[ \int_{-L}^{L} e^{p\hat{T}_y}f(y)^p dy + \beta^{p-1} \int_{|y|>L} e^{p\hat{T}_y}f(y) dy \right].
\]

Choose \( B_1, B_2 > 0 \) such that \( \left[c(\tilde{\zeta})e^{-\hat{T}_u}\right]^p < B_1 \), and \( e^{p\hat{T}_y} < B_2 \) for \((\tilde{x}, y) \in \{(\tilde{x}, y) : \tilde{x} \in [x_1, x_2], \text{ and } |y| < L\}\), then

\[
\int_{-\infty}^{\infty} h^p_\zeta(u)du < B_1 \left[B_2 \int_{-L}^{L} f(y)^p dy + \beta^{p-1} M(p\hat{T}) \right].
\]  

(3.4.39)

\( M(p\hat{T}) \) is continuous and thus bounded in \( p\hat{T} \in [p\hat{T}_1, p\hat{T}_2] \). Since \( \alpha p < 1 \), \( f(x) \) is in \( L^p(R) \), thus \( \int_{-L}^{L} f(y)^p dy \) is bounded. It follows that the left-hand side of (3.4.39) is bounded by some constant, say \( B^* > 0 \), that is independent of \( \tilde{x} \).
By the Hausdorff-Young inequality, the characteristic function corresponding to density $h_{\bar{z}}(u), \phi_{\bar{z}}(u)$, satisfies

$$\int_{-\infty}^{\infty} \phi_{\bar{z}}(u) du \leq 2\pi B_{\bar{z}}$$

where $\gamma$ is given by $1/p + 1/\gamma = 1$. Letting $\kappa = 2\pi B_{\bar{z}}$ and noting that $\gamma > 0$, we obtain condition (i) in Theorem 3.2.

(ii) $\phi_{\bar{z}}(y)$ may be rewritten as follows:

$$\phi_{\bar{z}}(y) = \frac{M(\hat{T} + iy)}{M(\hat{T})} e^{ixy}. \quad (3.4.40)$$

Thus to prove (ii) it suffices to show that for any $y_0 > 0$ there exist a $\rho_0 \in (0, 1)$ such that the ratio $r(y) = |M(\hat{T} + iy)/M(\hat{T})| < \rho_0$ when $|y| > y_0$ for all $\bar{z} \in [x_1, x_2]$.

Under the conditions stated in Theorem 3.3, the density function $f(x)$ is continuous and thus Theorem 2.1 gives the asymptotic behavior of $M(x)$. Let $\rho_1$ be in $(0, 1)$ and $\delta = \min_{\hat{T} \in [\hat{T}(x_1), \hat{T}(x_2)]} \{M(\hat{T})\}$. Since $\delta > 0$ and by Theorem 2.1 $|M(\hat{T} + iy)| \to 0$ uniformly as $|y| \to \infty$ with respect to $\hat{T} \in [\hat{T}(x_1), \hat{T}(x_2)]$, there exists $y_1 > 0$ such that for $|y| > y_1$, $|M(\hat{T} + iy)/\delta| < \rho_1$. Without loss of generality, we assume $y_0$ is in $(0, y_1)$. On the union of the two bounded, closed, rectangular regions given by $\{z : \hat{T} \in [\hat{T}(x_1), \hat{T}(x_2)]\}$ and $|y| \in [y_0, y_1]$ in the complex plane, $|M(\hat{T} + iy)| < M(\hat{T})$, and $r(y)$ is a continuous function. Thus $r(y)$ is bounded by a constant $\rho_2 < 1$.

Let $\rho_0 = \max\{\rho_1, \rho_2\}$, then $r(y) = |M(\hat{T} + iy)/M(\hat{T})| < \rho_0$ when $|y| > y_0$ for all $\hat{T} \in [\hat{T}(x_1), \hat{T}(x_2)]$. (ii) is thus proven. #

Theorem 3.3 may be generalized to densities with discontinuities. Specifically, the conditions may be replaced by that $f(x)$ be almost piecewise continuous, bounded outside some finite interval, and be in $L_p^p(R)$ for some $p > 1$ without affecting the conclusion.

The conditions stated in Theorem 3.3 are satisfied by commonly used continuous density functions with moment generating functions, including the four classes of density functions studied by Daniels (1954) and Jensen (1988) and all densities with closed bounded interval domains. This implies that the uniform validity of Daniels’ expansion in any bounded closed interval is in general true. Note that to establish the relationship between Daniels’ expansion and Lugannani and Rice’s expansion (Theorem 3.1) at a certain point $\bar{z}$ in the interior of
the domain, we only need the uniform validity of Daniels' expansion in a small bounded closed interval containing the \( \bar{z} \). Since Theorem 3.3 holds for any bounded closed interval in the interior, together with Theorem 3.1, they imply that Daniels' series is the derivative of Lugannani and Rice's series everywhere in the interior of the domain.

To conclude this section, we recall that to derive the saddlepoint expansion (Section 2.2), we used the condition that \( |M(T)|^\nu \) is integrable for some \( \nu > 0 \). This condition is equivalent to \( |\phi_x(y)|^\nu \) be integrable for some \( \nu > 0 \). From the proof of Theorem 3.3, we see that such a condition is satisfied when conditions in Theorem 3.3 are met.

### 3.5 Applications

We discuss two applications of Theorem 3.1 and saddlepoints approximation for the density of standardized mean in this section. The first application establishes the derivative of a truncated Lugannani and Rice series as an asymptotic approximation to the density function. The second gives an answer to Lugannani and Rice's conjecture that we described at the beginning of this chapter. The saddlepoints approximation for the standardized mean is based on the saddlepoint approximation for the density of the mean, and its relative error is also of order \( 1/n \). We include this result in this section since it is an application of the uniform validity results discussed in this chapter.

1. **The derivative of a truncated Lugannani and Rice series as an asymptotic approximation to the density function.**

We consider the two expansions for \( \bar{z} \) in some interval \( D_{\bar{z}} \) where conditions stated in Theorem 3.1 are satisfied. Denote the sum of the first \( m+2 \) terms, including \( \Phi(\bar{W} n^{1/2}) \), of (2.2.31) by \( F_n^{(m)}(\bar{z}) \), and the sum of the first \( m+1 \) terms in (2.2.23) by \( f_n^{(m)}(\bar{z}) \), i.e.,

\[
F_n^{(m)}(\bar{z}) = \Phi(\bar{W} n^{1/2}) - \phi(\bar{W} n^{1/2}) \sum_{r=0}^{m} \frac{b_r}{n^{r+1/2}},
\]

and

\[
f_n^{(m)}(\bar{z}) = g_n(\bar{z}) \sum_{r=0}^{m} \frac{a_r}{n^r}.
\]
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By differentiating $F_n^{(m)}(\bar{x})$, and then applying (3.2.6), we obtain

$$\frac{dF_n^{(m)}(\bar{x})}{d\bar{x}} = g_n(\bar{x}) \left[ \sum_{r=0}^{m} \frac{a_r}{n^r} - \frac{(\hat{K}'' \cdot \frac{1}{2})}{n^{m+1}} \frac{db_m}{d\bar{x}} \right]. \quad (3.5.41)$$

Since $f_n^{(m)}(\bar{x})$ satisfies

$$f_n(\bar{x}) = g_n(\bar{x}) \left[ \sum_{r=0}^{m} \frac{a_r}{n^r} + O \left( \frac{1}{n^{m+1}} \right) \right], \quad (3.5.42)$$

it follows that

$$f_n(\bar{x}) = g_n(\bar{x}) \left[ \sum_{r=0}^{m} \frac{a_r}{n^r} - \frac{(\hat{K}'' \cdot \frac{1}{2})}{n^{m+1}} \frac{db_m}{d\bar{x}} + O \left( \frac{1}{n^{m+1}} \right) \right]. \quad (3.5.43)$$

Equations (3.5.41) and (3.5.43) imply that the derivative of $F_n^{(m)}(\bar{x})$ is an asymptotic approximation for $f_n(\bar{x})$, and that its error is of the same order as that of $f_n^{(m)}(\bar{x})$.

We give prominence to the derivative of $F_n^{(0)}(\bar{x})$ given below.

$$\frac{dF_n^{(0)}(\bar{x})}{d\bar{x}} = g_n(\bar{x}) \left[ 1 - \frac{1}{n} (\hat{K}'' \cdot \frac{1}{2}) \frac{db_0}{d\bar{x}} \right]$$

$$= g_n(\bar{x}) \left[ 1 - \frac{1}{n} \left( \frac{|\hat{T}|(\hat{K}'' \cdot \frac{1}{2})}{[2(\hat{T} \hat{K}'' - \hat{K})]^\frac{1}{2}} - \frac{1}{\hat{T}^2 \hat{K}''} - \frac{\hat{K}^{(3)}}{2\hat{T}(\hat{K}'')^2} \right) \right]. \quad (3.5.44)$$

We shall refer to (3.5.44) as the adjusted saddlepoint approximation, and the second term in the square brackets as the adjustment term.

The advantage of the adjusted saddlepoint approximation is that it in general does not need to be numerically renormalized since $F_n^{(0)}(\bar{x})$ generally approaches 0/1 when $\bar{x}$ approaches the lower/upper end of its domain. However, it also raises the following concerns: (1) it could be negative when the adjustment term is greater than 1, and (2) the adjustment term may compromise the accuracy of the original saddlepoint approximation. Nevertheless, our experience with the adjusted saddlepoint approximation has yet to validate these concerns. The first problem can only emerge when $F_n^{(0)}(\bar{x})$ is a decreasing function of $\bar{x}$. We have not found any example where this happens. Based on examples that we looked at, the adjusted saddlepoint approximation is actually more accurate than the original, and is often substantially more accurate near the mean. We now further illustrate this point with the following two examples. The distribution in the first example has unbounded domain, and that in the second example is bounded.
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Example 3.1: Gamma(\(\alpha, \beta\))

\[ f(x) = \frac{1}{\beta^{\alpha} \Gamma(\alpha)} x^{\alpha-1} e^{-x/\beta}, \quad x \geq 0. \]

\[ K(T) = -\alpha \log(1 - \beta T), \quad K'(\hat{T}) = \frac{\alpha \beta}{1 - \beta \hat{T}} = \bar{x}, \quad K''(\hat{T}) = \frac{\bar{x}^2}{\alpha}. \]

From (2.2.16), the saddlepoint approximation for the mean of a sample of size \(n\) is

\[ g_n(\bar{x}) = \left( \frac{n \alpha}{2\pi} \right)^{\frac{1}{2}} e^{\frac{n \alpha}{2}} \left( \frac{1}{\alpha \beta} \right)^{\frac{n \alpha}{2}} \bar{x}^{n \alpha-1} e^{-n \bar{x}^2/\beta}. \]

The exact result is

\[ f_n(\bar{x}) = \frac{n^{n \alpha}}{\beta^{n \alpha} \Gamma(n \alpha)} \bar{x}^{n \alpha-1} e^{-n \bar{x}^2/\beta}. \]

Example 3.2: Uniform\([-1, 1]\)

\[ f(x) = \frac{1}{2}, \quad -1 \leq x \leq 1. \]

The density function for the mean of \(n\) independent observations from this distribution is given by (Seal, 1951),

\[ f_n(\bar{x}) = \frac{n^n}{2^n(n-1)!} \sum_{k=0}^{n} (-1)^k \binom{n}{k} \left( 1 - \bar{x} - \frac{2k}{n} \right)^{n-1}. \]

where \((z) = z\) for \(z \geq 0\), and \((z) = 0\) for \(z < 0\). The cumulant generating function and its first two derivatives are

\[ K(T) = \log \left( \frac{\sinh(T)}{T} \right), \quad K'(\hat{T}) = \coth(\hat{T}) - \frac{1}{\hat{T}} = \bar{x}, \quad K''(\hat{T}) = \frac{1}{\hat{T}^2} - \text{csch}^2(\hat{T}). \]

The saddlepoint approximation is given by

\[ g_n(\bar{x}) = \left( \frac{n}{2\pi} \right)^{\frac{1}{2}} \left[ \frac{1}{\hat{T}^2} - \text{csch}^2(\hat{T}) \right]^{-\frac{1}{2}} \left( \frac{\sinh(\hat{T})}{\hat{T}} \right)^{n-\frac{1}{2}} e^{-\hat{T} \bar{x}^2}. \]

The following tables contain, along with the exact values, the values of the saddlepoint approximation (spa) and of the adjusted saddlepoint approximation (aspa). Table 1 is for the case where the underlying distribution is gamma with both parameters equal to 2, and a sample size of 3. Table 2 is for the case where the underlying distribution is uniform\([-1, 1]\), and a sample size of 5. Renormalization, though it can be quite involved, will in general
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Table 3.1: Approximations to the density function for the mean of 3 independent observations from a gamma(2,2) distribution

<table>
<thead>
<tr>
<th>( \bar{x} )</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>spa</td>
<td>1.4461734</td>
<td>0.8411568</td>
<td>0.2628890</td>
<td>0.0340165</td>
<td>0.0004137</td>
</tr>
<tr>
<td>aspa</td>
<td>1.4022376</td>
<td>0.8128860</td>
<td>0.2521337</td>
<td>0.0323755</td>
<td>0.0004034</td>
</tr>
<tr>
<td>exact</td>
<td>1.4021810</td>
<td>0.8121745</td>
<td>0.2522786</td>
<td>0.0329590</td>
<td>0.0004069</td>
</tr>
</tbody>
</table>

Table 3.2: Approximations to the density function for the mean of 5 independent observations from a uniform\([-1,1]\) distribution

<table>
<thead>
<tr>
<th>( \bar{x} )</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>3.5</th>
<th>4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>spa</td>
<td>0.6133652</td>
<td>0.3694524</td>
<td>0.0117770</td>
<td>0.0001570</td>
<td>1.3673e-06</td>
</tr>
<tr>
<td>aspa</td>
<td>0.6049278</td>
<td>0.3644115</td>
<td>0.0116238</td>
<td>0.0001551</td>
<td>1.3510e-06</td>
</tr>
<tr>
<td>exact</td>
<td>0.6049129</td>
<td>0.3643613</td>
<td>0.0116147</td>
<td>0.0001548</td>
<td>1.3484e-06</td>
</tr>
</tbody>
</table>

improve the accuracy of the saddlepoint approximation. The renormalized spa values for the uniform case may be found in Field and Ronchetti (1990), and are indeed more accurate than the unrenormalized ones. However, even compared with these renormalized values, aspa values are still more accurate.

When \( \bar{x} \) is near the mean \( \mu \), the individual terms making up the adjustment term are seen to be large. The adjustment term, as given in (3.5.44), is undefined at \( \bar{x} = \mu \) where \( \hat{T} = 0 \). One may thus be concerned with the accuracy of adjusted saddlepoint approximation near \( \mu \). We now show that as \( \bar{x} \) approaches \( \mu \) the adjustment term has a finite limit, and that this limit equals \(-a_1/n\), the second term in Daniels' expansion (2.2.23). Using identity (3.2.7), the adjustment term may be expressed in terms of \( a_1 \) as

\[
\frac{1}{n} \left( \hat{K}'' \right) - \frac{1}{T} \frac{db_0}{d\hat{T}} = \frac{1}{n} \left[ \hat{T}(\hat{K}'')^{\frac{1}{2}} b_1 - a_1 \right].
\]  

(3.5.45)

As \( \bar{x} \) approaches \( \mu \), \( \hat{T} \) approaches 0 and, by (2.2.28), \( b_1 \) has a finite limit. Thus the right-hand side of (3.5.45) approaches \(-a_1/n\). It follows that at \( \bar{x} = \mu \) the adjusted saddlepoint approximation reduces to

\[
\frac{dF_n^{(0)}(\bar{x})}{d\bar{x}} = g_n(\bar{x}) \left[ 1 + \frac{a_1}{n} \right],
\]

and in the neighborhood of \( \mu \) where \( \hat{T}(\hat{K}'')^{\frac{1}{2}} b_1 = O(1/n) \), it satisfies

\[
\frac{dF_n^{(0)}(\bar{x})}{d\bar{x}} = g_n(\bar{x}) \left\{ 1 + \frac{1}{n} \left[ \hat{T}(\hat{K}'')^{\frac{1}{2}} b_1 - a_1 \right] \right\} \\
= g_n(\bar{x}) \left\{ 1 + \frac{a_1}{n} + O \left( \frac{1}{n^2} \right) \right\}.
\]
This means that near the mean the adjusted saddlepoint approximation is a second order approximation, and agrees with the examples where it is seen to be substantially more accurate than the original saddlepoint approximation.

The above derivation may be generalized to show that, for any \( m \), the derivative of \( F_n^{(m)}(\bar{x}) \) is of smaller asymptotic error near the mean when compared with \( f_n^{(m)}(\bar{x}) \), and that at the mean it equals \( f_n^{(m+1)}(\bar{x}) \). This observation, however, does not constitute a reason for using the derivative of \( F_n^{(m)}(\bar{x}) \) to approximate the density instead of \( f_n^{(m)}(\bar{x}) \). The approximation with a smaller asymptotic error is not necessarily more accurate for small and moderate sample sizes. Also, with asymptotic approximations of any order available, other considerations, such as the simplicity of the formula and the actual accuracy observed through numerical examples, usually take precedence over the order of asymptotic error.

Nevertheless, for computing numerical approximations of the density, we recommend the adjusted saddlepoint approximation due to the advantage and accuracy we discussed earlier. When asymptotic approximations to both \( F_n(\bar{x}) \) and \( f_n(\bar{x}) \) are sought, the adjusted saddlepoint approximation is a particularly attractive alternative to the saddlepoint approximation since the corresponding approximation to \( F_n(\bar{x}), F_n^{(0)}(\bar{x}) \), is easily available.

2. Lugannani and Rice’s conjecture.

Lugannani and Rice’s conjecture states: “the integration of Daniels’ series and our series for \( Q_n(\bar{x}) \) both give approximations to \( Q_n(\bar{x}) \) that are in error by the same order of magnitude”.

We now examine this conjecture in a simple setting where there is a saddlepoint for every possible \( \bar{x} \) value, and \( F_n^{(m)}(\bar{x}) \) approaches 0/1 when \( \bar{x} \) approaches the lower/upper end point of its domain. Since, by (2.2.31),

\[
F_n(\bar{x}) - F_n^{(m)}(\bar{x}) = \phi(\hat{W}n^{\frac{1}{2}})O(1/n^{m+\frac{1}{2}}),
\]

where \( O(1/n^{m+\frac{1}{2}}) \) is uniform over the domain, the asymptotic behavior of \( F_n^{(m)}(\bar{x}) \) with respect to \( \bar{x} \) may be determined through (3.5.46) by examining that of \( \hat{W} \). When \( |\hat{W}(\bar{x})| \) approaches infinity at the lower/upper end point, \( \phi(\hat{W}n^{\frac{1}{2}}) \) approaches 0. Thus there exists an \( n_0 \) such that when \( n > n_0 \) the right-hand side of (3.5.46) approaches 0. Since \( F_n(\bar{x}) \) approaches 0/1, (3.5.46) implies that \( F_n^{(m)}(\bar{x}) \) approaches 0/1.
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In light of (3.5.46), the conjecture may be formulated in terms of $F_n(\bar{z})$ as

$$F_n(\bar{z}) - \int_{s_l}^{\bar{z}} f_n^{(m)}(y) dy = \phi(\bar{W} n^{\frac{1}{2}}) O(1/n^{m+\frac{3}{2}}), \quad (3.5.47)$$

where $s_l$ is the lower end of the domain, and the constants associated with the symbol $O$ in (3.5.46) and that in (3.5.47) may be different. We note that Lugannani and Rice (1980) are not specific about which truncated versions of their expansion for $Q_n(\bar{z})$ and Daniels' expansion for $f_n(\bar{z})$ the conjecture refers to. The numerical example prior to the conjecture in that paper compares $Q_n^{(1)}(\bar{z}) = 1 - F_n^{(1)}(\bar{z})$ with integrated $f_n^{(2)}(\bar{z})$. The formulation (3.5.47) implies that $F_n^{(m)}(\bar{z})$ is to be compared with integrated $f_n^{(m)}(\bar{z})$. We choose to do so because it is most meaningful to compare approximations formed with the same number of terms ($m$) from the asymptotic components of the two expansions in terms of their orders of asymptotic error. This formulation is somewhat subjective but the subjectivity is not critical to our discussion. Our main purpose is to demonstrate the use of the theorem in answering this conjecture. Should the conjecture be formulated differently, the theorem is still applicable, although the conclusion may be different.

In order to answer the conjecture, we need to first express the difference between $F_n(\bar{z})$ and integrated $f_n^{(m)}(\bar{z})$ in terms of quantities whose asymptotic orders can be evaluated. To see how this may be achieved, we rewrite the derivative of $F_n^{(m)}(y)$, given by (3.5.41), at a point $y$ in the domain as

$$\frac{dF_n^{(m)}(y)}{dy} = f_n^{(m)}(y) - \frac{1}{n^{m+\frac{3}{2}}} \phi(W n^{\frac{1}{2}}) \frac{db_m}{dT} dT dy, \quad (3.5.48)$$

where $T = T(y)$ is the saddlepoint corresponding to $y$ and $W = \text{sgn}(T)\{2[T K'(T) - K(T)]\}^{\frac{1}{2}}$. By integrating, from $s_l$ to $\bar{z}$, both sides of (3.5.48), we obtain

$$F_n^{(m)}(\bar{z}) = \int_{s_l}^{\bar{z}} f_n^{(m)}(y) dy - \frac{1}{n^{m+\frac{3}{2}}} R_n^{(m)}(\bar{z}), \quad (3.5.49)$$

where

$$R_n^{(m)}(\bar{z}) = \int_{T(s_l)}^{T} \phi(W n^{\frac{1}{2}}) \frac{db_m}{dT} dT. \quad (3.5.50)$$

Equations (3.5.46) and (3.5.49) lead to the difference between $F_n(\bar{z})$ and integrated $f_n^{(m)}(\bar{z})$

$$F_n(\bar{z}) - \int_{s_l}^{\bar{z}} f_n^{(m)}(y) dy = \phi(\bar{W} n^{\frac{1}{2}}) O(1/n^{m+\frac{3}{2}}) - \frac{1}{n^{m+\frac{3}{2}}} R_n^{(m)}(\bar{z}). \quad (3.5.51)$$
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Laplace’s method for integrals with large parameters (see, e.g., Murray, 1974) may now be used to obtain the asymptotic order of \( R_n^{(m)}(\bar{x}) \). The derivative of \( TK'(T) - K(T) \) is \( TK''(T) \), where \( K''(T) \) is positive. Thus \( TK'(T) - K(T) \) is monotonically decreasing for \( T < 0 \) and monotonically increasing for \( T > 0 \). At \( T = 0 \), it has its minimum 0. It follows that function \( -W^2(T) \) has its global maximum at \( T = 0 \), and is monotonically increasing for \( T < 0 \) and monotonically decreasing for \( T > 0 \). The integral in the right-hand side of (3.5.50) can thus be expanded by using Laplace’s method at \( T = 0 \) when \( \hat{T} \geq 0 \) (or \( \bar{z} \geq \mu \)), and at \( \hat{T} \) when \( \hat{T} < 0 \) (or \( \bar{z} < \mu \)). This gives

\[
R_n^{(m)}(\bar{x}) = \begin{cases} 
\phi(\hat{W}n^{\frac{1}{2}})O(1/n) & \text{if } \bar{x} < \mu, \\
O(1/n^{\frac{1}{2}}) & \text{if } \bar{x} \geq \mu.
\end{cases} 
\tag{3.5.52}
\]

Equations (3.5.51) and (3.5.52) then imply

\[
F_n(\bar{x}) - \int_{s_u}^{\bar{x}} f_n^{(m)}(y)dy = \begin{cases} 
\phi(\hat{W}n^{\frac{1}{2}})O(1/n^{m+\frac{3}{2}}) & \text{if } \bar{x} < \mu, \\
O(1/n^{m+1}) & \text{if } \bar{x} \geq \mu.
\end{cases} 
\tag{3.5.53}
\]

For \( \bar{x} > \mu \), \( F_n(\bar{x}) \) may be more accurately approximated by subtracting from 1 the integral of \( f_n^{(m)}(y) \) over \((\bar{x}, s_u)\), where \( s_u \) is the upper end of the domain. By essentially repeating the above procedure, we obtain

\[
F_n(\bar{x}) - \left( 1 - \int_{\bar{x}}^{s_u} f_n^{(m)}(y)dy \right) = \phi(\hat{W}n^{\frac{1}{2}})O(1/n^{m+\frac{3}{2}}) \text{ if } \bar{x} > \mu. \tag{3.5.54}
\]

It follows from (3.5.53) and (3.5.54) that for \( \bar{x} \neq \mu \), the smallest error achievable by using integrated truncated Daniels’ series \( f_n^{(m)}(y) \) to approximate \( F_n(\bar{x}) \) is \( \phi(\hat{W}n^{\frac{1}{2}})O(1/n^{m+\frac{3}{2}}) \), the same as that of truncated Lugannani and Rice’s \( F_n^{(m)}(y) \). At the mean, it is \( O(1/n^{m+1}) \), but that of Lugannani and Rice’s is \( O(1/n^{m+\frac{3}{2}}) \). Thus Lugannani and Rice’s conjecture, as formulated by (3.5.47), is correct everywhere, except at the mean.

3. Saddlepoints expansion for the density of a standardized mean.

Consider the standardized mean, \( Z_n \), given by

\[
Z_n = \frac{\bar{X} - \mu}{\sigma/\sqrt{n}}, \tag{3.5.55}
\]

where \( \mu \) and \( \sigma \) are the mean and standard deviation of \( X \), respectively. For simplicity of presentation, we shall write a realization of \( Z_n \) as \( z \) rather than \( z_n \). The density, \( f_{Z_n}(z) \), has
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Edgeworth expansion, which shows that the relative error of approximating this density with that of the standard normal, $\phi(z)$, is in general of order $1/\sqrt{n}$. We now use the uniform validity of the saddlepoint expansion in a small neighborhood of the mean to develop a saddlepoints expansion for $f_{Zn}(z)$ whose relative error is of order $1/n$. The reason for using the term "saddlepoints expansion" will become apparent later.

Using (3.5.55) we can express $\bar{x}$ as a function of $z$ and $n$. We have

$$\bar{x}(z, n) = \frac{\sigma}{\sqrt{n}} z + \mu, \quad \text{and} \quad \frac{\partial \bar{x}(z, n)}{\partial z} = \frac{\sigma}{\sqrt{n}}.$$

Thus the $f_{Zn}(z)$ may be expressed in terms of $f_n(\bar{x})$ as

$$f_{Zn}(z) = \frac{\sigma}{\sqrt{n}} f_n(\bar{x}(z, n)). \quad (3.5.56)$$

Since $f_{Zn}(z)$ and $f_n(\bar{x}(z, n))$ only differ by a known factor $\sigma/\sqrt{n}$, an approximation to $f_n(\bar{x}(z, n))$ multiplied by the factor may be used as an approximation to $f_{Zn}(z)$. Furthermore, the relative errors of these two approximations are equal.

For any fixed $z$, $\bar{x}(z, n)$ changes with $n$ and is increasingly close to $\mu$ as $n$ gets larger. If (2.2.23) is uniformly valid in some neighborhood of $\mu$, i.e., the relative error for using the sum of the first $r + 1$ terms of the expansion to approximate $f_n(\bar{x})$ is uniformly of order $O(1/n^{r+1})$ in that neighborhood, then $f_{Zn}(z)$ has expansion

$$f_{Zn}(z) = \frac{\sigma}{\sqrt{n}} g_n(\bar{x}(z, n)) \left\{ 1 + \frac{a_1(\bar{x}(z, n))}{n} + \cdots + \frac{a_r(\bar{x}(z, n))}{n^r} + O\left(\frac{1}{n^{r+1}}\right) \right\}, \quad (3.5.57)$$

where, to recognize their dependence on $z$ and $n$, we write the $a_r$'s as $a_r(\bar{x}(z, n))$. It should be noted that expansion (3.5.57) is not a power series expansion in Poincaré's sense in that the $a_r$'s are not constants and will change with the large parameter $n$. Nevertheless, it is a meaningful expansion since the $O(1/n^{r+1})$ term in the expansion is indeed valid. In terms of Poincaré's general definition of asymptotic expansion, it is an expansion with respect to the asymptotic sequence $\{\phi_r(n)\}$ where $\phi_r(n) = a_r(\bar{x}(z, n))/n^r$ and the coefficients of the $\phi_r(n)$'s are all 1. The expansion may thus be written in terms of $\{\phi_r(n)\}$ as

$$f_{Zn}(z) = \frac{\sigma}{\sqrt{n}} g_n(\bar{x}(z, n)) \left\{ 1 + \frac{a_1(\bar{x}(z, n))}{n} + \cdots + \frac{a_r(\bar{x}(z, n))}{n^r} + O\left(\frac{a_{r+1}(\bar{x}(z, n))}{n^{r+1}}\right) \right\}. \quad (3.5.58)$$

Furthermore, the condition that (2.2.23) is uniformly valid in some neighborhood of $\mu$ implies not only pointwise validity of (3.5.57), but also its uniform validity in any compact subset.
on the real line. If \((2.2.23)\) is uniformly valid throughout the domain of \(X\), then \((3.5.57)\) is also uniformly valid in the domain of \(Z_n\), although the domain expands with \(n\) when that of \(X\) is not the entire real line.

It should also be noted that \((3.5.56)\) may not be used the other way around to obtain an expansion for \(f_n(\bar{z})\) through the Edgeworth expansion for \(f_{Z_n}(z)\) unless \(\bar{z} = \mu\). This is because for any fixed \(\bar{z} \neq \mu\), the value of \(z\) goes to infinity as \(n\) increases. Since the Edgeworth expansion for \(f_{Z_n}(z)\) is not uniformly valid on the entire real line, the above argument will not work. At \(\bar{z} = \mu\), the Edgeworth expansion for \(f_{Z_n}(z)\) leads to an expansion for \(f_n(\bar{z})\), which is the saddlepoint expansion for \(f_n(\bar{z})\) at \(\bar{z} = \mu\).

We shall denote the leading term of \((3.5.57)\) by \(h_n(z)\) and call it the saddlepoints approximation to \(f_{Z_n}(z)\) as it involves a sequence of saddlepoints which converge to zero as \(n\) increases. Let \(\hat{T}_n\) be the saddlepoint corresponding to \(\bar{z}(z, n)\), the saddlepoints approximation is given by

\[
h_n(z) = \frac{\sigma}{\sqrt{2\pi K''(\hat{T}_n)}} \exp\left(n \left(K(\hat{T}_n) - \bar{z}\hat{T}_n\right)\right).
\]

(3.5.59)

Since \(\hat{T}_n \to 0\), it is not difficult to show that \(K''(\hat{T}_n) \to \sigma^2\) and \(n \{K(\hat{T}_n) - \bar{z}\hat{T}_n\} \to -z^2/2\). Thus \(h_n(z)\) approaches \(\phi(z)\). This agrees with the Edgeworth expansion that \(f_{Z_n}(z)\) approaches \(\phi(z)\) as \(n\) approaches infinity.

Table 3.3: Relative errors of one and three-term Edgeworth expansions and saddlepoints approximation

<table>
<thead>
<tr>
<th>(n)</th>
<th>(z)</th>
<th>(\phi(z))</th>
<th>(f_\varepsilon(z))</th>
<th>(h_n(z))</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.50</td>
<td>0.164e-01</td>
<td>0.611e-03</td>
<td>0.313e-01</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>0.567e-01</td>
<td>0.544e-02</td>
<td>0.366e-01</td>
</tr>
<tr>
<td></td>
<td>2.50</td>
<td>0.563e-01</td>
<td>0.817e-02</td>
<td>0.419e-01</td>
</tr>
<tr>
<td></td>
<td>3.50</td>
<td>0.865e+01</td>
<td>0.973e+00</td>
<td>0.167e-01</td>
</tr>
<tr>
<td>10</td>
<td>0.50</td>
<td>0.816e-02</td>
<td>0.293e-03</td>
<td>0.154e-01</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>0.266e-01</td>
<td>0.229e-02</td>
<td>0.176e-01</td>
</tr>
<tr>
<td></td>
<td>3.50</td>
<td>0.718e+00</td>
<td>0.346e-01</td>
<td>0.198e-01</td>
</tr>
<tr>
<td></td>
<td>5.00</td>
<td>0.104e+04</td>
<td>*0.145e+04</td>
<td>0.836e-02</td>
</tr>
</tbody>
</table>

To demonstrate the accuracy of the saddlepoints approximation, consider the approximation of the density of the standardized mean of \(n\) uniform\([-1, 1]\) observations. The exact density may be found in Field and Ronchetti (p. 17, 1990). We compare the saddlepoints
approximation with one-term and three-term Edgeworth expansions. The one-term Edgeworth expansion is the standard normal density, which for this particular case also has relative error of order $1/n$. The three-term Edgeworth expansion, $f_e(z)$, has relative error of order $1/n^{3/2}$ and is given by

$$f_e(z) = \phi(z) \left( 1 - \frac{1}{20n} (z^4 - 6z^2 + 3) \right). \quad (3.5.60)$$

Table 3.3 contains the relative error of the three approximations at some equally spaced points for $n = 5$ and $n = 10$. $f_e(z)$ can produce negative approximations at the tail and an asterisk in the $f_e(z)$ column indicates that the corresponding approximation is negative.

Even when the sample size is as small as 5, the saddlepoints approximation's relative error is less than 5% throughout the domain, while the Edgeworth expansions are good in the middle but unacceptable at the tail. When sample size reaches 10, the three-term Edgeworth expansion starts to produce negative approximations at the tail. Further computation can show that when sample size is greater than 20, the relative error of the saddlepoints approximation is uniformly less than 1% while that for the Edgeworth expansions can be as large as $10^{15}$ at the tail.

Finally, Lugannani and Rice's expansion for $F_n(\bar{x})$ may be used to derive a saddlepoints approximation for the cumulative distribution function of $Z_n$ since it is uniformly valid.
Chapter 4

General Asymptotic Expansions

4.1 Introduction

In this chapter, we introduce a family of formal expansions for density functions of one-dimensional continuous distributions that are asymptotically normal. The expansions are derived through a formal method which is analogous to the formal argument Daniels (1954) used to demonstrate the asymptotic validity of the saddlepoint expansion. This family (1) provides a systematic framework for important expansions for densities of the sample mean and the standardized mean, such as the saddlepoint expansion and the Edgeworth expansion, and (2) leads to natural generalizations of these expansions for distributions that are asymptotically normal but are not necessarily related to a sample mean. Much of the discussion in this chapter will be centered on these two points. The foundation of this method is the inversion formula given by Theorem 2.3:

\[
f_n(x) = \frac{1}{2\pi i} \int_{\tau-i\infty}^{\tau+i\infty} e^{K_n(T)x} dT,
\]

where \( K_n(T) \) is the cumulant generating function for \( X_n \) with density \( f_n(x) \), \( T = \tau + iy \), and \( \tau \in (l, u) \), which is the largest interval in which \( K_n(\tau) \) exists. Inversion formula (4.1.1)
expresses the density function as a contour integral for which an asymptotic expansion often exists. We assume $X_n$ is asymptotically normal as $n$ approaches a certain limit, usually infinity, where $n$ is not necessarily a sample size but merely an index or parameter that may assume values other than integers. Also, we assume that the interval $(l, u)$ does not change with $n$. For simplicity of presentation, we shall use $x$ to denote a realization of $X_n$.

To highlight the difference between our approach and Charlier's (1906) approach for obtaining expansions for densities, we shall discuss the Charlier differential series and the Edgeworth expansion in Section 4.2. In Section 4.3, we introduce the formal method and derive the family of formal expansions for $f_n(x)$. In Section 4.4, we give a systematic account of known expansions related to the sample mean and the standardized mean in the context of this family of expansions. In Section 4.5, we study the validity of the family, in particular the validity of the saddlepoint approximation, for Jørgensen's exponential dispersion models. We conclude with some numerical examples in Section 4.6.

### 4.2 Charlier differential series and Edgeworth expansion

The Charlier differential series represents perhaps the first attempt to study expansions for density functions in a systematic manner. It first appeared in Charlier (1906). In a review paper, Wallace (1958) discussed this series and gave some related historical notes. Discussions concerning this series may also be found in Kendall and Stuart (1969). To facilitate comparison between this series and other expansions, we give the following derivation which is slightly different from that shown by Wallace (1958). We use the inversion formula (4.1.1) as the starting point. Let $f(x)$ be the density to be expanded and $g(x)$ be the developing function with respect to which $f(x)$ is to be expanded. Then let $K_f(t)$ and $K_g(t)$ be the cumulant generating functions of the two distributions. Let $\kappa_i$ and $\kappa'_i$ ($i = 1, 2, \ldots$) be the cumulants of these two distributions, respectively. Then

\[
 f(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{K_f(it) - itx} dt \\
 = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{K_f(it) - K_g(it)} e^{K_g(it)} e^{-itx} dt \\
 = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left\{ \sum_{r=1}^{\infty} (\kappa_r - \kappa'_r) \frac{(it)^r}{r!} \right\} e^{K_g(it)} e^{-itx} dt. \quad (4.2.2)
\]
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Assume all derivatives of \(g(x)\) vanish at the extremes of its domain. Then by the definition of \(K_g(it)\) and integration by parts, we have

\[
e^{K_g(it)} = \frac{(-1)^r}{(it)^r} \int_{-\infty}^{\infty} e^{itx} g^{(r)}(x) dx, \quad \text{or} \quad (it)^r e^{K_g(it)} = \int_{-\infty}^{\infty} e^{itx} (-1)^r g^{(r)}(x) dx.
\]

Using Fourier inversion, we obtain

\[
(-1)^r g^{(r)}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} (it)^r e^{K_g(it)} e^{-itx} dt.
\]

Thus from (4.2.2) we have formally

\[
f(x) = \exp \left\{ \sum_{r=1}^{\infty} (\kappa_r - \kappa'_r) \frac{(-D)^r}{r!} \right\} g(x), \quad (4.2.3)
\]

where \(D\) denotes the differential operator, \(d/dx\). More generally, if \(K_f(x)\) and \(K_g(x)\) exist in some interval \(I\), then \(f(x)\) may be formally expressed as

\[
f(x) = \frac{1}{2\pi i} \int_{\tau - i\infty}^{\tau + i\infty} \exp \left\{ \sum_{r=0}^{\infty} \left[ K_f^{(r)}(\tau) - K_g^{(r)}(\tau) \right] \frac{(T - \tau)^r}{r!} \right\} e^{K_g(T)-T\tau} dT, \quad (4.2.4)
\]

where \(\tau \in I\). By

\[
(-1)^r g^{(r)}(x) = \frac{1}{2\pi i} \int_{\tau - i\infty}^{\tau + i\infty} T^r e^{K_g(T)-T\tau} dT,
\]

we have

\[
f(x) = \exp \left\{ \sum_{r=0}^{\infty} \left[ K_f^{(r)}(\tau) - K_g^{(r)}(\tau) \right] \frac{(-D - \tau)^r}{r!} \right\} g(x). \quad (4.2.5)
\]

An important special case arises when \(f(x) (= f_n(x))\) is the density of the standardized mean of \(n\) i.i.d. observations, and \(g(x)\) is the density of the standard normal distribution, \(\phi(x)\). In this case (4.2.3) becomes

\[
f_n(x) = \exp \left\{ \sum_{r=3}^{\infty} \kappa_r \frac{(-D)^r}{r!} \right\} \phi(x). \quad (4.2.6)
\]

Let \(\lambda_r (r = 1, 2, \ldots)\) be the standardized cumulants for the underlying distribution of the standardized mean, then \(\kappa_r = \lambda_r/n^{r/2-1}\). Substituting \(\lambda_r/n^{r/2-1}\) for \(\kappa_r\) in (4.2.6) and rearranging terms according to the powers of \(1/\sqrt{n}\), we obtain the Edgeworth expansion

\[
f_n(x) = \phi(x) + \sum_{r=3}^{\infty} \frac{P_r(-\phi(t))}{n^{r/2-1}}, \quad (4.2.7)
\]
where \( P_r(\cdot) \) is a polynomial of degree \( 3(r-2) \) with coefficients depending on \( \lambda_3, \lambda_4, \ldots, \lambda_r \). The powers of the polynomial should be interpreted as derivatives, e.g., \( \phi^2(x) = D^2\phi(x) \). See Section 4.4 for further details. The expansion (4.2.7) may be written as

\[
\hat{f}_n(x) = \phi(x) + \frac{1}{\sqrt{n}} \frac{\lambda_3}{6} H_3(x)\phi(x) + \frac{1}{n} \left[ \frac{\lambda_4}{24} H_4(x) + \frac{\lambda_3^2}{72} H_6(x) \right] \phi(x) + \cdots, \tag{4.2.8}
\]

where \( H_r(x) \) is the Hermite polynomial of order \( r \). Discussions concerning the validity of the Edgeworth expansion (4.2.8) may be found in Cramér (1962) and Feller (1966). Here we present a result which may be found on page 506 in Feller (1966). Note that this result does not require the existence of all cumulants of the underlying distribution.

**Theorem 4.1:** Suppose the third moment of the underlying distribution exists and its characteristic function \( \psi \) satisfies that \( |\psi|^{\nu} \) is integrable for some \( \nu \geq 1 \), then \( \hat{f}_n(x) \) exists for \( n \geq \nu \) and as \( n \to \infty \)

\[
\hat{f}_n(x) = \phi(x) + \frac{1}{\sqrt{n}} \frac{\lambda_3}{6} H_3(x)\phi(x) + o(1/\sqrt{n}) \tag{4.2.9}
\]

uniformly in \( x \).

Note that equation (4.2.9) is equivalent to

\[
\hat{f}_n(x) = \phi(x) \left\{ 1 + \frac{1}{\sqrt{n}} \frac{\lambda_3}{6} H_3(x) + o(1/\sqrt{n}) \right\} \tag{4.2.10}
\]

at any fixed \( x \). The \( o(1/\sqrt{n}) \) term in (4.2.10) denotes the relative error of the expansion and can be obtained from the error term in (4.2.9) by dividing by \( \phi(x) \). A careful examination of Feller's proof can show that it is uniformly valid in any bounded subset of \( R \), and is not uniformly valid in any unbounded subset. At the mean, \( x = 0 \) and \( H_r(x) = 0 \) if \( r \) is odd, and thus the Edgeworth expansion becomes an expansion in integer powers of \( 1/n \). Because of this, as approximations to \( \hat{f}_n(x) \), truncated versions of the Edgeworth expansion with even number of terms are asymptotically more accurate at the mean than anywhere else.

### 4.3 General expansions for densities

We now introduce the formal method and derive the family of expansions for density functions. Following the development of the Edgeworth expansion, the method consists of two
steps, i.e., (1) expanding density functions in terms of quantities related to the cumulant generating functions, and (2) examining the asymptotic properties of these quantities, rearranging terms in the expansions according to their asymptotic orders, and thus obtaining formal asymptotic expansions. We shall illustrate the method through examples and highlight differences between it and the derivation of Charlier differential series.

**The expansion at the saddlepoint**

We first define the generalized saddlepoint approximation and briefly discuss the saddlepoint. Let \( T_n \in (l, u) \) be the saddlepoint corresponding to \( x \), i.e., the solution to equation \( K'_n(T) - x = 0 \). We define \( g_n(x) \), the generalized saddlepoint approximation for \( f_n(x) \) as

\[
g_n(x) = \sqrt{\frac{1}{2\pi K''_n(T_n)}} e^{K_n(T_n) - T_n x}.
\]  

(4.3.11)

It should be noted that in general the saddlepoint corresponding to \( x \) may vary with \( n \). The existence of a saddlepoint has been discussed by Daniels (1954). Since qualitative features of \( f_n(x) \) such as whether it has a finite domain are usually available, Theorems 6.1 and 6.2 concerning the existence of the saddlepoint in Daniels (1954) may be used to show the existence of a saddlepoint for each \( x \) value when \( f_n(x) \) has finite domain.

To obtain the expansion at the saddlepoint, set \( \tau \) in (4.1.1) to \( T_n \). On the contour near \( \hat{\tau}_n, K_n(T) - Tx \) has Taylor expansion

\[
K_n(T) - Tx = K_n(T_n) - \hat{T}_n x - \frac{1}{2} K''_n(T_n) y^2 - \frac{1}{6} K'''_n(T_n) i y^3 + \frac{1}{24} K^{(4)}_n(T_n) y^4 + \cdots \]  

(4.3.12)

Equation (4.1.1) is then formally rewritten as

\[
f_n(x) = \frac{1}{2\pi} e^{K_n(T_n) - T_n x} \int_{-\infty}^{\infty} e^{-\frac{1}{2} K''_n(T_n) y^2 - \frac{1}{6} K'''_n(T_n) i y^3 + \cdots} dy. \]  

(4.3.13)

Letting \( v = [K''_n(T_n)]^{1/2} y \) and \( \lambda_{(n,j)}(\hat{T}_n) = K^{(j)}_n(\hat{T}_n)/[K''_n(\hat{T}_n)]^{j/2} \) for \( j = 3, 4, \ldots \), then (4.3.13) becomes

\[
f_n(x) = \frac{1}{2\pi[K''_n(T_n)]^{1/2}} e^{K_n(T_n) - T_n x} \int_{-\infty}^{\infty} e^{-\frac{1}{2} v^2 - \frac{1}{6} \lambda_{(n,3)}(T_n) i v^3 + \frac{1}{24} \lambda_{(n,4)}(T_n) v^4 + \cdots} dv
\]

\[
= g_n(x) \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{1}{2} v^2 - \frac{1}{6} \lambda_{(n,3)}(T_n) i v^3 + \frac{1}{24} \lambda_{(n,4)}(T_n) v^4 + \cdots} dv
\]

\[
= g_n(x) \int_{-\infty}^{\infty} \phi(v) e^{-\frac{1}{6} \lambda_{(n,3)}(T_n) i v^3 + \frac{1}{24} \lambda_{(n,4)}(T_n) v^4 + \cdots} dv.
\]  

(4.3.14)
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Expanding the function \( \exp(\cdot) \) in the integrand, we get

\[
f_n(x) = g_n(x) \int_{-\infty}^{\infty} \phi(v) \left\{ 1 - \frac{1}{6} \lambda_{(n,3)}(\hat{T}_n)iv^3 + \frac{1}{24} \lambda_{(n,4)}(\hat{T}_n)v^4 + \cdots - \frac{1}{72} \lambda_{(n,3)}(\hat{T}_n)v^6 + \cdots \right\} dv. \tag{4.3.15}
\]

Integrating (4.3.15) term-by-term and noting that odd moments of the standard normal distribution are zero, we obtain

\[
f_n(x) \sim g_n(x) \left\{ 1 + \frac{1}{8} \lambda_{(n,4)}(\hat{T}_n) + \frac{1}{2 \times 4!} \lambda_{(n,8)}(\hat{T}_n) + \cdots - \frac{5}{24} \lambda_{(n,3)}^2(\hat{T}_n) + \cdots \right\}. \tag{4.3.16}
\]

This is the expansion at the saddlepoint.

- **The expansion at the origin**

Another special point for \( K_n(T) - Tx \) is the origin at which it is zero. Set \( \tau \) in (4.1.1) to 0. On the contour near the origin,

\[
K_n(T) - Tx = (K'_n(0) - x)i\sigma - \frac{1}{2} K''_n(0)y^2 + \frac{1}{3!} K'''_n(0)(iy)^3 + \frac{1}{4!} K'''_n(0)(iy)^4 + \cdots \tag{4.3.17}
\]

Since \( K'_n(0) = \mu_n \) and \( K''_n(0) = \sigma_n^2 \), where \( \mu_n \) and \( \sigma_n^2 \) are the mean and variance of \( X_n \), (4.3.17) may be written as

\[
K_n(T) - Tx = (\mu_n - x)i\sigma - \frac{1}{2} \sigma_n^2 y^2 + \frac{1}{3!} K''_n(0)(iy)^3 + \frac{1}{4!} K'''_n(0)(iy)^4 + \cdots
\]

With \( c = (\mu_n - x)/\sigma_n^2 \), equation (4.1.1) may be rewritten as

\[
f_n(x) = \frac{1}{2\pi} e^{-\frac{(\mu_n-x)^2}{2\sigma_n^2}} \int_{-\infty}^{\infty} e^{-\frac{\sigma_n^2}{2}(y-ic)^2 + \frac{1}{3!} K''_n(0)(iy)^3 + \frac{1}{4!} K'''_n(0)(iy)^4 + \cdots} dy. \tag{4.3.19}
\]

Letting \( v = \sigma_n(y - ic) \) and \( \lambda_{(n,j)}(0) = K''_n(0)/\sigma_n^j \) for \( j \geq 3 \), we may write (4.3.19) as

\[
f_n(x) = \frac{1}{2\pi \sigma_n} e^{-\frac{(\mu_n-x)^2}{2\sigma_n^2}} \int_{-\infty}^{\sigma_n} e^{-\frac{1}{4\sigma_n^2} v^2 + \frac{1}{3!} \lambda_{(n,3)}(0)[i(y+iv\sigma_n)]^3 + \frac{1}{4!} \lambda_{(n,4)}(0)[i(y+iv\sigma_n)]^4 + \cdots} dv
\]

\[
= \phi_n(x) \int_{-\infty}^{\sigma_n} \phi(v) e^{\frac{1}{4\sigma_n^2} \lambda_{(n,3)}(0)[i(y+iv\sigma_n)]^3 + \frac{1}{4!} \lambda_{(n,4)}(0)[i(y+iv\sigma_n)]^4 + \cdots} dv, \tag{4.3.20}
\]
where $\phi_n$ is the density of $N(\mu_n, \sigma_n^2)$, and for brevity we have written $\lambda_{(n,j)}(0)$ as $\lambda_{(n,j)}$. Expanding the function $\exp(\cdot)$ in the integrand, we get

$$f_n(x) = \phi_n(x) \int_{-\infty}^{\infty} \phi(v) \left\{ 1 + \frac{1}{3!} \lambda_{(n,3)} [i(v + i\sigma_n)]^3 + \frac{1}{4!} \lambda_{(n,4)} [i(v + i\sigma_n)]^4 + \cdots + \frac{1}{2!(3!)^2} \lambda_{(n,3)}^2 [i(v + i\sigma_n)]^6 + \cdots \right\} dv \quad (4.3.21)$$

Since $[i(v + i\sigma_n)]^3 = -i v^3 + 3v^2 \sigma_n + 3v(\sigma_n)^2 - (\sigma_n)^3$, which has terms involving $v^2$ and $v^0$, thus unlike in (4.3.16) $\lambda_{(n,3)}$ will not disappear after term-by-term integration. This term-by-term integration may be easily carried out by noting that $\phi(v)v^r$ is an entire function, and thus the contour of integration in (4.3.21) may be deformed from $Im(v) = -\sigma_n$ to $Im(v) = 0$. The following identity may be used to simplify this integration

$$\int_{-\infty}^{\infty} \phi(v)(iv - x)^k dv = (-1)^k H_k(x), \quad (4.3.22)$$

for $k = 0, 1, \ldots$, where $H_k(x)$ is the Hermite polynomial of degree $k$ (see Appendix B for a proof). This identity and (4.3.21) lead to

$$f_n(x) \sim \phi_n(x) \left\{ 1 + \frac{1}{3!} \lambda_{(n,3)} [-1]^3 H_3(\sigma_n) + \frac{1}{4!} \lambda_{(n,4)} [-1]^4 H_4(\sigma_n) + \cdots + \frac{1}{2!(3!)^2} \lambda_{(n,3)}^2 [-1]^6 H_6(\sigma_n) + \cdots \right\}, \quad (4.3.23)$$

or equivalently

$$f_n(x) \sim \phi_n(x) \left\{ 1 - \frac{1}{3!} \lambda_{(n,3)} H_3 \left( \frac{\mu_n - x}{\sigma_n} \right) + \frac{1}{4!} \lambda_{(n,4)} H_4 \left( \frac{\mu_n - x}{\sigma_n} \right) + \cdots + \frac{1}{2!(3!)^2} \lambda_{(n,3)}^2 H_6 \left( \frac{\mu_n - x}{\sigma_n} \right) + \cdots \right\}. \quad (4.3.24)$$

This is the expansion for $f_n(x)$ at the origin.

**Expansions at other points**

At any fixed $\tau \in (l, u)$ where $K''(\tau) > 0$, the argument demonstrated above may be used to derive an expansion for $f_n(x)$. The leading term in the Taylor expansion of $K_n(T) - Tx$ at $T = \tau$ is in general a nonzero constant $K_n(\tau) - \tau x$. Thus the resulting expansion is

$$f_n(x) \sim e^{K_n(\tau) - \tau x} \phi_n(\tau)(x) \left\{ 1 - \frac{\lambda_{(n,3)}(\tau)}{3!} H_3 \left( \frac{\mu_n - x}{\sigma_n} \right) + \frac{\lambda_{(n,4)}(\tau)}{4!} H_4 \left( \frac{\mu_n - x}{\sigma_n} \right) + \cdots + \frac{\lambda_{(n,3)}^2(\tau)}{2!(3!)^2} H_6 \left( \frac{\mu_n - x}{\sigma_n} \right) + \cdots \right\} \quad (4.3.25)$$
where \( \phi_{(n,r)}(z) \) is the density of the normal distribution with mean \( \mu_n = K'_n(\tau) \) and variance \( \sigma^2_n = K''_n(\tau) \), and \( \lambda_{(n,r)}(\tau) = K^{(r)}_n(\tau)/[K''_n(\tau)]^{r/2} \). This gives a family of expansions indexed by \( \tau \), which includes the expansions at the saddlepoint and the origin. This completes the first step of the method.

Compared with Charlier differential series, the family of expansions (4.3.25) is obtained without an explicit developing function \( g(x) \). The key difference between the method which led to the family (4.3.25) and that which led to Charlier series is that the method completes a square using the first and second order terms of the Taylor expansion of \( K_n(T) - T x \) and expands only \( \exp(R_3) \) before integration, where \( R_3 \) is the sum of terms in the Taylor expansion with orders three and higher. An important consequence of this is that the family of expansions obtained are expansions based on the \( \lambda_{(n,j)}(\tau)'s \), which usually have certain asymptotic properties with respect to \( n \) if the \( X_n's \) are asymptotically normal. On the other hand, that for Charlier series calculates the Taylor expansion for \( K_f(T) - K_g(T) \) and expands \( \exp\{\text{the entire expansion}\} \) before integration. Explicit expressions of the terms of the expansion are usually difficult to obtain. This makes it difficult to examine the asymptotic properties of these terms.

- **Formal expansions based on the sequence \( \{\lambda_{(n,r)}(\cdot)\} \)**

We now proceed with the second step of the method stated at the beginning of this section. Expansions (4.3.16) and (4.3.25) are not particularly useful from an asymptotic expansion point of view in that they, like Charlier differential series, do not use information concerning the asymptotic properties of the distribution being expanded, and are not asymptotic expansions. To transform them into asymptotic expansions, we generalize the idea of Edgeworth, i.e., making use of the asymptotic properties of individual terms in the expansions. This involves examining the asymptotic orders of the \( \lambda_{(n,r)}(\cdot)'s \), and then rearranging terms in the curly brackets in (4.3.16) and (4.3.25) in ascending order according to the rates at which the \( \lambda_{(n,r)}(\cdot)'s \) approach zero. The notation for the sequence, \( \{\lambda_{(n,r)}(\cdot)\} \), is different from notation commonly used for asymptotic sequences. It may help to reduce the confusion created by this difference to keep in mind that \( \tau \) is the index of the sequence, and that \( \{\lambda_{(n,r)}(\cdot)\} \), when written in commonly used notation, is essentially \( \{\lambda_\tau(n)\} \).

Examination of the asymptotic orders of the \( \lambda_{(n,r)}(\cdot)'s \), though it involves calculating the
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\(\lambda_{(n,r)}(\cdot)\)'s and may be time consuming, is straightforward and will not be further commented on. In the following, we shall focus on rearranging terms in (4.3.16) and (4.3.25) in ascending order according to the rates at which the \(\lambda_{(n,r)}(\cdot)\)'s approach zero. In order to illustrate how to do it, we shall make some assumptions concerning the asymptotic orders of the \(\lambda_{(n,r)}(\cdot)\)'s.

We first consider the expansion at the saddlepoint (4.3.16) under certain assumptions, which are true when \(X_n\) is a sample mean. We assume that \(\{\lambda_{(n,i)}(T_n)\}_{i \geq 2}\) form an asymptotic sequence with respect to \(n\); i.e., \(\lambda_{(n,i+1)}(T_n) = o(\lambda_{(n,i)}(T_n))\) as \(n\) approaches a certain limit, usually infinity, for \(i \geq 2\). In particular, to make it easy to compare this expansion at the saddlepoint with the saddlepoint expansion for the sample mean, we assume that \(\lambda_{(n,4)}(T_n) = O(\lambda_{(n,3)}^2(T_n))\). By arranging the terms in the curly brackets in (4.3.16) in ascending order according to the rates at which they approach zero, we have

\[
fn(x) = g_n(x) \left\{ 1 + \left[ \frac{1}{8} \lambda_{(n,4)}(T_n) - \frac{5}{24} \lambda_{(n,3)}^2(T_n) \right] + o\left( \lambda_{(n,4)}(T_n) \right) \right\}.
\]  \hspace{1cm} (4.3.26)

This is the generalized saddlepoint expansion for \(f_n(x)\). With more assumptions concerning the rates at which the \(\lambda_{(n,i)}(T_n)\)'s approach zero, further terms in (4.3.26) may be given.

To discuss the asymptotic properties of other members of the family (4.3.25), we also need to consider the Hermite polynomials that appear in the expansion. If the absolute value of their common argument, \((\mu_n - x)/\sigma_n\), goes to infinity when \(n\) goes to infinity, then since \(H_k\) is a polynomial of order \(k\), the reciprocals of these polynomials, i.e., \(1/H_k\) \((k = 3, 4, \ldots)\), will form an asymptotic sequence with respect to \(n\). Thus (4.3.25) contains ratios of terms in two asymptotic sequences, and its asymptotic properties need careful examination. To avoid this complication, we focus on cases for which \((\mu_n - x)/\sigma_n\) is bounded. In these cases, the relative rate at which terms in the curly bracket, such as \(\lambda_{(n,3)}(\tau)H_3 - H_3(\lambda_{(n,i)}(\tau))\), approach zero is determined by that of the \(\lambda_{(n,i)}(\tau)'s\). Now assume that \(\lambda_{(n,i+1)}(\tau) = o(\lambda_{(n,i)}(\tau))\) for \(i \geq 2\). Then we may rewrite (4.3.25) as

\[
f_n(x) = e^{K_n(\tau) - \tau x} \phi_{n}(x) \left\{ 1 - \frac{1}{6} \lambda_{(n,3)}(\tau)H_3 \left( \frac{\mu_n - x}{\sigma_n} \right) + o(\lambda_{(n,3)}(\tau)) \right\},
\]  \hspace{1cm} (4.3.27)

where \(\mu_n = K_n'(\tau)\) and \(\sigma_n = K_n''(\tau)\). In particular, at \(\tau = 0\) we have

\[
f_n(x) = \phi_n(x) \left\{ 1 + \frac{1}{6} \lambda_{(n,3)} \left[ \left( \frac{x - \mu_n}{\sigma_n} \right)^3 - 3 \left( \frac{x - \mu_n}{\sigma_n} \right) \right] + o(\lambda_{(n,3)}) \right\}.
\]  \hspace{1cm} (4.3.28)

We shall refer to (4.3.27) as the general expansion for \(f_n(x)\), and (4.3.28) as the generalized Edgeworth expansion. The assumption that \((x - \mu_n)/\sigma_n\) approaches a finite limit is usually
satisfied when the $X_n$'s are standardized variables, e.g., the standardized mean of $n$ i.i.d. observations. Note that all the assumptions made above are for illustrative purposes only. A \{X_n\} may not satisfy these assumptions. In this case terms in the curly brackets of (4.3.16) and (4.3.25) should be rearranged accordingly, and the general expansions, the generalized saddlepoint and Edgeworth expansions will be different from those shown above.

It is important to keep in mind that the generalized saddlepoint approximation and the general expansions we obtained this way are only formal asymptotic expansions for $f_n(x)$. Their validity still needs to be verified. Also, the generalized Edgeworth expansion can be valid for cases where only the first few cumulants exist, e.g., Theorem 4.1 on the Edgeworth expansion in Section 4.2.

A common feature of the expansions discussed above is that the asymptotic sequences involved all have the same first term, 1. Thus the second terms of these sequences measure the asymptotic relative error for approximating $f_n(x)$ with the leading term of the expansion.

• The generalized saddlepoint and Edgeworth expansions as special cases

From the perspective of the family of expansions (4.3.27), these two expansions are special cases with the generalized Edgeworth expansion being the one derived at $\tau = 0$ whose leading term is a normal density, and the generalized saddlepoint expansion being the one derived at the saddlepoint for which the leading term simplifies to $\exp\{K_n(\hat{T}_n) - \hat{T}_n x\}$. The latter usually has the smallest relative error for approximating $f_n(x)$ due to the disappearance of $\lambda_{(n,3)}(\hat{T}_n)$. The generalized saddlepoint expansion may represent a collection of expansions in that it will assume a different member of the family for different values of $n$ should the saddlepoint vary with $n$.

Loosely speaking, the generalized Edgeworth expansion tells us the asymptotic distance between $f_n(x)$ and the normal densities, while the generalized saddlepoint expansion tells us the smallest asymptotic distance between $f_n(x)$ and the family. From this point of view, the generalized saddlepoint expansion is more suitable for approximating $f_n(x)$.
4.4 Expansions for the densities of the sample mean and standardized mean

The general expansions are derived without assumptions on the $X_n$'s beyond that they are asymptotically normal (under which the assumptions on the $\lambda_{(n,r)}$'s made above are usually true), and include expansions at different $\tau$ values. It is in this sense that we call them the general expansions. However, such general expansions are meaningful only if they simplify to known results for special cases. We now show for the special cases of the sample mean and the standardized sample mean that the general expansions indeed coincide with known expansions.

- Expansions for the density of the sample mean

It may be readily verified that when $X_n = \bar{W}$, the average of $n$ independent copies of a random variable $W$, the generalized saddlepoint approximation (4.3.11) is the same as the saddlepoint approximation given by Daniels (1954). See (2.2.16). In this case, let $K(T)$ be the cumulant generating function of $W$, then $K_n(T) = nK(T/n)$. Let $\hat{T}$ be the solution of $K'(\hat{T}) = x$, then $\hat{T}_n = n\hat{T}$. Furthermore, $K_n(\hat{T}_n) = nK(\hat{T})$ and $K''_n(\hat{T}_n) = K''(\hat{T})/n$. Thus the generalized saddlepoint approximation (4.3.11) is the same as Daniels' saddlepoint approximation (2.2.16).

To examine the asymptotic property of the generalized saddlepoint expansion (4.3.26), we first note that $K^{(r)}_n(\hat{T}_n) = K^{(r)}(\hat{T})/n^{r-1}$ for any $r \in \mathbb{N}$. It follows that $\lambda_{(n,r)}(\hat{T}_n) = K^{(r)}(\hat{T})/[n^{r/2-1}(K''(\hat{T}))^{r/2}]$ for $r \geq 2$. Denote $K^{(r)}(\hat{T})/(K''(\hat{T}))^{r/2}$ by $\lambda_r$. It is not difficult to show that

$$\frac{1}{8} \lambda_{(n,4)}(\hat{T}_n) - \frac{5}{24} \lambda_{(n,3)}^2(\hat{T}_n) = \frac{1}{n} \left( \frac{1}{8} \lambda_4(\hat{T}) - \frac{5}{24} \lambda_3^2(\hat{T}) \right)$$

which is $a_1$ in Daniels' expansion (2.2.23). Further terms in expansion (4.3.26) may be constructed for this particular case and it can be shown that they are equal to the corresponding terms in (2.2.23). Thus the generalized saddlepoint expansion (4.3.26) coincides with Daniels' saddlepoint expansion (2.2.23). Hence it is a valid expansion for $f_n(\hat{x})$.

It may also be easily verified using the same argument demonstrated above that the general expansion of the form (4.3.27) coincides with the expansion Daniels (1954) derived through the Edgeworth expansion at $\tau$. See (4.3) in Section 4 in Daniels (1954). We shall
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refer to this (4.3) as D(4.3)\(^1\). Daniels (1954) stated that the family of expansions given by D(4.3) are asymptotic expansions, and in particular at \(\tau = 0\) it reduces to the Edgeworth series for \(f_n(\bar{x})\). This, however, is not accurate. The reason is that the Edgeworth expansion for the standardized variable \(Z_u = (\bar{U} - E(U))/(\sigma_u/\sqrt{n})\) may not be used to obtain an asymptotic expansion for the density of \(\bar{U}\) at anywhere except for \(E(U)\) (see the second paragraph on page 48 for a related discussion). The distribution of the random variable \(U\) described before D(4.3) has mean \(E(U) = K'(\tau) - \bar{x}\), but D(4.3) was derived through the Edgeworth expansion for \(Z_u\) at \(\bar{U} = 0\), or \(Z_u = -(K'(\tau) - \bar{x})[n/K''(\tau)]^{1/2}\). Thus when \(K'(\tau) - \bar{x} \neq 0\), expansions given by D(4.3) are not valid. More specifically, the coefficient \(A_1\) in D(4.3), for example, is in general \(O(n^{3/2})\). Thus the second term in D(4.3), \(A_1/\sqrt{n}\), is in general \(O(n)\). Hence D(4.3) cannot even be an asymptotic expansion in a formal sense. This illustrates the importance of the assumption that \((\mu_n - x)/\sigma_n\) approaches a finite limit as \(n\) approaches infinity that we made in arriving at (4.3.27).

To conclude, for the case of sample mean only one member of the family, i.e., the generalized saddlepoint expansion, is a valid asymptotic expansion for the density.

- **Expansions for the density of the standardized mean**

(i) The Edgeworth expansion and the generalized Edgeworth expansion

We now show that (4.3.28) coincides with the Edgeworth expansion (4.2.10). Let

\[
X_n = \frac{\bar{W} - \mu}{\sigma/\sqrt{n}},
\]

where \(\mu\) and \(\sigma\) are the mean and standard deviation of \(W\). The cumulant generating function of \(X_n\), \(K_n\), is given by

\[
K_n(T) = -\frac{\sqrt{n}\mu}{\sigma} T + nK\left(\frac{T}{\sigma\sqrt{n}}\right).
\]

Denote the cumulants of \(W\) by \(\kappa_i\) \((i = 1, 2, \ldots)\). Then for any finite \(T\), \(K_n(T)\) has a Taylor expansion, provided that \(n\) is sufficiently large, i.e.,

\[
K_n(T) = \frac{T^2}{2!} + \frac{T^3 \lambda_3(W)}{3! \sqrt{n}} + \frac{T^4 \lambda_4(W)}{4! n} + \cdots,
\]

\(^1\)There is an error in the expressions for \(A_1\) and \(A_2\) in D(4.3). There should be a negative sign in front of each \([K'(\tau) - \bar{x}]\).
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where \( \lambda_r(W) = \kappa_r/\sigma^r \) are the standardized cumulants for \( W \). It is not difficult to see from (4.4.29) and (4.4.31) that \( \mu_n = 0, \sigma_n = 1, K^{(3)}_n(0) = \lambda_3(W)/\sqrt{n} = \mu_3(W)/(\sigma^3\sqrt{n}) \), and \( K^{(i+1)}_n(0)/K^{(i)}_n(0) = O(1/\sqrt{n}) \) for \( i > 2 \), where \( \mu_3(W) \) is the third moment and cumulant of \( W \). It follows that \( \lambda_{(n,r)} = K^{(r)}_n(0) \) for \( (r \geq 3) \), and (4.3.28) may be written as

\[
 f_n(x) = \phi(x) \left\{ 1 + \frac{1}{\sqrt{n}} \frac{\mu_3(W)}{6\sigma^3} (x^3 - 3x) + o(1/\sqrt{n}) \right\},
\]

which coincides with the two-term Edgeworth expansion for \( f_n(x) \).

The full Edgeworth expansion for the standardized mean is obtained by using the following version of the relation (4.4.31) which expresses the characteristic function of \( X_n, \psi_n(t) \), as

\[
 \psi_n(t) = \exp \left\{ \frac{(it)^3 \lambda_3(W)}{3! \sqrt{n}} + \frac{(it)^4 \lambda_4(W)}{4! n} + \frac{(it)^5 \lambda_5(W)}{5! n^{3/2}} + \cdots \right\} e^{-t^2/2}. \tag{4.4.32}
\]

Expanding the \( \exp(\cdot) \) term in (4.4.32) we obtain

\[
 \psi_n(t) = \left\{ 1 + \frac{(it)^2 \lambda_3(W)}{3! \sqrt{n}} + \frac{(it)^4 \lambda_4(W)}{4! n} + \cdots + \frac{1}{2! (3!)^2} \frac{(\lambda_3(W))^2}{n} + \cdots \right\} e^{-t^2/2}. \tag{4.4.33}
\]

Since \( (it)^k e^{-t^2/2} \) has Fourier inversion \( H_k(x) \phi(x) \) (see Appendix B for further discussion on \( H_k(x) \) and \( \phi(x) \)), then Fourier inversion of (4.4.33) gives

\[
 f_n(x) = \phi(x) \left\{ 1 + \frac{1}{3!} \frac{\lambda_3(W)}{\sqrt{n}} H_3(x) + \frac{1}{4!} \frac{\lambda_4(W)}{n} H_4(x) + \cdots + \frac{1}{2! (3!)^2} \frac{(\lambda_3(W))^2}{n} H_6(x) + \cdots \right\}. \tag{4.4.34}
\]

The full Edgeworth expansion is then obtained by rearranging terms in (4.4.34) in ascending powers of \( 1/\sqrt{n} \).

The right-hand side of (4.3.28) may also be further expanded with respect to the \( \lambda_{(n,k)} \)'s. It is not difficult to show that the coefficient for, say \( \lambda_{(n,k)}^2 \) is \( H_{2k}/[2!(k!)^2] \), and so on. Since \( \lambda_{(n,k)} = \lambda_k(W)/(\sqrt{n})^{(k-2)} \) for \( k = 3, 4, \ldots \), (4.3.24) coincides with (4.4.34). The further expanded (4.3.28) is obtained by rearranging terms in (4.3.24) in ascending powers of \( 1/\sqrt{n} \), and is thus the same as the Edgeworth expansion.

(ii) The generalized saddlepoint expansion and saddlepoints expansion

Recall from Chapter 3 that the saddlepoints expansion for the density of a standardized mean
was derived through the saddlepoint approximation for the mean, and its relative error is of the same order as that of the saddlepoint expansion provided the saddlepoint expansion is uniformly valid in some neighborhood of the mean. We now show that the saddlepoints expansion is actually the generalized saddlepoint expansion for the standardized mean.

For a fixed \( x \), \( \hat{T}_n \) is the solution of equation \( \frac{\sqrt{n} \mu}{\sigma} + \frac{\sqrt{n}}{\sigma} K'(\frac{T}{\sqrt{n}}) = x \).

Since \( x = (\bar{w} - \mu)\sqrt{n}/\sigma \), the above equation is equivalent to

\[
K'\left(\frac{T}{\sqrt{n}}\right) = \bar{w}.
\]  

Let \( t_n \) be the solution to \( K'(T) = \bar{w} \), then by (4.4.35), \( t_n = \hat{T}_n/(\sqrt{n}) \), and \( \hat{T}_n = t_n \sigma \sqrt{n} \).

Thus from (4.4.30) in terms of \( t_n \), \( K_n(\hat{T}_n) \) is

\[
K_n(\hat{T}_n) = -\frac{\sqrt{n} \mu}{\sigma} t_n \sigma \sqrt{n} + nK(t_n) = nK(t_n) - n\mu t_n.
\]

Furthermore,

\[
K_n'(\hat{T}_n)\hat{T}_n = \left\{-\frac{\sqrt{n} \mu}{\sigma} + \frac{\sqrt{n}}{\sigma} K'(t_n)\right\} t_n \sigma \sqrt{n} = -n\mu t_n + n t_n K'(t_n),
\]

and

\[
K_n''(\hat{T}_n) = \frac{1}{\sigma^2} K''(t_n).
\]

It follows from (4.4.36) and (4.4.37) that

\[
K_n(\hat{T}_n) - K_n'(\hat{T}_n)\hat{T}_n = n[K(t_n) - t_n K'(t_n)].
\]

Equations (4.4.38) and (4.4.39) imply that the generalized saddlepoint approximation given by (4.3.11) is the same as the saddlepoints approximation (3.5.59), for which \( \hat{T}_n \) and \( \bar{x}(z, n) \) correspond to \( t_n \) and \( \bar{w} \) in the present discussion.

By repeating the procedure we followed to show the equivalence of the generalized saddlepoint expansion and the saddlepoint expansion, one can show that the entire generalized saddlepoint expansion (4.3.26) coincides with the saddlepoints expansion (3.5.57).

(iii) Validity of other members in the family
Recall that for the sample mean only the generalized saddlepoint approximation is valid. For the standardized mean, however, besides the generalized saddlepoint approximation and the generalized Edgeworth expansion, the following one-term expansion given by (4.3.27),

\[ f_n(x) = e^{K_n(\tau) - \tau x} \phi_{(n,\tau)}(x) \left\{ 1 + O(\lambda_{(n,3)}(\tau)) \right\}, \tag{4.4.40} \]

is also valid. Although in this case the \( O(\lambda_{(n,3)}(\tau)) \) term in (4.4.40) and \( O(\lambda_{(n,4)}(\tau)) \) term in (4.3.27) may be easily further expanded, verification of the asymptotic validity of expansions with more terms than that in (4.4.40) is difficult. That is why we only consider (4.4.40) for which the validity of the family can be established through that of the Edgeworth expansion.

We now prove the validity of (4.4.40). The following equation will be used repeatedly in the proof:

\[ \left[ 1 + O\left( \frac{1}{n^p} \right) \right]^q = 1 + O\left( \frac{1}{n^p} \right), \tag{4.4.41} \]

where \( p, q \in \mathbb{R} \) and \( p > 0 \). This follows directly from the fact that for \( |x| < 1 \), the function \((1 + x)^q\) has Taylor expansion

\[ 1 + c_1 x + c_2(x) x^2, \]

where \( c_1 \) is a constant and \( c_2(x) \) is a function bounded in absolute value. By (4.4.31) we obtain the following asymptotic approximations for the derivatives of \( K_n(T) \): (1) \( K_n(T) = T^2/2 + O(n^{-1/2}) \), (2) \( K'_n(T) = T + O(n^{-1/2}) \), (3) \( K''_n(T) = 1 + O(n^{-1/2}) \), and (4) \( K''_n(T) = O(1/n^{\tau/2-1}) \) for \( \tau \geq 3 \). Denote the leading term of the expansion (4.4.40) by \( l_{(n,\tau)}(x) \). We have

\[ l_{(n,\tau)}(x) = \frac{1}{\sqrt{2\pi K'_n(\tau)}} \exp\left\{ K_n(\tau) - \tau x - \frac{(x - K'_n(\tau))^2}{2K''_n(\tau)} \right\}. \]

Then (1), (2), (3) and (4.4.41) lead to

\[ l_{(n,\tau)}(x) = \frac{\exp\left\{ \frac{1}{2} \tau^2 + O(n^{-1/2}) - \tau x - \frac{(x - \tau + O(n^{-1/2}))^2}{2(1 + O(n^{-1/2}))} \right\}}{\sqrt{2\pi[1 + O(n^{-1/2})]}} \]

\[ = \frac{1 + O(n^{-1/2})}{\sqrt{2\pi}} \exp\left\{ \frac{-x^2/2 + O(n^{-1/2})}{1 + O(n^{-1/2})} \right\} \]

\[ = \phi(x)e^{O(n^{-1/2})}\left[ 1 + O(n^{-1/2}) \right] \]

\[ = \phi(x) \left[ 1 + O(n^{-1/2}) \right]. \tag{4.4.42} \]

Also, (3) and (4) imply that \( \lambda_{(n,3)}(\tau) = O(n^{-1/2}) \). Thus (4.4.42) may be written as

\[ l_{(n,\tau)}(x) = \phi(x) \left\{ 1 + O(\lambda_{(n,3)}(\tau)) \right\}. \tag{4.4.43} \]
By the Edgeworth expansion, \( f_n(x) = \phi(x) \left[ 1 + O(n^{-1/2}) \right] \). Thus

\[
\frac{f_n(x)}{l_{(n,\tau)}(x)} = \frac{\phi(x) \left[ 1 + O(n^{-1/2}) \right]}{\phi(x) \left[ 1 + O(n^{-1/2}) \right]} = 1 + O(n^{-1/2}) \text{ or } 1 + O(\lambda_{(n,3)}(\tau)).
\] (4.4.44)

This proves the validity of (4.4.40).

The relative accuracy of \( l_{(n,\tau)}(x) \) and one-term Edgeworth expansion, i.e., \( \phi(x) \), is not clear from (4.4.40). But we expect that when \( \tau \) is close to the saddlepoint, \( l_{(n,\tau)}(x) \) will be more accurate.

- Some remarks

To conclude this section, we note that the seemingly very different expansions, such as the Edgeworth expansion for the standardized mean and the saddlepoint expansion for the mean are in fact special cases of the same general expansion (4.3.27). This is, perhaps, not unexpected since the general expansion was derived at an arbitrary \( \tau \) without using specific information on the form of the cumulant generating function. The general expansion (4.3.27) would not be of much interest to us if its only use is as a unified treatment for the known expansions. However, it also identifies the basic asymptotic quantity, i.e., \( \{\lambda_{(n,\tau)}(\tau)\} \), based on which asymptotic expansions for distributions may be found, and has thus generalized the Edgeworth and saddlepoint expansions for which \( \{\lambda_{(n,\tau)}(\tau)\} \) happen to be, essentially, power series \( \{n^{-1/2}\} \) and \( \{n^{-1}\} \), respectively. Such generalization provides formal expansions (4.3.27) to be rigorously examined which may turn out to be valid asymptotic expansions. The saddlepoints expansion and the expansions given by (4.4.40), for example, were first derived through the general expansion formula as formal expansions. They both turned out indeed to be valid expansions, although neither is a power series expansion.
4.5 Saddlepoint expansion for Jørgensen’s exponential dispersion model

In this section we examine another case, i.e., Jørgensen’s exponential dispersion model, for which the generalized saddlepoint expansion may be expressed as a power series. The asymptotics for such a model are with respect to a large parameter, which is in general not a sample size and is continuous. To be consistent with notation commonly used for this model, \( \lambda \) will be used, for this section only, to denote the large parameter instead of \( n \). Also, \( \tau \) and \( \sigma \) will be used for different purposes and this will be made clear in the discussion.

Jørgensen’s (1987) exponential dispersion model for a one-dimensional continuous random variable \( Y \) is defined by the probability density function,

\[
p(y; \theta, \lambda) = a(\lambda, y) \exp[\lambda \{y \theta - \kappa(\theta)\}], \quad y \in \mathbb{R}
\]

for suitable functions \( a \) and \( \kappa \), where \( \lambda \in \Lambda \subseteq \mathbb{R}_+ \), \( 1 \in \Lambda \) and \( \theta \in \Theta \subseteq \mathbb{R} \). This model is an important contribution to the theory of exponential families and has wide application in generalized linear regression analysis. Its moment generating function is

\[
M(t; \theta, \lambda) = \exp[\lambda \{\kappa(\theta + t/\lambda) - \kappa(\theta)\}].
\]

The cumulant generating function, \( K(t; \theta, \lambda) \), is thus \( \lambda \{\kappa(\theta + t/\lambda) - \kappa(\theta)\} \). By repeatedly differentiating \( K(t; \theta, \lambda) \), one can obtain the \( K^{(r)}(t; \theta, \lambda) \)'s. In particular, the \( i \)th cumulant, \( \kappa_i(\theta, \lambda) \), for \( Y \) is

\[
\kappa_i(\theta, \lambda) = \kappa^{(i)}(\theta) \lambda^{1-i} \quad i = 1, 2, \ldots
\]

Define \( \tau(\theta) = \kappa'(\theta) \) and \( V(\mu) = \kappa''(\tau^{-1}(\mu)) \). Then the expectation of \( Y, \mu \), is given by

\[
\mu = \tau(\theta),
\]

and the variance is given by

\[
\sigma^2 V(\mu),
\]

where \( V \) is called the variance function for the model and \( \sigma^2 = 1/\lambda \) is the dispersion parameter. The set \( \Omega = \tau(\text{int} \Theta) \) is called the mean domain. The smallest closed convex subset of \( \mathbb{R} \) with measure 1 is called the convex support. When the mean domain coincides
with the convex support for all values of \( \lambda \), the model is said to be steep. In this section, we only work with \( y \) values in the mean domain of the model. When the model is steep such a restriction is unnecessary. It is, however, essential when the model is nonsteep since a \( y \) value outside the mean domain does not have a corresponding saddlepoint. For details on steepness and other properties of the model, see Jørgensen (1992).

The model is closed with respect to \( \lambda \) under addition, and this leads to the asymptotic normality of the model in the sense that

\[
\frac{Y - \mu}{\sigma} \overset{d}{\rightarrow} N(0, V(\mu)) \quad \text{as} \quad \sigma \to 0. \tag{4.5.46}
\]

Because of its asymptotic normality (4.5.46), asymptotics concerning the behavior of the model as \( \sigma \) or \( 1/\lambda \) approaches zero fit readily into the framework of the general expansion. The deviance, \( d(y, \mu) \), for a single observation from the model is

\[
d(y, \mu) = 2[y\bar{\theta} - \kappa(\bar{\theta}) - \{y\tau^{-1}(\mu) - \kappa(\tau^{-1}(\mu))\}],
\]

where \( \bar{\theta} \) is the value of \( \theta \) that maximizes \( y\theta - \kappa(\theta) \). Jørgensen (1992, Theorem 3.3.1) introduced the saddlepoint approximation for the density (4.5.45),

\[
p(y; \theta, \lambda) \simeq \sqrt{\frac{1}{2\pi\sigma^2 V(y)}} \exp\{-d(y, \mu)/(2\sigma^2)\}, \tag{4.5.47}
\]

and demonstrated that the approximation converges to \( p(y; \theta, \lambda) \) as \( \sigma \) approaches zero.

In this section, we look at the entire saddlepoint expansion for the model. Specifically, we give the following extended version of Theorem 3.3.1 in Jørgensen (1992).

**Theorem 4.2:** Let \( g(\lambda, \sigma)(y) \) be the saddlepoint approximation given by (4.5.47), and \( \tilde{\theta} \) be such that \( \tau(\tilde{\theta}) = y \). Then for a fixed \( \theta \),

\[
p(y; \theta, \lambda) = g(\lambda, \sigma)(y) \left\{ 1 + \frac{a_1}{\lambda} + \cdots + \frac{a_r}{\lambda^r} + O\left(\frac{1}{\lambda^{r+1}}\right) \right\}, \tag{4.5.48}
\]

where the \( a_i \)'s are functions of \( y \) for any \( r \in \mathbb{N} \). The expansion (4.5.48) is uniform in \( y \) in any compact subset if \( p(y; \theta, 1) \) satisfies the following conditions: (1) it is piecewise continuous in any finite interval, (2) it is bounded outside a finite interval, and (3) it belongs to \( L^q(\mathbb{R}) \) for some \( q > 1 \).

The three conditions for the uniform validity are the generalized versions of conditions in
Theorem 3.3, which we had commented on near the end of Section 3.4. We now give a simple proof for the above theorem. By inverting the moment generating function we obtain

\[
p(y; \theta, \lambda) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{\lambda \left[ \kappa(\theta + it/\lambda) - \kappa(\theta) \right] - ity} dt
\]

\[
= \frac{\lambda}{2\pi} \int_{-\infty}^{\infty} e^{\lambda \left[ \kappa(\theta + is) - \kappa(\theta) - isy \right]} ds
\]

\[
= \frac{\lambda}{2\pi} \int_{-\infty}^{\infty} e^{\lambda \left[ K(s; \theta, 1) - isy \right]} ds,
\]

(4.5.49)

where we have used a change of variable, \( s = t/\lambda \).

We first consider the special case where \( \lambda \) only assumes integer values. In this case, (4.5.49) implies that the density \( p(y; \theta, \lambda) \) is that of the mean of \( \lambda \) i.i.d. observations from the model \( p(y; \theta, 1) \). For this case, the pointwise validity and uniform validity of the saddlepoint expansion as defined by Daniels (1954) have been proved in Chapters 2 and 3. Thus the theorem will be proved upon showing that the saddlepoint approximation given by (4.5.47) coincides with that given by Daniels. Written in the present notation, Daniels' saddlepoint approximation is

\[
\sqrt{\frac{\lambda}{2\pi K''(s_0, \theta, 1)}} e^{\lambda \left[ K(s_0, \theta, 1) - s_0y \right]},
\]

(4.5.50)

where \( s_0 \) is the saddlepoint satisfying: \( K'(s_0; \theta, 1) = y \). To see (4.5.47) is indeed (4.5.50), note that \( K'(s; \theta, 1) = \kappa(\theta + s) - \kappa(\theta) \). Thus \( K'(s; \theta, 1) = \kappa'(\theta + s) \), and \( K''(s; \theta, 1) = \kappa''(\theta + s) \). The saddlepoint \( s_0 \) satisfies \( \kappa'(\theta + s) = y \), and thus the equation \( \bar{\theta} = \theta + s_0 \). It follows that

\[
K(s_0, \theta, 1) - s_0y = \kappa(\theta + s_0) - \kappa(\theta) - s_0y
\]

\[
= \kappa(\bar{\theta}) - \kappa(\theta) - (\bar{\theta} - \theta)y
\]

\[
= -d(y, \mu)/2,
\]

and \( K''(s_0, \theta, 1) = \kappa''(\theta + s_0) = \kappa''(\bar{\theta}) = V(y) \). The theorem has thus been proved for integer values of \( \lambda \).

Note that (4.5.47) and (4.5.50) are identical whether or not \( \lambda \) is an integer. In general, \( \lambda \) is not necessarily an integer. The theorem follows from the equivalence of (4.5.47) and (4.5.50) and the observation that the method of steepest descents, which was used by Daniels (1954) to show the pointwise validity of the saddlepoint expansion, does not use the information that \( n \) is an integer and may be applied to (4.5.49) to derive (4.5.48). The derivation is
literally identical to that shown by Daniels (1954) except that the large parameter in this case is $\lambda$ instead of $n$. Consequently, the $a_r$'s in (4.5.48) are the same as the $a_r$'s in Daniels' saddlepoint expansion (2.2.23). As to the uniform validity of (4.5.48) on a compact set, again the proof for the uniform validity of Daniels' saddlepoint expansion that we demonstrated in Chapter 3 does not use the information that $n$ is an integer, and is thus applicable to Theorem 4.2 as well.

Expansion (4.5.48) is the generalized saddlepoint expansion for the model. This can be readily confirmed using similar arguments to those shown in the previous section. For the standardized variable $(Y - \mu)/\sigma$, we also can show that the generalized Edgeworth expansion for both the density and the cumulative distribution function are valid. This indicates that the density of the standardized variable approaches that of the standard normal density with a relative error diminishing at the rate of $O(\sigma)$. Furthermore, the cumulative distribution function of the model has asymptotic expansions such as Lugannani and Rice's expansion and other expansions discussed in Daniels (1987). The general expansions given by (4.4.40) are all valid.

Jørgensen (1992, Theorem 3.3.3) also discussed saddlepoint approximation for a class of dispersion models. Here we consider the following modified version of this theorem, which gives the order of the relative error of the approximation.

**Theorem 4.3:** Consider the dispersion model for the random variable $Y$ of the form

$$p(y; \mu, \sigma^2) = a(\sigma^{-2}) \exp\{t(y - \mu)/\sigma^2\}, \quad y \in \mathbb{R}$$

(4.5.51)

where function $t$ satisfies (i) $t(y)$ has a global maximum at $y = 0$ in the sense that for any bounded neighborhood $\omega$ of 0, $\sup\{t(y) : y \notin \omega\} < t(0)$, and (ii) there exists a neighborhood of $y = 0, \delta$, in which $t''(y)$ exists and is continuous. Then

$$p(y; \mu, \sigma^2) = g_{(\mu, \sigma)}(y) \left\{1 + O(\sigma^2)\right\} \quad \text{as} \quad \sigma \to 0,$$

(4.5.52)

and

$$X = (Y - \mu)/\sigma \overset{d}{\rightarrow} N(0, V) \quad \text{for} \quad \sigma \to 0.$$

(4.5.53)

The leading term, $g_{(\mu, \sigma)}(y)$, in (4.5.52) is the saddlepoint approximation,

$$g_{(\mu, \sigma)}(y) = (2\pi \sigma^2 V)^{-1/2} \exp\{-d(y, \mu)/(2\sigma^2)\},$$

(4.5.54)
where \( d(y, \mu) = 2\{t(0) - t(y - \mu)\} \) is the deviance, and \( V = -1/t''(0) \).

**Proof:** (a) We now use Laplace's method to prove (4.5.52). The key step is to obtain an asymptotic expansion for the quantity \( a(\sigma^{-2})e^{t(0)/\sigma^2} \). Although function \( a \) is not specified, such an expansion is possible due to the fact that \( p \) is a density function. We have

\[
1 = \int_{-\infty}^{\infty} p(y; 0, \lambda^{-1}) dy = \int_{-\infty}^{\infty} a(\lambda) e^{\lambda t(y)} dy = a(\lambda) \left\{ \int_{y \in \omega} e^{\lambda t(y)} dy + \int_{y \notin \omega} e^{\lambda t(y)} dy \right\},
\]

where \( \omega \) is chosen to be a bounded neighborhood of 0. By condition (i) there exists a positive constant \( \rho < 1 \) such that \( \exp\{t(y) - t(0)\} < \rho \) for \( y \notin \omega \). The asymptotic order of the second integral in the curly brackets can thus be evaluated as the following:

\[
\int_{y \notin \omega} e^{\lambda t(y)} dy \leq e^{\lambda t(0)} \left\{ e^{-t(0)} \rho^{-\lambda} \int_{y \notin \omega} e^{t(y)} dy \right\}.
\]

Owing to the existence of \( \int e^{t(y)} dy \), this integral is \( e^{\lambda t(0)} O(\rho^\lambda) \). By Laplace's method, the first integral is

\[
\sqrt{-\lambda t''(0)} e^{\lambda t(0)} \left\{ 1 + O\left(\frac{1}{\lambda}\right) \right\}.
\]

Since \( \rho^\lambda \) converges to zero faster than any power of \( 1/\lambda \), the second integral is asymptotically negligible. Thus equation (4.5.55) becomes

\[
1 = a(\lambda) \sqrt{-\lambda t''(0)} e^{\lambda t(0)} \left\{ 1 + O\left(\frac{1}{\lambda}\right) \right\}.
\]

It follows that

\[
(2\pi \sigma^2 V)^{-1/2} = a(\sigma^{-2})e^{t(0)/\sigma^2} \left\{ 1 + O(\sigma^2) \right\},
\]

or equivalently,

\[
a(\sigma^{-2})e^{t(0)/\sigma^2} = (2\pi \sigma^2 V)^{-1/2} \left\{ 1 + O(\sigma^2) \right\}.
\]

(4.5.56)

The density function (4.5.51) is now expressed by using (4.5.56) as

\[
p(y; \mu, \sigma^2) = a(\sigma^{-2}) \exp\{t(y - \mu)/\sigma^2\}
\]
which proves (4.5.52).

(b) To prove the asymptotic normality as stated in (4.5.53), let the density of $X$ be $q(x; \mu, \sigma^2)$. Then

$$q(x; \mu, \sigma^2) = p((\sigma x + \mu), \mu, \sigma^2) \frac{dy}{dx} = \sigma^2 a(x; \mu, \sigma^2) dt(t(x)/\sigma^2). \tag{4.5.58}$$

The distribution function of $X$, $Q(x; \mu, \sigma^2)$, is thus given by

$$Q(x; \mu, \sigma^2) = \int_{-\infty}^{x} \sigma^2 a(x; \mu, \sigma^2) dt(t(x)/\sigma^2) dv. \tag{4.5.59}$$

We now prove (4.5.53) by showing that $\lim_{\sigma \to 0} Q(x; \mu, \sigma^2) = \Phi(x/\sqrt{V})$. Using (4.5.56), we obtain the following expansion of $Q(x; \mu, \sigma^2)$

$$Q(x; \mu, \sigma^2) = (2\pi V)^{-1/2} \int_{-\infty}^{x} e^{[t(\sigma v)-t(0)]/\sigma^2} dv \{1 + O(\sigma^2)\}. \tag{4.5.60}$$

Consider the contribution to the integral in (4.5.59) from the interval $(-\infty, b/\sigma)$, where $b < 0$ and $b \in \delta$, the neighborhood of zero in which $t(y)$ is twice continuously differentiable. We have

$$\int_{-\infty}^{b/\sigma} e^{[t(\sigma v)-t(0)]/\sigma^2} dv = \frac{1}{\sigma} \int_{-\infty}^{b} e^{[t(v)-t(0)]/\sigma^2} dv. \tag{4.5.61}$$

Choose $b$ close enough to zero such that the function $t(v) - t(0)$ has a global maximum at $v = b$. Since it has a continuous second derivative in a neighborhood of $b$, by Laplace’s method, we obtain

$$\int_{-\infty}^{b/\sigma} e^{[t(\sigma v)-t(0)]/\sigma^2} dv = \frac{1}{\sigma} e^{[t(b)-t(0)]/\sigma^2} \left\{ \frac{\sigma^2}{t''(b)} + O(\sigma^4) \right\}. \tag{4.5.62}$$

Thus for the chosen $b$ the contribution from $(-\infty, b/\sigma)$ converges to zero faster than any power of $\sigma$. It follows from (4.5.59) and (4.5.60) that the asymptotic normality is established if we can show that

$$\lim_{\sigma \to 0} \int_{b/\sigma}^{x} e^{[t(\sigma v)-t(0)]/\sigma^2} dv = \int_{-\infty}^{x} e^{t'(0)v^2/2} dv. \tag{4.5.63}$$
Let $\sigma$ be small enough so that $b < \sigma x$ and $(b, \sigma x) \subset \delta$. Then the function $t(\sigma v) - t(0)$ has a second order Taylor expansion for all $\sigma v \in (b, \sigma x)$, or equivalently for all $v \in (b/\sigma, x)$. That is $t(\sigma v) - t(0) = \sigma^2 t''(\xi(v))v^2/2$ where $|\xi(v)| < |\sigma v|$ for all $v \in (b/\sigma, x)$. Thus

$$
\int_{b/\sigma}^{x} e^{t(\sigma v) - t(0))/\sigma^2} dv = \int_{b/\sigma}^{x} e^{t''(\xi(v))v^2/2} dv.
$$

Since $|\xi(v)| < |\sigma v| < \max\{|b|, |\sigma x|\}$, we are able to choose $b$ close enough to zero and let $\sigma$ be small enough that so that $|\xi(v)|$ is very close to zero for all $v$. Consequently, $t''(\xi(v))$ is then very close to $t''(0)$. We now use these observations to prove (4.5.61).

Let $u = \sup\{t''(y) : y \in \delta\}$. Since $t''(0) < 0$ and $t''(y)$ is continuous in $\delta$, we may assume that $-\infty < u < 0$. For any given $\epsilon > 0$, let $c$ be such that

$$
\int_{-\infty}^{c} e^{uv^2/2} dv < \epsilon/4.
$$

It follows that if $\xi(v) \in \delta$, then

$$
\int_{b/\sigma}^{x} e^{t''(\xi(v))v^2/2} dv < \int_{b/\sigma}^{x} e^{uv^2/2} dv < \epsilon/4, \quad \text{and} \quad \int_{-\infty}^{c} e^{t''(0)v^2/2} dv < \epsilon/4.
$$

Due to the continuity of $t''(y)$ in $\delta$ and the fact that $|\xi(v)| < \max\{|b|, |\sigma x|\}$, we can choose $b$ and $\sigma_0$ such that for $\sigma < \sigma_0$, not only $\xi(v) \in \delta$, but also to be so close to 0 that

$$
\left| \int_{c}^{x} e^{t''(\xi(v))v^2/2} dv - \int_{c}^{x} e^{t''(0)v^2/2} dv \right| < \epsilon/2.
$$

It follows that

$$
\left| \int_{b/\sigma}^{x} e^{t(\sigma v) - t(0))/\sigma^2} dv - \int_{-\infty}^{x} e^{t''(0)v^2/2} dv \right| = \left| \int_{b/\sigma}^{c} e^{t''(\xi(v))v^2/2} dv - \int_{b/\sigma}^{x} e^{t''(0)v^2/2} dv \right| 
\leq \left| \int_{c}^{x} e^{t''(\xi(v))v^2/2} dv - \int_{c}^{x} e^{t''(0)v^2/2} dv \right| + 
\left| \int_{b/\sigma}^{c} e^{t''(\xi(v))v^2/2} dv - \int_{b/\sigma}^{c} e^{t''(0)v^2/2} dv \right| 
\leq \epsilon/2 + \epsilon/4 + \epsilon/4 = \epsilon.
$$

This proves (4.5.61). It follows that $\lim_{\sigma \to 0} Q(x; \mu, \sigma) = \Phi(x/\sqrt{V})$.

In a private communication, Jørgensen pointed out that it may be possible to prove the asymptotic normality by using the following result: if $p_n$ and $p$ are density functions and $p_n \to p$, then $F_n \to F$, where $F_n$ and $F$ are the distribution functions corresponding
to \( p_n \) and \( p \), respectively. We now show that this result provides a simpler proof than the one given above. To utilize this result, we first derive an asymptotic expansion for the density of \( X \). Recall that the saddlepoint expansion for the mean was used to obtain the saddlepoints expansion for the standardized mean in Chapter 3. Here we can use the saddlepoint expansion for the density of \( Y \) to obtain a saddlepoint expansion for that of \( X \). Specifically, by (4.5.56) and (4.5.58) we have

\[
q(x; \mu, \sigma^2) = (2\pi V)^{-1/2} e^{t(0)} \left\{ 1 + O(\sigma^2) \right\}.
\]

Let \( \sigma \) be small enough so that \( \sigma x \in \delta \). Then \( t(\sigma x) - t(0) \) has a Taylor expansion

\[
t(\sigma x) - t(0) = \sigma^2 t''(\xi(x)) x^2 / 2,
\]

where \( |\xi(x)| < \sigma x \). Since \( \xi(x) \to 0 \) and thus \( t''(\xi(x)) \to t''(0) \) as \( \sigma \to 0 \), it follows from (4.5.63) that

\[
q(x; \mu, \sigma^2) \to (2\pi V)^{-1/2} e^{-x^2 / (2V)} \quad \text{as} \quad \sigma \to 0.
\]

The result stated above then implies (4.5.53). To conclude this section, we note that the above two proofs for the asymptotic normality are rather qualitative in the sense that they do not give the order in which the distribution function of \( X \) converges to that of \( N(0, V) \). Should the analytic expression of \( t(y) \) be available, this order may be derived by looking into the order in which the left-hand side of (4.5.61) approaches its right-hand side.

### 4.6 General expansions for distribution functions

A method similar to that discussed in Section 4.2 may be devised to derive expansions for the cumulative distribution function of \( X_n \), \( F_n(x) \). The base of the method is again an inversion formula for the distribution,

\[
Q_n(x) = \frac{1}{2\pi i} \int_{\tau - i\infty}^{\tau + i\infty} e^{K_n(T) - Tx} dT / T,
\]

where \( Q_n(x) \) is the tail probability and \( \tau > 0 \). The expansions, however, become quite complicated due to the extra factor \( 1/T \) in the integrand and the restriction that \( \tau > 0 \), and come in many different forms. Following the derivation of the expansion at the origin in Section 4.2, suppose that we have obtained the Taylor expansion of \( K_n(T) - Tx \) and so on,
Two different families of expansions may be derived by expanding $1/T$ before the term-by-term integration and retaining it. Yet another family of expansions may be obtained by simply integrating the general expansions given by (4.3.27), which for the case of the sample mean includes Lugannani and Rice's expansion for the cumulative distribution function (see Chapter 3). The relationship amongst these families have yet to be studied in detail, but it can be shown that for the simple case of the sample mean, they are all different. Thus it appears that there does not exist a single formula such as (4.3.27) for expansions for densities that would include all known expansions for the cumulative distribution function as special cases. We shall therefore not discuss general expansions for the cumulative distribution function further. Instead, we look at the generalization of two frequently used formulas for the standardized mean and sample mean.

**The generalized Edgeworth expansion**

Consider the case where $\mu_n = 0$ and $\sigma_n = 1$. By formally integrating (4.3.28), we obtain the generalized Edgeworth expansion for a cumulative distribution function

$$F_n(x) = \Phi(x) + \frac{1}{6} \lambda_{(n,3)}(1 - x^2) \phi(x) + o(\lambda_{(n,3)}).$$

(4.6.65)

It may be easily verified that (4.6.65) is the same as the Edgeworth expansion for a cumulative distribution function when $X_n$ is the standardized mean. Also, (4.6.65) can be valid when $X_n$ is not a standardized mean. Here we briefly consider the expansion for the cumulative distribution function of a U-statistic of degree 2. This statistic is defined by

$$U_n = \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} h(X_i, X_j),$$

(4.6.66)

where the $X_i$'s are i.i.d. and $h$ is a symmetric function of two variables with $E[h(X_1, X_2)] = 0$ and $E[h^2(X_1, X_2)] < \infty$. The asymptotic normality of $U_n$ was proved by Hoeffding in 1948. Let $\sigma_n$ be the standard deviation of $U_n$ and $F_n(x)$ be the cumulative distribution function of $U_n/\sigma_n$, then under certain conditions Bickel, Götze and van Zwet (1986) showed that

$$F_n(x) = \Phi(x) + \frac{1}{6} \frac{\omega_3}{\sqrt{n}}(1 - x^2) \phi(x) + o(n^{-1/2}),$$

(4.6.67)

where $\omega_3/\sqrt{n}$ is an approximation with error $o(1/n)$ to the third cumulant of $U_n/\sigma_n$, $\lambda_{(n,3)}$. With $X_n = U_n/\sigma_n$, (4.6.67) then implies that (4.6.65) is indeed valid. Furthermore, it can
be shown that the fourth cumulant of $U_n/\sigma_n$, $\lambda_{(n,4)}$, satisfies $\lambda_{(n,4)} = O(1/n)$. The right-hand side of (4.6.67) and thus that of (4.6.65) can be further expanded. The expansion in (4.6.67) is simpler than that in (4.6.65) in that it is defined in terms of a simpler asymptotic sequence $\{1/\sqrt{n}\}$ while (4.6.65) is defined in terms of $\{\lambda_{(n,r)}\}$ ($r \geq 3$). From the present point of view, $\{\lambda_{(n,r)}\}$ is a more natural asymptotic sequence upon which to base asymptotic expansions. It is not clear, however, which one is more accurate for small and moderate sample sizes, and whether or not $\{\lambda_{(n,r)}\}$ are easy to calculate.

- **Lugannani and Rice's approximation**

Lugannani and Rice's approximation for the tail probability of a sample mean is given by (2.2.29). To approximate the tail probability for $X_n$ using this formula, we may treat $X_n$ as a mean of $k$ i.i.d. random variables where $k = 1$. The formula then leads to

$$LR_n(x) = 1 - \Phi(\xi_n) + \phi(\xi_n) \left[ \frac{1}{z_n} - \frac{1}{\xi_n} \right],$$

(4.6.68)

where $\xi_n = \{2[\hat{T}_n x - K_n(\hat{T}_n)]\}^{\frac{1}{2}}$, and $z_n = \hat{T}_n[K''_n(\hat{T}_n)]^{\frac{1}{2}}$. Note that since (4.6.68) is not derived through the formal method, we do not have a formal order for its relative error. When $X_n$ is a sample mean, this approximation is very accurate, even for small sample sizes. We shall examine its accuracy for other cases in the next section.

### 4.7 Numerical examples

There is no definite relationship between the accuracy of an asymptotic expansion at a fixed value of the asymptotic factor and the order of its relative error, although a high order expansion is often more accurate. Thus an asymptotic expansion, regardless of its order, is considered useful only after a substantial amount of numerical evidence which indicates its accuracy is gathered. In this section, we examine the numerical accuracy of the generalized saddlepoint approximation for the density function (4.3.11) and Lugannani and Rice's approximation for the cumulative distribution function (4.6.68) for some examples. For brevity, we may also refer to (4.3.11) as the saddlepoint approximation.

- **Example 1:**
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Consider $f_n(x)$ with the following structure

$$f_n(x) = (1 - \theta_n)\phi(x) + \theta_n \varepsilon(x), \quad (4.7.69)$$

where $\theta_n \to 0$ as $n \to \infty$, and $\varepsilon(x)$ is a density function. By rewriting $f_n(x)$ as

$$f_n(x) = \phi(x) + \theta_n [\varepsilon(x) - \phi(x)], \quad (4.7.70)$$

it is clear that $f_n(x)$ is asymptotically $\phi(x)$, and the error of using $\phi(x)$ to approximate $f_n(x)$ is $O(\theta_n)$. Furthermore, $X_n$ converges to the standard normal in distribution.

Let $M_\varepsilon(T)$ be the moment generating functions for $\varepsilon(x)$, then

$$K_n(T) = \frac{1}{2} T^2 + \log \left[ 1 + \theta_n \left( e^{-T^2/2} M_\varepsilon(T) - 1 \right) \right].$$

Assume that $e^{-T^2/2} M_\varepsilon(T)$ is bounded, then $K_n(T)$ converges uniformly to the cumulant generating function of the standard normal distribution, $T^2/2$. By Weierstrass' theorem on uniformly convergent sequences of analytic functions, the derivatives of $K_n(T)$ also converge to those of $T^2/2$ uniformly. It can be shown that $K''_n(T) = O(1)$, $K^{(r)}_n(T) = O(\theta_n)$ for $r \geq 3$ and that the generalized saddlepoint approximation (4.3.11) is indeed an asymptotic approximation to $f_n(x)$. Also, $\lambda_{(n,r)} = O(\theta_n)$. Thus by (4.3.26) the formal order of the generalized saddlepoint approximation is $O(\theta_n)$, the same as that of the normal approximation. Is it still more accurate than $\phi(x)$ in this case?

Consider $f_n(x)$ given by

$$f_n(x) = (1 - \theta_n)\phi(x) + \theta_n I(x) \frac{\cos(x)}{2}, \quad (4.7.71)$$

where $I(x)$ is 1 if $x \in [-\pi/2, \pi/2]$, and is 0 otherwise. Table 4.1 contains the exact values of $f_n(x)$, the normal approximation, $\phi(x)$, and values of the saddlepoint approximation, $g_n(x)$, for $\theta_n = 0.5, 0.3, \text{ and } 0.1$. $g_n(x)$ here is not renormalized. Renormalization will in general improve the accuracy of saddlepoint approximation at those $x$ values where $f_n(x)$ is relatively large, but may actually make the approximation at the far tail less accurate. It is thus recommended for densities, such as those that have finite domain and are bounded away from zero, whose magnitudes are relatively homogeneous over their domain.

When the value of the parameter $\theta_n$ is large ($\theta_n = 0.5$), the normal approximation is poor. Its relative error is approximately 100% except at the mean ($x = 0$). The saddlepoint
approximation, on the other hand, is reasonably accurate near the mean, and is remarkably accurate at the tail. As $\theta_n$ decreases to 0.3 and 0.1, the normal approximation becomes more accurate, but is still consistently less accurate than the saddlepoint approximation.

Table 4.2: Comparison of approximations to $Q_n(x)$ with $\varepsilon(x) = I(x)\cos(x)/2$

<table>
<thead>
<tr>
<th>$\theta_n$</th>
<th>$x$</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1 = 0.5$</td>
<td>$g_1(x)$</td>
<td>3.98942e-01</td>
<td>3.16164e-02</td>
<td>6.60181e-05</td>
<td>3.03786e-09</td>
<td>2.52613e-15</td>
</tr>
<tr>
<td>exact</td>
<td>4.49471e-01</td>
<td>2.69954e-02</td>
<td>6.69151e-05</td>
<td>3.03794e-09</td>
<td>2.52613e-15</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>3.98942e-01</td>
<td>5.39909e-02</td>
<td>1.33830e-04</td>
<td>6.07588e-09</td>
<td>5.05227e-15</td>
<td></td>
</tr>
<tr>
<td>$\theta_2 = 0.3$</td>
<td>$g_2(x)$</td>
<td>3.98942e-01</td>
<td>4.07347e-02</td>
<td>9.31173e-05</td>
<td>4.25307e-09</td>
<td>3.53659e-15</td>
</tr>
<tr>
<td>exact</td>
<td>4.29259e-01</td>
<td>3.77936e-02</td>
<td>9.36811e-05</td>
<td>4.25311e-09</td>
<td>3.53659e-15</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>3.98942e-01</td>
<td>5.39909e-02</td>
<td>1.33830e-04</td>
<td>6.07588e-09</td>
<td>5.05227e-15</td>
<td></td>
</tr>
<tr>
<td>$\theta_3 = 0.1$</td>
<td>$g_3(x)$</td>
<td>3.98942e-01</td>
<td>4.96086e-02</td>
<td>1.20254e-04</td>
<td>5.46827e-09</td>
<td>4.54704e-15</td>
</tr>
<tr>
<td>exact</td>
<td>4.09048e-01</td>
<td>4.85918e-02</td>
<td>1.20447e-04</td>
<td>5.46829e-09</td>
<td>4.54704e-15</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>3.98942e-01</td>
<td>5.39909e-02</td>
<td>1.33830e-04</td>
<td>6.07588e-09</td>
<td>5.05227e-15</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2 contains values of the tail probability $Q_n(x)$. Since $f_n(x)$ is symmetric, both Lugannani and Rice's formula and the normal approximation are trivially exact at the mean. At the tail, however, Lugannani and Rice's formula is consistently more accurate. Also, we note that Lugannani and Rice's formula is quite accurate even for $\theta_n = 0.5$ while normal approximation is not acceptable until $\theta_n = 0.1$.

- **Example 2:**

We consider approximating the distribution of the normalized sum of independent uniform distributions discussed in Example (d) of Section 4 in Chapter VIII in Feller (1966).
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Let $X_k$ be uniformly distributed between $-a_k$ and $a_k$. Then $\sigma_k^2 = a_k^2/3$. The normalized sum of the $X_k$'s, $W_n$, is given by

$$W_n = \frac{X_1 + X_2 + \cdots + X_n}{s_n}$$

(4.7.72)

where $s_n^2 = \sigma_1^2 + \sigma_2^2 + \cdots + \sigma_n^2$. If $a_1^2 + a_2^2 + \cdots + a_n^2 \to \infty$ and the $a_k$'s remain bounded, then the Lindeberg condition is satisfied, and the distribution of $W_n$ approaches the standard normal. We now consider the special cases where $a_k = k$ for $k = 1, 2, \ldots, 5$. The exact densities of $\sum_1^3 X_i$, $\sum_1^4 X_i$, and $\sum_1^5 X_i$, $h_3(x)$, $h_4(x)$, and $h_5(x)$, shown below are obtained through repeated convolution. The domains of these three densities are: $[-6, 6]$, $[-10, 10]$ and $[-15, 15]$, respectively.

$$h_3(x) = \frac{1}{96} \left[ (x + 6)_+^2 - (x + 4)_+^2 - (x + 2)_+^2 + (x - 2)_+^2 + (x - 4)_+^2 - (x - 6)_+^2 \right],$$

$$h_4(x) = \frac{1}{2304} \left[ (x + 10)_+^4 - (x + 8)_+^4 - (x + 6)_+^4 + 2(x)_+^4 - (x - 6)_+^4 - (x - 8)_+^4 + (x - 10)_+^4 \right],$$

$$h_5(x) = \frac{1}{92160} \left[ (x + 15)_+^5 - (x + 13)_+^5 - (x + 11)_+^5 + (x + 5)_+^5 + (x + 3)_+^5 + (x - 5)_+^5 + (x - 11)_+^5 + (x - 13)_+^5 - (x - 15)_+^5 \right].$$

The densities of $W_3$, $W_4$ and $W_5$, $f_3(x)$, $f_4(x)$ and $f_5(x)$, can be obtained by using the relation $f_n(x) = s_n h_n(s_n x)$, and have domains $[-2.78, 2.78]$, $[-3.16, 3.16]$ and $[-3.50, 3.50]$, respectively. Note that for the present example, $a_k$ cannot always be allowed to be $k$ due to the fact that the $a_k$'s need to be bounded for the Lindeberg condition to apply. Since we are only interested in the accuracy of the saddlepoint approximation for $k = 3, 4$ and $5$, we shall not specify the $a_k$'s for $k > 5$. Table 4.3 contains, along with the exact values of the density functions, the values of the renormalized saddlepoint approximation, and that of the normal approximation. The $x$ values are approximately equally spaced points in the positive half of the domains.

The saddlepoint approximation for the average of the mean of five uniform$[-1, 1]$ observations has been computed by Daniels (1954) and Field and Ronchetti (1990) to illustrate its remarkable accuracy for approximating the density of the sample mean. The maximum relative error of the renormalized saddlepoint approximation for the density $h_5$ is about 3%, which is comparable to that reported by Field and Ronchetti (1990).
Table 4.3: Comparison of approximations to density function $f_n(x)$

<table>
<thead>
<tr>
<th>$f_n(x)$</th>
<th>$x$</th>
<th>0.0000</th>
<th>0.6925</th>
<th>1.3850</th>
<th>2.0775</th>
<th>2.7700</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_3(x)$</td>
<td>$g_3(x)$</td>
<td>3.69101e-01</td>
<td>3.11023e-01</td>
<td>1.76792e-01</td>
<td>4.95893e-02</td>
<td>5.55914e-06</td>
</tr>
<tr>
<td>exact</td>
<td>3.60041e-01</td>
<td>3.09682e-01</td>
<td>1.80745e-01</td>
<td>5.14500e-02</td>
<td>5.84455e-06</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>3.98942e-01</td>
<td>3.13888e-01</td>
<td>1.52887e-01</td>
<td>4.61000e-02</td>
<td>8.60520e-03</td>
<td></td>
</tr>
<tr>
<td>$f_4(x)$</td>
<td>$g_4(x)$</td>
<td>3.75409e-01</td>
<td>2.94665e-01</td>
<td>1.31653e-01</td>
<td>2.10719e-02</td>
<td>7.71770e-08</td>
</tr>
<tr>
<td>exact</td>
<td>3.73324e-01</td>
<td>2.92380e-01</td>
<td>1.34334e-01</td>
<td>2.20003e-02</td>
<td>8.03275e-08</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>3.98942e-01</td>
<td>2.92580e-01</td>
<td>1.15411e-01</td>
<td>2.44863e-02</td>
<td>2.79425e-03</td>
<td></td>
</tr>
<tr>
<td>$f_5(x)$</td>
<td>$g_5(x)$</td>
<td>3.79532e-01</td>
<td>2.77795e-01</td>
<td>9.80271e-02</td>
<td>9.12319e-03</td>
<td>4.41027e-09</td>
</tr>
<tr>
<td>exact</td>
<td>3.77719e-01</td>
<td>2.76990e-01</td>
<td>9.94923e-02</td>
<td>9.42633e-03</td>
<td>4.55929e-09</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>3.98942e-01</td>
<td>2.73244e-01</td>
<td>8.77960e-02</td>
<td>1.32337e-02</td>
<td>9.35772e-04</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of approximations to cumulative distribution function $F_n(x)$

<table>
<thead>
<tr>
<th>$F_n(x)$</th>
<th>$x$</th>
<th>0.0000</th>
<th>0.6925</th>
<th>1.3850</th>
<th>2.0775</th>
<th>2.7700</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1(x)$</td>
<td>$\hat{F}_3(x)$</td>
<td>0.50000000</td>
<td>0.7416284</td>
<td>0.9121156</td>
<td>0.9881504</td>
<td>1.0000000</td>
</tr>
<tr>
<td>exact</td>
<td>0.50000000</td>
<td>0.7376693</td>
<td>0.9090287</td>
<td>0.9879917</td>
<td>1.0000000</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>0.50000000</td>
<td>0.7556883</td>
<td>0.9169738</td>
<td>0.9811223</td>
<td>0.9971972</td>
<td></td>
</tr>
<tr>
<td>$F_2(x)$</td>
<td>$\hat{F}_4(x)$</td>
<td>0.50000000</td>
<td>0.7734851</td>
<td>0.9416066</td>
<td>0.9956302</td>
<td>1.0000000</td>
</tr>
<tr>
<td>exact</td>
<td>0.50000000</td>
<td>0.7712989</td>
<td>0.9402327</td>
<td>0.9955662</td>
<td>1.0000000</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>0.50000000</td>
<td>0.7845054</td>
<td>0.9423718</td>
<td>0.9909239</td>
<td>0.9991836</td>
<td></td>
</tr>
<tr>
<td>$F_3(x)$</td>
<td>$\hat{F}_5(x)$</td>
<td>0.50000000</td>
<td>0.7990668</td>
<td>0.9601499</td>
<td>0.9982908</td>
<td>1.0000000</td>
</tr>
<tr>
<td>exact</td>
<td>0.50000000</td>
<td>0.7977302</td>
<td>0.9594114</td>
<td>0.9982675</td>
<td>1.0000000</td>
<td></td>
</tr>
<tr>
<td>$\phi(x)$</td>
<td>0.50000000</td>
<td>0.8078498</td>
<td>0.9590705</td>
<td>0.9954729</td>
<td>0.9997493</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4 contains approximations to the cumulative distribution function, $\hat{F}$, obtained through Lugannani and Rice's formula, the exact values and the values of the normal approximation. Although the normal approximation is reasonably accurate in all three cases, again Lugannani and Rice's formula consistently gives more accurate approximations.

- **Example 3:**

  When the cumulant generating function of a discrete distribution is known, and this distribution is asymptotically normal, saddlepoint approximation may still be used to obtain a smoothed version of its probability mass function, see e.g., Daniels (1958). Lugannani and Rice's formula for the tail probability can also be used to approximate its tail probability. Although these two approximations are now only formal approximations, numerical evidence
suggests that they remain accurate. We now consider the use of Lugannani and Rice's formula for approximating the significance level of a simple one-sample permutation test.

Let \( x_1, x_2, \ldots, x_n \) be a random sample from a population with distribution function \( F(x - \theta) \), where \( F(y) \) is symmetric. The hypothesis of interest is: \( H_0: \theta = \theta_0 \). Robinson (1982) considered a randomization test conditional on \( |a_1|, |a_2|, \ldots, |a_n| \), where

\[
a_i = \frac{x_i - \theta_0}{\left[ \sum_{i=1}^{n}(x_i - \theta_0)^2 \right]^{\frac{1}{2}}}.
\]

(4.7.73)

The test statistic, \( W_n \), is then

\[
W_n = \sum_{i=1}^{n} B_i |a_i|,
\]

(4.7.74)

where the \( B_i \)'s are independent random variables taking values 1 and -1, each with probability 1/2. The cumulant generating function of \( W_n \) is

\[
K_n(T) = \sum_{i=1}^{n} \log[\cosh(a_i T)].
\]

(4.7.75)

The observed value is \( w_n = \sum_{i=1}^{n} a_i \) and the significance level for a one-sided test is \( P(W_n \geq w_n) \). Note that the distribution of \( W_n \) is symmetric. Thus for a two-sided test, the significance level is \( 2P(W_n \geq w_n) \). The exact value of the significance level is usually difficult to obtain due to the huge amount of computing needed to calculate it. However, the cumulant generating function of \( W_n \) (4.7.75) is easily available, and under the null hypothesis, the distribution of \( W_n \) is asymptotically normal. See Lehmann (1988) and Robinson (1982) for discussion concerning the asymptotic normality of \( W_n \). Lugannani and Rice's formula may thus be used to approximate the significance level. Robinson (1982) derived the following two approximations for \( P(W_n \geq w_n) \),

\[
A = \exp\{K_n(\hat{T}_n) - \hat{T}_n w_n + \frac{1}{2} \hat{T}_n^2 \sigma_n^2\} [1 - \Phi(\hat{T}_n \sigma_n)],
\]

and

\[
B = A \left[ 1 + \frac{1}{6} \lambda_3(\hat{T}_n) V(\hat{T}_n \sigma_n) \right],
\]

where \( \hat{T}_n \) is the saddlepoint corresponds to the observed value \( w_n \), \( \sigma_n = \sqrt{K_n''(\hat{T}_n)} \), \( \lambda_3(\hat{T}_n) = K_n^{(3)}(\hat{T}_n)/[K_n''(\hat{T}_n)]^{\frac{3}{2}} \), and

\[
V(y) = \frac{(y^2 - 1)\phi(y)}{1 - \Phi(y)} - y^3.
\]
Robinson called $A$ the first saddlepoint approximation, and $B$ the second saddlepoint approximation. Since we have used the term “saddlepoint approximation” for the approximation given by (4.3.11), to avoid confusion we shall refer to $A$ and $B$ as Robinson's first and second approximations to the significance level, respectively. Robinson's approximations may be used in other situations where the distribution being approximated is asymptotically normal. Daniels (1987) used them for the tail area of the mean of $n$ i.i.d. observations, where their errors are $O(1/\sqrt{n})$ and $O(1/n)$, respectively.

Table 4.5 compares Lugannani and Rice's formula (4.6.68) with Robinson's approximations for two examples. The first example, also used by Robinson (1982), is taken from Fisher (1935, Section 21). The second example involves a set of twenty random numbers from a normal distribution with mean 0.3 and standard deviation 1. The data for both examples are listed in the end of this example. The hypothesis in both cases is $H_0: \theta_0 = 0$. For the first example, the exact significance level is given by Robinson (1982). For the second example, we used a simulated significance level based on 10,000 simulated values of $W_n$, where the $a_i$'s are calculated using the data set #2 given below.

Table 4.5: Approximations to the significance level of a one sample randomization test.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>$n$</th>
<th>exact/simulated</th>
<th>$A$</th>
<th>$B$</th>
<th>$LR$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>15</td>
<td>0.052</td>
<td>0.048</td>
<td>0.052</td>
<td>0.052</td>
</tr>
<tr>
<td>#2</td>
<td>20</td>
<td>0.508</td>
<td>0.493</td>
<td>0.504</td>
<td>0.502</td>
</tr>
</tbody>
</table>

The examples suggest that values given by Robinson's second approximation and Lugannani and Rice's formula differ very little. They both are very close to the true significance level. Robinson's first approximation, however, is slightly less accurate, and gives values that are smaller than the exact/simulated significance levels. Robinson (1982) also discussed the use of his approximations in approximating the significance level of a two-sample permutation test, as well as computing confidence intervals for $\theta$. One may also use Lugannani and Rice's formula in place of his approximations to perform these tasks.

Data set #1 used in Example 3:
-67 -48 6 8 14 16 23 24 28 29 41 49 56 60 75

Data set #2 used in Example 3:
-1.0819158 0.2442755 0.9777535 0.2314501 -0.6371420 -1.0340618 1.4874597
Chapter 4. General Asymptotic Expansions

Saddlepoint approximation for $L$ statistics

Easton and Ronchetti (1986) discussed saddlepoint approximation in situations where exact moment generating functions are not available but Edgeworth expansions for densities up to and including the term of order $1/n$ are available. Their approach is to approximate the moment generating function through the Edgeworth expansion, and use this approximation of the moment generating function to replace the true unknown moment generating function for calculating the saddlepoint approximation. They seemed to have obtained a remarkable result that the error of the saddlepoint approximation calculated this way is of order $O(1/n)$ uniformly. See, also, Field and Ronchetti (1990). The authors were not specific about the type of error they discussed. Judging by the key formula (2.4) in Easton and Ronchetti (1986), this error should be the absolute error rather than the relative error due to the presence of the absolute error of the Edgeworth expansion, $Z_n(x)$. For brevity, a formula in this paper, say (2.4), will be referred to in the following as ER(2.4).

Neither Easton and Ronchetti (1986) nor Field and Ronchetti (1990) contain a proof for the result. In attempting to construct a proof based on discussion in Easton and Ronchetti (1986), we encountered the following problem. To obtain the saddlepoint approximation, the integral in ER(2.4) needs to be expanded at the saddlepoint. The cumulant generating function, $R_n(T)$, however, is a function of $n$. Thus the expansion of the integral may not be obtained through the classical method of Laplace or steepest descents. Chaganty and Sethuraman (1986, Theorem 2.1) discussed a saddlepoint approximation type of expansion for an integral (see (2.12) in this paper) similar to that in ER(2.4). The integral has, in the place of $R_n(T)$ in ER(2.4), a true cumulant generating function of complex variable. They used rather strong conditions to establish the validity of their expansion. We have not found a way to prove that Easton and Ronchetti’s expansion to the integral in ER(2.4), i.e., ER(2.6), is valid. Even if it is, only the order of the relative error (for using the expansion to approximate the integral) is available. It is not clear to us how the order of this relative error and that of $Z_n(x)$ imply that the error of using ER(2.6) to approximate $f_n(x)$ is of order $O(1/n)$, uniform for all $x$ values.
Easton and Ronchetti (1986) applied their saddlepoint approximation to approximate distributions of some complicated \( L \) statistics. Their numerical results suggest that the saddlepoint approximation compares favorably to the normal approximation and the Edgeworth expansion. These numerical results have not only added further evidence to the remarkable accuracy of the saddlepoint approximation, but have also demonstrated its robustness in that a small variation of the approximation formula results in little loss in accuracy.

- **Some comments based on the examples**

The examples that we examined suggest that the saddlepoint approximation and Lugannani and Rice’s formula are reliable approximations, and are increasingly more accurate as the distributions being approximated get closer to the normal distribution.

These and other examples that we have examined indicate that the saddlepoint approximation and Lugannani and Rice’s formula give accurate numerical approximations to normal-like distributions. Davison and Hinkley (1988) applied saddlepoint approximation in a variety of resampling methods where the exact cumulant generating functions are not available. They used the cumulant generating function of the empirical distribution to compute the approximation and still obtained very accurate results. Field (1993) applied Lugannani and Rice’s formula to approximate the tail probability of weighted chi-squares. Although a general asymptotic relationship between the error and the weights is not available, he observed that the approximation is very accurate. All this evidence suggests that these two approximations are in general robust, and their excellent accuracies are intrinsic in that they are accurate so long as the distribution being approximated is normal-like, whatever the underlying cause. This calls for a wider use of these approximations in place of the normal approximation, (perhaps) even in situations where asymptotic analyses of their relative errors are not available.

### 4.8 Concluding remarks

Although in Poincaré’s definition of an asymptotic expansion,

\[
    f(z) = \sum_{n=1}^{N} a_n \phi_n(z) + o(\phi_N(z)),
\]

...
the asymptotic sequence \( \{\phi_n\} \) needs not to be a power series, important developments in the theory of asymptotic analysis are mostly concerned with power series expansions for functions. The developments in asymptotic expansions for distributions reflect that of the theory of asymptotic analysis. In fact all known expansions for distributions are power series expansions, and even in cases where the power series expansions are not the most natural expansions, efforts had been concentrated on obtaining power series expansions. There may be three reasons for the popularity of power series expansions: (1) they are simple to interpret, (2) for the important special cases of sample mean and standardized mean for i.i.d. observations, the well-known expansions are all power expansions, and (3) their validity can often be readily demonstrated using existing asymptotic methods.

In this chapter, we have derived a family of general expansions for density functions with respect to sequences based on \( \{\lambda_{(n,r)}(\cdot)\} \). Our main goal has been to point out the possibility of expanding distributions that are asymptotically normal with respect to these sequences. The usefulness of the general expansions is evident from examples discussed in Sections 4.4, 4.5 and 4.6. Having said this, we note, however, that we have been relying on the asymptotic properties of known power expansions to prove the validity of the general expansions. A typical example is that of the proof for the validity of the saddlepoints expansion in Chapter 3. More direct methods for verifying the validity of these expansions are needed. Work is continuing to connect the general expansions with results obtained by Skovgaard (1986) and Chaganty and Sethuraman (1986), and to establish general conditions under which some or all members of the family are valid asymptotic expansions for the density function.

The numerical accuracy of the saddlepoint approximation and Lugannani and Rice's formula for cases where orders of their errors are not clear has been the focus of Section 4.7. The remarkable accuracy and robustness of these approximations demonstrated in that section should provide some assurance for using these approximations in the absence of rigorous analyses on their asymptotic properties.
Chapter 5

Quadrature Methods for Computing Distributions

5.1 Introduction

Let $X$ be the mean of a sample of i.i.d. observations with domain $[a, b]$. Assume $X$ has a continuous density function $f(x)$. The moment generating function of $X$, $M(t)$, is given by

$$M(t) = \int_a^b e^{tx} f(x) \, dx. \quad (5.1.1)$$

The moment generating function may be easily determined by using that of the individual observations. In theory, $f(x)$ and the cumulative distribution function of $X$, $F(x)$, may be computed by numerically evaluating the convolution formulas or integrating the inversion formulas of (5.1.1), but in practice the first approach may be time consuming and inaccurate. The second also has its drawbacks. It involves integrating the characteristic function over an infinite path, and requires a detailed analysis concerning the asymptotic behavior of the characteristic function. See Lugannani and Rice (1980) for further discussion. While there is a lack of successful numerical methods for approximating distributions, there are accurate
asymptotic approximations, such as Daniels’ saddlepoint approximation and Lugannani and Rice approximation that we discussed extensively in earlier chapters. These approximations have had remarkable success. Unlike normal approximation, they are also often accurate for small sample sizes. However, there are several difficulties in using these approximations: (1) Often $M(t)$ can only be determined through numerical means, i.e., its analytic expression is not available. See, e.g., Daniels (1983). In such cases, it is rather expensive if not impossible to compute these approximations. (2) There is a lack of a practical method for estimating the errors of these approximations. Lugannani and Rice (1980) discussed an error bound for their approximation, but it often requires integrating a complex function over an infinite path. (3) Various examples suggest that in the case of a finite domain, when the density function being approximated is far from a normal density, these asymptotic approximations are often poor. See, e.g., Chapter 7 in Field and Ronchetti (1990).

In the present chapter, we discuss quadrature methods for computing distributions, in particular that of the mean of a sample of i.i.d. observations. Distributions whose domains are finite intervals and those whose domains are unbounded are dealt with separately. For computing distributions with finite domains, a refined quadrature method, the optimal method, is introduced. This method is built upon a measure of accuracy that we devised for identifying accurate quadrature methods for Fredholm integral equations of the first kind, such as (5.1.1). For distributions with domains which are bounded below or above but not both, we discuss Bellman et al.’s (1966) method for inverting Laplace transformations and its use for computing distributions of this type. These methods may be used to compute both the cumulative distribution function and the density function of a distribution, and have certain advantages over the traditional asymptotic methods.

Since the measure of accuracy and the optimal method may be used to solve other types of Fredholm equations of the first kind, we shall present them not as tools devised solely for the purpose of computing distributions but tools for solving general Fredholm integral equations of the first kind. Thus we divide this chapter into two parts with the first part devoted to the presentation of the measure of accuracy and the optimal method, and the second part to their application and the use of Bellman et al.’s method in computing distributions. For the completeness of presentation of the measure of accuracy and the optimal method, the first part also contains an introduction.
Chapter 5. Quadrature Methods for Computing Distributions

Notation in this chapter is different from that in previous chapters. We shall use, for example, $f(x)$ to denote the density of a sample mean instead of $f_n(x)$. The reason for this is that the sample size, unlike in asymptotic methods where it is the all important large parameter, plays no role here.

5.2 Part One: A measure of accuracy for quadrature methods for Fredholm equations of the first kind

5.2.1 Introduction

We consider quadrature methods for Fredholm integral equations of the first kind,

$$\int_a^b K(t, x)f(x)dx = y(t), \quad t \in I_t$$  \hspace{1cm} (5.2.2)

where $f(x)$ is the unknown, and $I_t$ is the domain of $t$. Equation (5.2.2) may be written in operator form: $Kf = y$. Let $x_j$ and $w_j$ ($j = 1, 2, \ldots, N$) be the abscissae and weights of an N-point quadrature rule, $Q_N$. A quadrature method replaces the integral in (5.2.2) with $Q_N$ for $t = t_i$ ($i = 1, 2, \ldots, N$) and leads to N simultaneous equations

$$\sum_{j=1}^{N} w_j K(t_i, x_j) \hat{f}(x_j) = y(t_i), \quad i = 1, 2, \ldots, N.$$  \hspace{1cm} (5.2.3)

Let $K^{(N)} = [w_j K(t_i, x_j)]_{N \times N}$. Provided that $K^{(N)}$ is nonsingular, (5.2.3) has a unique solution $\hat{f}(x_j)$, which is an approximation of $f(x_j)$ ($j = 1, 2, \ldots, N$). For brevity, a method that uses $Q_N$ and a certain set of $t_i$'s will be referred to as method $(Q_N, T)$, where $T = \{t_1, t_2, \ldots, t_N\}$.

Despite the fact that they are the simplest of all numerical methods for solving (5.2.2), quadrature methods are rarely used in practice. One reason is that they frequently lead to inaccurate numerical solutions. Yet little is known concerning conditions under which they may be accurate. This difficulty is further discussed in the next section. For a comprehensive discussion concerning quadrature methods and their drawbacks, see Baker (1977). Nonetheless, as we shall see from subsequent examples, there are equations for which accurate quadrature methods exist. The question is how to identify these accurate methods.
from a virtually infinite number of methods available. In the present section, we introduce a simple measure of accuracy that may be used to identify such methods. This measure may also be used to establish error bounds for the solutions. In Section 5.2.2, we examine, through an example, the difficulties of determining the accuracy of quadrature methods, and introduce the measure of accuracy. In Section 5.2.3, we discuss how this measure may be applied to identify accurate methods and calculate approximate error bounds. We shall provide some general discussion on basis selection and error bounds in Section 5.2.4.

5.2.2 The order of accuracy of a quadrature method

The choice of each of the three components for a quadrature method, i.e., the type of quadrature rule, the number of abscissae \( N \) and the \( t_i \)'s, affects its accuracy. Unfortunately, unless \( K(t, x) \) is of a certain special form, e.g., example 5.35 in Baker (1977), it is generally difficult to determine theoretically how the accuracy depends on the choices of these components. Even increasing the number of abscissae, a strategy commonly used to improve the accuracy of numerical methods, may fail to bring more accurate solutions for quadrature methods. Consider the following example

**Example 5.1:**

\[
\int_{-1}^{1} e^{tx} f(x) dx = \frac{\sinh(t)}{t}, \quad t \in (-\infty, \infty),
\]

which has exact solution \( f(x) = 0.5 \) for \( x \in [-1, 1] \). Denote the error of the quadrature formula at \( t = t_i \) by \( r_i \), and \( \hat{f}(x_j) - f(x_j) \) by \( e_j \). Let \( R = (r_1, \ldots, r_N)^T \) and \( E = (e_1, \ldots, e_N)^T \). The following table, computed by methods using N-Point Gauss-Legendre rules and \( t_i \)'s that are equally spaced points between -1 and 1, contains \( \|R\|_\infty \), the estimated condition number of \( K(N) \), \( \kappa_1(K(N)) \), and \( \|E\|_\infty \).

It can be shown that \( K(N)E = R \). Thus in general \( \|E\|_\infty \) is small when both \( \kappa_1(K(N)) \) and \( \|R\|_\infty \) are small. Initially as \( N \) increases, \( \kappa_1(K(N)) \) increases, but \( \|R\|_\infty \) decreases. The decrease in \( \|R\|_\infty \) offsets the increase in \( \kappa_1(K(N)) \), and the accuracy of the numerical solution improves. However, once \( \|R\|_\infty \) drops to near machine epsilon at \( N = 7 \), it cannot drop further, but \( \kappa_1(K(N)) \) still increases very rapidly. Consequently, \( \|E\|_\infty \) becomes larger. The influence of the type of quadrature rule is even more difficult to determine.
Table 5.1: The effect of the number of abscissae on the error.

<table>
<thead>
<tr>
<th>N</th>
<th>|R|_\infty</th>
<th>\kappa_1(K^{(N)})</th>
<th>|E|_\infty</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3.27 \times 10^{-5}</td>
<td>4.57 \times 10^1</td>
<td>1.34 \times 10^{-4}</td>
</tr>
<tr>
<td>5</td>
<td>4.12 \times 10^{-10}</td>
<td>1.53 \times 10^4</td>
<td>1.15 \times 10^{-7}</td>
</tr>
<tr>
<td>7</td>
<td>6.66 \times 10^{-16}</td>
<td>1.32 \times 10^7</td>
<td>2.29 \times 10^{-10}</td>
</tr>
<tr>
<td>9</td>
<td>4.44 \times 10^{-16}</td>
<td>2.15 \times 10^{10}</td>
<td>7.00 \times 10^{-8}</td>
</tr>
<tr>
<td>11</td>
<td>2.22 \times 10^{-16}</td>
<td>5.65 \times 10^{13}</td>
<td>3.34 \times 10^{-5}</td>
</tr>
<tr>
<td>13</td>
<td>4.44 \times 10^{-16}</td>
<td>3.26 \times 10^{18}</td>
<td>9.66 \times 10^{1}</td>
</tr>
</tbody>
</table>

Although theoretical analyses on the errors of quadrature methods seem intractable, one can still judge their accuracy through test problems. We propose the following measure of accuracy to explore this idea. To simplify our presentation, we shall assume that (5.2.2) has a unique solution.

Let $P_h = \text{Span}\{1, x, x^2, \ldots, x^h\}$ be the set of polynomials of degree $h$ or less. The set of $h + 1$ test equations, $Kf_l = Kx^l$, have solutions $x^l$ ($l = 0, 1, \ldots, h$). To measure the accuracy of a certain quadrature method, $(Q_N, T)$, we compare its numerical solution to $Kf_l = Kx^l, \hat{f}_l$, with $x^l$ for $l = 0, 1, \ldots, h$. Let

$$e_l = \max_{j \in \{1, \ldots, N\}} \{|x^l_j - \hat{f}_l(x_j)|\}, \quad (5.2.5)$$

and $emax(h) = \max\{e_0, e_1, \ldots, e_h\}$. Write $emax(h)$ in scientific notation,

$$emax(h) = \alpha \times 10^{-r}, \quad (5.2.6)$$

where $1 \leq \alpha < 10$ and $r$ is an integer. We call $r$ the order of accuracy of method $(Q_N, T)$ with respect to $P_h$, and write this order as $r(P_h)$. $r(P_h)$ is a nonincreasing function of $h$, i.e., $r(P_{h+1}) \leq r(P_h)$. The following table shows the orders of accuracy of 5-point, 7-point and 9-point methods as used to compute Table 5.1 with respect to $P_3, P_4, P_5,$ and $P_6$. The 7-

Table 5.2: Example 5.1 cont’d. Orders of accuracy for methods using N-point Gauss-Legendre rules with $t_i = -1 + \frac{2(i-1)}{N-1}$.

<table>
<thead>
<tr>
<th>N</th>
<th>$r(P_3)$</th>
<th>$r(P_4)$</th>
<th>$r(P_5)$</th>
<th>$r(P_6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>-1</td>
</tr>
</tbody>
</table>

point method has consistently the highest order of accuracy with respect to all four different
polynomial spaces. This agrees with Table 5.1, where the 7-point method was shown to be the most accurate.

To see how the order of accuracy may be used to establish error bounds for numerical solutions of quadrature methods, we first note that if \( \hat{f} \) and \( \hat{g} \) are the numerical solutions for equations where the exact solutions are \( f \) and \( g \), then the numerical solution for the equation with exact solution \( \alpha f + \beta g \) is \( \alpha \hat{f} + \beta \hat{g} \). This linearity of the numerical solution implies that if (5.2.2) has solution \( f \in P_h \), i.e.,

\[
f = c_0 + c_1 x + c_2 x^2 + \cdots + c_n x^n,
\]

where the \( c_i \)'s are constants, then the corresponding numerical solution \( \hat{f} \) is

\[
\hat{f} = c_0 \hat{f}_0 + c_1 \hat{f}_1 + \cdots + c_n \hat{f}_n.
\]

A bound on the error is then given by

\[
\| f - \hat{f} \|_\infty \leq \sum_{j=0}^{h} |c_j| \times e_j.
\]

or, in terms of the order of accuracy,

\[
\| f - \hat{f} \|_\infty \leq (\sum_{j=0}^{h} |c_j|) \times 10^{-r(P_h)},
\]

where \( \alpha \) is the same as in (5.2.6). The \( c_i \)'s are in general unknown, but may be approximated by the method of least-squares. Also, the above bounds are often useful even if \( f(x) \not\in P_h \), provided it can be well approximated by some \( p(x) \in P_h \). We shall further illustrate these points through Example 5.2 in the next section.

### 5.2.3 The optimal method

Different choices of quadrature rules and \( t_i \)'s can also greatly affect the orders of accuracy. The following table is computed by methods using \( N \)-point composite Simpson's rules and Gauss-Legendre (G-L) rules with \( t_i \)'s that are equally spaced between \(-2 \) and \( 2 \). With the same choices of \( N \) and \( T \), methods that use Gauss-Legendre rules have considerably higher orders of accuracy. Also, by comparing orders of accuracy of methods that use the
Table 5.3: Example 5.1 cont’d. Orders of accuracy for methods using N-point composite Simpson’s rules and G-L rules with \( t_i = -2 + \frac{4(i-1)}{N-1} \).

<table>
<thead>
<tr>
<th>N</th>
<th>Simpson’s Rule</th>
<th>G-L Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r(P_3) )</td>
<td>( r(P_4) )</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

above Gauss-Legendre rules with that of methods (shown in Table 5.2) that use the same quadrature rules but different \( t_i \)'s, we see that the order of accuracy is heavily influenced by the choice of \( T \). In general, to obtain high order methods, the larger the \( N \), the wider the spread in the \( t_i \)'s needs to be. For methods that use the 15-point Gauss-Legendre rule, for example, \( r(P_5) \) is actually negative when the \( t_i \)'s are equally spaced between \(-2\) and \(2\). When they are equally spaced between \(-11\) and \(11\), \( r(P_5) \) is 7. There is a limit, however, on how large one can make \( N \) and still obtain a high order method. When \( N \) is too large, \( K^{(N)} \) may be too ill-conditioned regardless of the choice of quadrature rule and \( T \).

In general, to look for the method with the highest order of accuracy with respect to a certain \( P_h \), one should consider methods with different types of quadrature rule and different choices of \( N \) and \( T \), so that methods of possible high orders are not overlooked. One computes and then compares their orders of accuracy. The method with the highest order found by this process will be referred to as the optimal method with respect to \( P_h \), or simply the optimal method. The optimal method is not necessarily the one with the highest order possible. Nevertheless, when used to solve (5.2.2), it generally gives the most accurate solutions among methods considered.

We now use some of the methods discussed above to compute the following example involving the operator in Example 5.1. These methods all use the Gauss-Legendre rule.

Example 5.2:

\[
\int_{-1}^{1} e^{tx} f(x) dx = \frac{e^{(t+1)} - e^{-(t+1)}}{(t + 1)(e^1 - e^{-1})} \quad t \in (-\infty, \infty).
\]

The exact solution is \( f(x) = e^x/(e - e^{-1}) \) for \( x \in [-1, 1] \). Table 5.4 contains, in the middle column, the maximum absolute error of the numerical solutions of a 7-point, a 9-point and a 15-point method, where the \( t_i \)'s are equally spaced points in \([-2, 2],[-5, 5], \)

and \([-11,11]\), respectively. These methods have orders of accuracy \(r(p_5) = 2, 4, \text{ and } 7\), respectively. The 15-point method is the optimal method. The estimated error bounds,

**Table 5.4:** Maximum absolute errors and error bounds for Example 5.2.

<table>
<thead>
<tr>
<th>N</th>
<th>(|E|_{\infty})</th>
<th>Error Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>(2.04 \times 10^{-7})</td>
<td>(3.04 \times 10^{-7})</td>
</tr>
<tr>
<td>9</td>
<td>(1.48 \times 10^{-7})</td>
<td>(2.64 \times 10^{-6})</td>
</tr>
<tr>
<td>15</td>
<td>(8.01 \times 10^{-10})</td>
<td>(3.17 \times 10^{-8})</td>
</tr>
</tbody>
</table>

computed using (5.2.9), are in the right-hand column. These bounds are calculated using the coefficients of the third order polynomials that best approximate the numerical solutions. The method of least-squares is used to compute these coefficients. The decision to use third order polynomials is based on the observation that the coefficients for \(x^4\) and \(x^5\), should they be used, are much smaller than those of the lower order terms. Also, without these terms, the error sum of squares is already very small. Adding them to the least-squares regression reduces the error sum of squares very little.

Note that although the exact solution in this example is not a polynomial, it can be well approximated by a third order polynomial and the optimal method with respect to \(P_5\) does give the most accurate solution. In practice, since the exact solution is unknown, one in general does not know the value of \(h\) such that the solution may be well approximated by a member of \(P_h\). Thus optimal methods with respect to \(P_h\) where \(h\) is reasonably large, such as \(h = 5\) in this example, are recommended.

### 5.2.4 Basis selection and error bounds

Let \(L \in \mathbb{R}^{(h+1) \times (h+1)}\) be nonsingular and \(X = (1, x, \ldots, x^h)^T\). The elements of \(\Phi = (\phi_0, \phi_1, \ldots, \phi_h)^T\) where \(\Phi = LX\) form a basis for \(P_h\). Under this basis, \(f \in P_h\) in (5.2.7) may be expressed as

\[
f = C^T X = C^T L^{-1} \Phi = V^T \Phi,
\]

where \(C = (c_0, c_1, \ldots, c_h)^T\) and \(V = C^T L^{-1} = (v_0, v_1, \ldots, v_h)^T\). Substituting \(\phi_l(x_j)\) for \(x_j^l\) and \(\hat{\phi}_l(x_j)\) for \(\hat{f}_l(x_j)\) in (5.2.5) for \(l = 0, 1, \ldots, h\), where \(\hat{\phi}_l\) is the numerical solution to \(K \phi = K \phi_l\), the resulting \(e_l\)'s may be used to define the order of accuracy and optimal method under \(\{\phi_0, \phi_1, \ldots, \phi_h\}\) by following procedures described in Sections 5.2.2 and 5.2.3.
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For (5.2.2) where \( f \in P_h \), they also lead to the following bound on the error of \( \hat{f} \)

\[
\|f - \hat{f}\|_\infty \leq \sum_{j=0}^{h} |v_j| \times e_j. \tag{5.2.13}
\]

Although the order of accuracy of a method may change with the basis, we observed that the optimal method under one basis remains optimal under another. Furthermore, it also remains optimal even when the dimension of \( P_h \) is changed; e.g., among the three methods shown in Table 5.2, the 7-point method is consistently optimal with respect to \( P_3 \), \( P_4 \), \( P_5 \) and \( P_6 \). This independence of the optimal method on the choice of the basis raises an interesting question: is there a strategy for finding a basis under which the error bound given by (5.2.13) for the optimal method is the smallest or closest to the real error?

Since the \( v_j \)'s and the \( e_j \)'s will both vary with the basis, even for examples where the exact solutions are known it is usually difficult to determine theoretically whether a certain basis will lead to a bound smaller than that under, say \{1, x, \ldots, x^h\}. One exception to this is that when \( f = \phi_i \) for some \( i \), then \( v_i = 1 \) and \( v_j = 0 \) for \( j \neq i \). The equality in (5.2.13) holds and its right-hand side gives the minimum bound. In practice, however, the exact solution is not known, thus the minimum bound cannot be achieved. If we fit the numerical solution with a polynomial using the method of least-squares, and let \( \phi_i \) be this polynomial, then \( v_i \approx 1 \) and \( v_j \approx 0 \) for \( i \neq j \). The resulting bound may be close to the minimum bound, provided the numerical solution is accurate. This bound may not be useful in practice since its accuracy depends on that of the numerical solution. A practical strategy for looking for a small bound may be to use a certain set of bases, such as \{1, x, \ldots, x^h\} and the shifted Chebyshev polynomials, at the same time routinely, and compare the resulting error bounds.

For \( f \notin P_h \), write \( f = p_h + \varepsilon \) where \( p_h \in P_h \). Let \( \hat{p}_h \), \( \varepsilon \) and \( \hat{f} \) be solutions to \( Kg = Kp_h \), \( Kg = K\varepsilon \) and (5.2.2), respectively, given by the same method. Then

\[
\|f - \hat{f}\|_\infty \leq \|p_h - \hat{p}_h\|_\infty + \|\varepsilon - \hat{\varepsilon}\|_\infty. \]

While we may assume \( \|p_h - \hat{p}_h\|_\infty \) is small when the method is optimal with respect to \( P_h \), we still need to know the error in solving \( Kg = K\varepsilon \). This is an important and yet complicated problem. Here we make two suggestions that may be useful for dealing with it. If it is known that \( \varepsilon \in \Lambda \) where \( \Lambda \) is a function space of a finite dimension, one may consider deriving and using an optimal method with respect to both \( P_h \) and \( \Lambda \). Without this information, one may select a high \( h \) value so that the solution can be well approximated by some \( p_h \in P_h \) and solve the problem as if \( f \) is in \( P_h \). This approach
usually works well in practice, e.g., Example 5.2.

5.2.5 Concluding remarks

We have found that optimal methods defined in Section 5.2.3 work well for solving a variety of problems where the kernel is not too flat and \( I_t \) is \(( -\infty, \infty )\). A typical example is that of inverting Laplace transformations of functions that vanish outside some finite intervals. Under these two conditions, optimal methods with high orders of accuracy can usually be found, and numerical solutions given by these methods are very accurate. The error bound given by (5.2.9) is also quite reliable. We also found, however, that for equations where the two conditions are not met, optimal methods are sometimes of low orders of accuracy \((\tau(P_h) \leq 3)\), and their numerical solutions may be poor. Although the simple basis, \( \{1, z, \ldots, z^h\} \), is usually satisfactory in practice, basis selection remains an important problem to be further studied.

Finally, the idea behind the above order of accuracy is the same as that behind the precision of quadrature rules, i.e., evaluating numerical methods according to their performance on test problems involving polynomials. Since continuous functions on finite intervals can be well approximated by polynomials, when (5.2.2) has a continuous solution, the \( P_h \)'s are natural choices relative to which the order of accuracy and optimal methods are defined. Nevertheless, when exact solutions are known to be in some other spaces, one should consider using these spaces instead.

Examples in this part were computed using Fortran 77 on a SPARC station. The linear system solver used was DLSARG, least-squares estimates were computed by DRCURV, and condition numbers were estimated by DLFCRG, all from IMSL.
5.3 Part Two: The use of quadrature methods for computing distributions

In this part, we discuss the use of the optimal method and Bellman et al.'s (1966) method for computing density functions, and compare their accuracy with that of the saddlepoint approximation. In Section 5.3.1, we discuss issues related to the implementation of the optimal method for (5.1.1). In Section 5.3.2, we discuss Bellman et al.'s (1966) method for cases where $b$ or $a$ (not both) is infinity. We then compare the optimal method with the saddlepoint approximation in Section 5.3.3.

5.3.1 Computing densities with finite domain $[a, b]$

The kernel for both examples that we considered in Part One is $e^{tx}$, which is that in the equation that defines the moment generating function (5.1.1). The optimal methods for these examples both involve the Gauss-Legendre rule. This is not a coincidence. Based on our experience with different types of quadrature rule, for equation (5.1.1), the optimal method always involves the Gauss-Legendre rule. The domain of $f(x)$ for these examples is $[-1,1]$, on which the Gauss-Legendre rule can be directly used without any transformation.

When $[a, b]$ is not $[-1, 1]$, in order to utilize the Gauss-Legendre rule, it is most convenient to transform $[a, b]$ to $[-1, 1]$ with the following transformation:

$$y = \frac{2x - (a + b)}{b - a} \quad \text{where} \quad x \in [a, b]. \quad (5.3.14)$$

The transformed variable $y$ satisfies $y \in [-1, 1]$ and

$$x = \frac{(b - a)y + (a + b)}{2}. \quad (5.3.15)$$

Thus (5.1.1) becomes

$$\int_{-1}^{1} e^{t\left(\frac{b-a}{2}y\right)} f \left[ \frac{(b - a)y + (a + b)}{2} \right] dy = \frac{2M(t)}{b - a} e^{-t\left(\frac{a+b}{2}\right)}. \quad (5.3.16)$$

We shall refer to (5.3.16) as the standardized equation for equation (5.1.1). Applying the optimal method with abscissae $y_i$ ($i = 1, 2, \ldots, N$) to (5.3.16), we obtain approximations for $f(x)$ at $x_i = x(y_i)$ for $i = 1, 2, \ldots, N$. 
Chapter 5. Quadrature Methods for Computing Distributions

The operator in (5.3.16) has kernel \( e^{(b-a)y/2} \), for which \( e^{ty} \) is the special case where \( b = -a = 1 \). Still the Gauss-Legendre rule provides the most accurate methods for this operator. Note that the operator is location invariant (or invariant under a shift of the domain of a distribution) in that it only depends on the length of the domain, but not its location. Thus the optimal method for a certain standardized equation (distribution) with \( b - a = 1 \) may be stored and used for other equations (distributions) that have the same domain length \( l \).

Furthermore, the standardized equation (5.3.16) corresponding to a distribution will remain the same when its domain is shifted. To see this is true, we need to show that the right-hand side of (5.3.16) does not vary with the location of the domain. We have

\[
\frac{2M(t)}{b-a} e^{-t\frac{(a+b)}{2}} = \frac{e^{-tl/2}}{l} \int_0^l e^{ty} f_0(y) dy = 2M_0(t) e^{-tl/2}/l,
\]

where \( f_0(y) \) and \( M_0(t) \) are the density function and the moment generating function for the shifted distribution whose domain is \([0, l]\), respectively. Notice that both \( a \) and \( b \) are absent from this simplified expression. Thus the right-hand side of (5.3.16) does not depend on the location of the domain; i.e., it is simply a different expression of the function at the right-hand side of (5.3.17) whose value does not depend on \( a \) and \( b \).

Example 5.3:

\[
\int_a^b e^{tx} f(x) dx = e^{(t+1)b} - e^{(t+1)a} \quad \frac{(t+1)(e^b - e^a)}{t+1}.
\]

The exact solution is \( f(x) = e^x/(e^b - e^a) \). Consider two equations for which \([a, b] = [1, 5]\) and \([11, 15]\), respectively. The distributions associated with these two equations are identical except for the locations of their domains. To obtain approximations for their density functions, we compute their standardized equations, (5.3.16). Table 5.5 shows \( r(6) \), the exact error and the error bound (5.2.9) given by the following three methods for the standardized
equations: \( N = 9 \) with \( T \) a set of 9 equally spaced points on \([-2, 2]\); \( N = 15 \) with \( T \) a set of 15 equally spaced points on \([-6, 6]\); and \( N = 19 \) with \( T \) a set of 21 equally spaced points on \([-9, 9]\). These methods all use Gauss-Legendre rules. The 19-point method is the optimal method, and is very accurate for both equations. Also, the order of accuracy, the exact error and the error bound did not vary with the location of the domain. This reflects the fact that the two equations are in theory the same. Numerically, since a difference in two expressions of a certain function may lead to a difference in values corresponding to the two expressions, there may be a difference in values of the right-hand sides of the equations. Such a difference, however, is usually negligible and does not affect the accuracy of the methods and numerical solutions as can be seen in the above example.

To compute the density function at points other than the abscissae of the quadrature rule involved, one may use the method of interpolation. The abscissae of the Gauss-Legendre rules are very evenly spread in \([-1, 1]\). With highly accurate numerical solutions at these abscissae, accurate approximations throughout the entire domain can be obtained.

The optimal method for (5.1.1) may also be used to compute the cumulative distribution function, \( F(x) \), corresponding to \( f(x) \). To see how, we rewrite (5.1.1) as

\[
\int_a^b e^{tx} F'(x) dx = M(t). \tag{5.3.19}
\]

Integrating the left-hand side by parts, we obtain

\[
\int_a^b e^{tx} F(x) dx = \frac{e^{tb} - M(t)}{t}. \tag{5.3.20}
\]

The above equation has the same kernel as equation (5.1.1). Thus the optimal method for (5.1.1) is also optimal for this equation, and can thus be used to compute \( F(x) \). As in the case of computing \( f(x) \), we recommend that the standardized equation for (5.3.20) be used instead of (5.3.20) itself. This standardized equation is:

\[
\int_{-1}^1 e^{t\left(\frac{y-b-a}{2}\right)} F\left(\frac{(b-a)y + (a+b)}{2}\right) dy = \frac{2M^*(t)}{b-a} e^{-t\left(\frac{a+b}{2}\right)}, \tag{5.3.21}
\]

where \( M^*(t) = \left[ e^{tb} - M(t) \right] / t \).
5.3.2 Computing densities with domain \([a, +\infty)\)

The optimal method is mainly intended for \((5.1.1)\) whose domain is a finite interval. This is because polynomials form a dense subspace in the space of continuous functions on any finite interval domain, and can approximate any continuous density function defined on the domain well. Hence we can use the \(P_h\)'s to define the optimal method and expect it to be accurate for computing \((5.1.1)\). When the domain is unbounded, e.g., \([a, +\infty)\), the polynomials are not in the solution space of equation \((5.1.1)\). This is clear from the fact that no polynomial integrates to one over \([a, +\infty)\). They cannot even approximate a density function well due to that they either remain a constant, or approach positive or negative infinity as \(x\) approaches infinity. Thus they can no longer be used to define the optimal method for computing \((5.1.1)\). Consequently, the optimal method is difficult to define unless some information, e.g., a basis of a space to which the solution belongs, are known.

Nevertheless, there are quadrature methods for dealing with situations where such information is not available. Bellman et al. (1966) studied quadrature methods for inverting Laplace transformations of continuous functions on \([a, +\infty)\). In this section, we discuss the use of their methods to solve \((5.1.1)\), and demonstrate through examples that they are capable of delivering accurate numerical solutions.

Without loss of generality, we may assume that \(a = 0\). So \((5.1.1)\) becomes

\[
M(t) = \int_0^\infty e^{tx} f(x)\,dx. \tag{5.3.22}
\]

Note that in general \(M(t)\) is not defined on the entire real line, rather it is defined on \((-\infty, t_0)\) for some \(t_0 \geq 0\). Bellman et al. (1966) recommended using the transformation \(y = e^{-x}\) to transform the equation into one with a bounded domain. With this transformation, \([0, \infty)\) is transformed onto \((0, 1]\), and \((5.3.22)\) becomes

\[
M(t) = \int_0^1 y^{-t-1} f(-\log(y))\,dy. \tag{5.3.23}
\]

A quadrature method can now be applied to \((5.3.23)\) to compute \(f(x)\) on a set of points \(x_i = -\log(y_i)\) for \(i = 1, 2, \ldots, N\) where the \(y_i\)'s are the abscissae of the quadrature rule involved. Since the domain of \(f(x)\) is unbounded, it may not be enough to compute \(f(x)\) only at some finite number of points. They suggested the following argument which makes
it possible to compute \( f(x) \) at any point. By (5.3.22),

\[
\frac{M(t/c)}{c} = \frac{1}{c} \int_0^\infty e^{tx/c} f(x) \, dx = \int_0^1 y^{-t-1} f(-c \times \log(y)) \, dy,
\]  

(5.3.24)

where \( y = e^{-x/c} \) and \( c > 0 \). If we need to estimate \( f(x) \) at, say \( x = 5 \), let \( y_i \) be an abscissa of a certain quadrature rule, and choose \( c \) such that \( 5 = -c \times \log(y_i) \). Applying a quadrature method that uses this quadrature rule to (5.3.24), we obtain 5 as one of the points at which \( f(x) \) is computed.

As to what type of quadrature method is best for equations of the form of (5.3.23) or (5.3.24), they recommended methods involving Gauss rules on \([0,1]\) whose abscissae are the roots of the shifted Legendre polynomials.

**Example 5.4:** Let \( X \) be the sum of two independently exponentially distributed random variables with parameter 1. Then its density function and distribution function satisfy

\[
\int_0^1 y^{-t-1} f(-\log(y)) \, dy = \frac{1}{(1-t)^2} \quad t < 1,
\]  

(5.3.25)

and

\[
\int_0^1 y^{-t-1} F(-\log(y)) \, dy = \frac{-1}{t(1-t)^2} \quad t < 0.
\]  

(5.3.26)

Using methods based on Gauss rules with \( T = -(0,1,\ldots,17) \) and \( T = -(1,2,\ldots,18) \), respectively, we computed (5.3.25) and (5.3.26). The exact and the numerical solutions to (5.3.25) are in Table 5.6 under \( f(x) \) and \( \hat{f}(x) \), respectively. Those to (5.3.26) are in Table 5.7 under \( F(x) \) and \( \hat{F}(x) \), respectively. The \( c \) values associated with the numerical solutions are also indicated in the tables.

The numerical results indicate that the magnitude of the maximum absolute error of the numerical solutions is about \( 10^{-6} \). Thus the quadrature method is quite accurate for this example. The tables contain numerical solutions at \( x \) values as large as 21, for which the density is as small as \( 10^{-8} \), and the cumulative distribution function is as close to one as \( 1 - 10^{-8} \). To estimate these functions farther out in the tail, one may use even larger \( c \) values. We caution however that when \( c \) is too large, e.g., in the above example when \( c \) is greater than 5, the numerical solution at the tail, though very close to zero, may be negative
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Table 5.6: Approximations for the density in Example 5.4 ($c = 4$).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$f(x)$</th>
<th>$f(x)$</th>
<th>abs. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.21430e+02</td>
<td>0.10566e-07</td>
<td>0.81429e-08</td>
<td>0.24239e-08</td>
</tr>
<tr>
<td>0.11261e+02</td>
<td>0.14479e-03</td>
<td>0.14475e-03</td>
<td>0.35949e-07</td>
</tr>
<tr>
<td>0.70605e+01</td>
<td>0.60602e-02</td>
<td>0.10601e-02</td>
<td>0.99036e-07</td>
</tr>
<tr>
<td>0.45033e+01</td>
<td>0.49862e-01</td>
<td>0.49861e-01</td>
<td>0.17334e-06</td>
</tr>
<tr>
<td>0.27725e+01</td>
<td>0.17328e+00</td>
<td>0.17328e+00</td>
<td>0.23793e-06</td>
</tr>
<tr>
<td>0.15685e+01</td>
<td>0.32680e+00</td>
<td>0.32680e+00</td>
<td>0.27652e-06</td>
</tr>
<tr>
<td>0.75093e+00</td>
<td>0.35438e+00</td>
<td>0.35438e+00</td>
<td>0.27875e-06</td>
</tr>
<tr>
<td>0.24699e+00</td>
<td>0.19293e+00</td>
<td>0.19293e+00</td>
<td>0.23705e-06</td>
</tr>
<tr>
<td>0.18893e-01</td>
<td>0.18539e-01</td>
<td>0.18539e-01</td>
<td>0.13232e-06</td>
</tr>
</tbody>
</table>

in the case of computing $f(x)$, and slightly greater than one in the case of computing $F(x)$. As $f(x)$ is expected to be very close to zero and $F(x)$ very close to one at the far tail, they should be treated as zero and one, respectively.

Table 5.7: Approximations for the c.d.f in Example 5.4 ($c = 4$).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$F(x)$</th>
<th>$F(x)$</th>
<th>abs. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.21430e+02</td>
<td>0.99999e+00</td>
<td>0.10000e+01</td>
<td>0.52861e-07</td>
</tr>
<tr>
<td>0.11261e+02</td>
<td>0.99984e+00</td>
<td>0.99984e+00</td>
<td>0.10569e-06</td>
</tr>
<tr>
<td>0.70605e+01</td>
<td>0.99308e+00</td>
<td>0.99308e+00</td>
<td>0.13486e-06</td>
</tr>
<tr>
<td>0.45033e+01</td>
<td>0.93906e+00</td>
<td>0.93906e+00</td>
<td>0.14613e-06</td>
</tr>
<tr>
<td>0.27725e+01</td>
<td>0.76421e+00</td>
<td>0.76421e+00</td>
<td>0.14313e-06</td>
</tr>
<tr>
<td>0.15685e+01</td>
<td>0.46484e+00</td>
<td>0.46484e+00</td>
<td>0.13012e-06</td>
</tr>
<tr>
<td>0.75093e+00</td>
<td>0.17368e+00</td>
<td>0.17368e+00</td>
<td>0.10997e-06</td>
</tr>
<tr>
<td>0.24699e+00</td>
<td>0.25916e-01</td>
<td>0.25916e-01</td>
<td>0.83615e-07</td>
</tr>
<tr>
<td>0.18893e-01</td>
<td>0.17625e-03</td>
<td>0.17629e-03</td>
<td>0.44330e-07</td>
</tr>
</tbody>
</table>

Note that one may also use Bellman et al.'s (1966) methods to compute distributions with finite domain. However, they are less accurate than the optimal method, and give no error bounds on their numerical solutions.

### 5.3.3 Comparison with the saddlepoint approximation

We have shown that the two quadrature methods discussed above are promising methods for computing the distribution of the sample mean. Such numerical methods are intended just for that and are of little use as theoretical tools.
In terms of accuracy, these quadrature methods are complements to asymptotic methods for computing the distribution of the mean in that they are more accurate overall for very small sample sizes, but less so for larger sample sizes. This is because quadrature methods, like numerical methods in general, are accurate when the exact solutions are smooth and are less accurate when they are not. When the sample size is small, the density function and the cumulative distribution function for the mean are relatively smooth. When the sample size is large, the density function is highly aggregated in a small region in its domain near the mean. It has a sharp spike, and the cumulative distribution function takes a steep jump in that region. Consequently, they are not smooth when viewed over the entire domain, and the quadrature methods become less accurate. Tables 5.8 and 5.9 below further illustrate this point.

Table 5.8: Approximations to the density of the mean of $5$ i.i.d. uniform$[-1,1]$ observations.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$f(x)$</th>
<th>$f_{OM}(x)$</th>
<th>$f_{SPA}(x)$</th>
<th>OM Error</th>
<th>SPA Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00000e+00</td>
<td>0.14974e+01</td>
<td>0.14978e+01</td>
<td>0.15451e+01</td>
<td>0.36147e-03</td>
<td>0.47701e-01</td>
</tr>
<tr>
<td>0.28802e+00</td>
<td>0.85284e+00</td>
<td>0.85309e+00</td>
<td>0.88310e+00</td>
<td>0.24184e-03</td>
<td>0.30251e-01</td>
</tr>
<tr>
<td>0.55162e+00</td>
<td>0.16436e+00</td>
<td>0.16446e+00</td>
<td>0.17197e+00</td>
<td>0.10075e-03</td>
<td>0.76103e-02</td>
</tr>
<tr>
<td>0.76844e+00</td>
<td>0.11699e-01</td>
<td>0.11716e-01</td>
<td>0.11946e-01</td>
<td>0.17433e-04</td>
<td>0.24747e-03</td>
</tr>
<tr>
<td>0.92010e+00</td>
<td>0.16584e-03</td>
<td>0.16895e-03</td>
<td>0.16862e-03</td>
<td>0.31138e-05</td>
<td>0.27835e-05</td>
</tr>
<tr>
<td>0.99375e+00</td>
<td>0.62002e-08</td>
<td>0.82791e-06</td>
<td>0.63043e-08</td>
<td>0.82171e-06</td>
<td>0.10406e-09</td>
</tr>
</tbody>
</table>

Table 5.9: Approximations to the density of the mean of $15$ i.i.d. uniform$[-1,1]$ observations.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$f(x)$</th>
<th>$f_{OM}(x)$</th>
<th>$f_{SPA}(x)$</th>
<th>OM Error</th>
<th>SPA Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00000e+00</td>
<td>0.26493e+01</td>
<td>0.26484e+01</td>
<td>0.26762e+01</td>
<td>0.92946e-03</td>
<td>0.26892e-01</td>
</tr>
<tr>
<td>0.28802e+00</td>
<td>0.42186e+00</td>
<td>0.42172e+00</td>
<td>0.42654e+00</td>
<td>0.58821e-03</td>
<td>0.46757e-02</td>
</tr>
<tr>
<td>0.55162e+00</td>
<td>0.18175e-02</td>
<td>0.16354e-02</td>
<td>0.18413e-02</td>
<td>0.18215e-03</td>
<td>0.23751e-04</td>
</tr>
<tr>
<td>0.76844e+00</td>
<td>0.19533e-06</td>
<td>-0.42294e-04</td>
<td>0.19692e-06</td>
<td>0.42489e-04</td>
<td>0.15981e-08</td>
</tr>
<tr>
<td>0.92010e+00</td>
<td>0.66255e-13</td>
<td>-0.10954e-04</td>
<td>0.66624e-13</td>
<td>0.10954e-04</td>
<td>0.36905e-15</td>
</tr>
<tr>
<td>0.99375e+00</td>
<td>0.21170e-28</td>
<td>-0.32721e-05</td>
<td>0.21288e-28</td>
<td>0.32721e-05</td>
<td>0.11792e-30</td>
</tr>
</tbody>
</table>

In these tables, $f(x)$ is the exact solution, $f_{OM}(x)$ and $f_{SPA}(x)$ are approximations given by the optimal method and the method of saddlepoint approximation. 'OM Error' and 'SPA Error' are the absolute errors of these two approximations, respectively. The optimal method used to compute $f_{OM}(x)$ has $r(6) = 7$, and involves the Gauss-Legendre
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rule with $N = 21$, and a $T$ consisting of 21 equally spaced points between -20 and 20. When the sample size is 5, the optimal method is more accurate overall. When the sample size is 15, $f_{OM}(x)$ becomes negative at the tail and the saddlepoint approximation becomes more accurate overall. In general, the quadrature methods are more accurate in the part of the domain where $f(x)$ is not too small relative to its maximum. If $f(x)$ does not vary too much in magnitude throughout the domain, as is the case in Examples 5.1 and 5.2, then they are more accurate than the asymptotic methods everywhere.

Apart from the optimal method being more accurate for very small sample sizes, quadrature methods in general also have the following advantages: (1) They are applicable whenever the moment generating function is known. Consider the case where we need to estimate the density of the sum of several independent observations. If these observations are not identically distributed, then asymptotic methods may not be applicable but quadrature methods still are. (2) Computationally, they are often less time consuming than the asymptotic method which involve computing the saddlepoint since they require only that the moment generating function be evaluated at a small number of points. In cases such as estimating the density functions of statistics given by estimating equations, the moment generating functions of the statistics often can only be expressed as contour integrals and their evaluation may be time consuming. In these cases, this advantage is particularly important. (3) For densities with bounded domains, the optimal method also gives a reliable bound on the maximum absolute error of its numerical solution.

To conclude, we note that there are many other numerical methods, such as the eigenfunction expansion method and a varieties of iterative methods, for solving Fredholm equations of the first kind. We have discussed only quadrature methods here because they are the simplest of all methods for solving these equations, and may be easily used by statisticians to compute distributions. They are also very accurate for this purpose. The use of quadrature methods for computing distributions defined on the entire real line remains to be further studied. We have yet to find successful methods for computing these distributions. Examples in this paper were computed using Fortran 77 on a SPARC station. The linear system solver used was DLSARG, and least-square estimates were computed by DRCURV, both from IMSL.
Appendix A

Uniform Validity of an Asymptotic Expansion

Here we give the definition for uniform validity, and discuss two generalizations of Lemma 3.1 (Wasow, 1965) under weaker conditions.

Definition. Uniform Validity of An Asymptotic Series

Let \( f(s, t) \) be defined on \( D_s \times D_t \) where \( 0 \in D_s \). We say that an asymptotic expansion of \( f(s, t) \) with respect to \( s \),

\[
f(s, t) \sim \sum_{r=0}^{\infty} h_r(t)s^r \quad \text{as} \quad s \to 0,
\]

is uniformly valid in \( D_t \) if for any given \( m \in N \),

\[
s^{-m} \left[ f(s, t) - \sum_{r=0}^{m} h_r(t)s^r \right] \to 0 \quad \text{as} \quad s \to 0
\]

uniformly with respect to all \( t \in D_t \).

An important lemma related to uniform validity is Lemma 3.1 given below (see Section 3.3 for a proof). This lemma shows that when the specified conditions are met, the error of the truncated expansion which includes only the first \( m + 1 \) terms of the expansion is the
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product of a bounded function and $s^{m+1}$.

**Lemma 3.1.** (Wasow, 1965) Let $f(s,t)$ be bounded in $D_s \times D_t$ where $0 \in D_s$, and $h_r(t)$ ($r = 0, 1, \ldots$) be bounded in $D_t$. Then

$$f(s,t) \sim \sum_{r=0}^{\infty} h_r(t) s^r \quad \text{as} \quad s \to 0$$

(A.0.2)

uniformly for $t \in D_t$ iff for every $m$ the function $E_m(s,t)$ defined by the relation

$$f(s,t) = \sum_{r=0}^{m} h_r(t) s^r + E_m(s,t) s^{m+1}$$

(A.0.3)

is bounded in $D_s \times D_t$.

Under a weaker set of conditions, i.e., without the condition that $f(s,t)$ be bounded in $D_s \times D_t$, we can prove the following lemma:

**Lemma 3.1a:** Expansion (A.0.2) is uniformly valid and its coefficients, $h_r(t)$ ($r = 0, 1, \ldots$), are each bounded for $t \in D_t$ if and only if $f(s,t)$ is bounded in $\Omega \times D_t$ for some $\Omega$ such that $0 \in \Omega \subseteq D_s$, and for each $m$, $E_m(s,t)$ is bounded in $\Omega \times D_t$.

**Proof:** For any given $\epsilon > 0$, by the definition of the uniform validity there exists a $\Omega$ where $0 \in \Omega \subseteq D_s$ such that $|f(s,t) - h_0(t)| < \epsilon$ uniformly with respect to $t \in D_t$ for $s \in \Omega$. Thus $|f(s,t)| < |h_0(t)| + \epsilon$ for $(s,t) \in \Omega \times D_t$. Since $h_0(t)$ is bounded in $D_t$, $f(s,t)$ is bounded in $\Omega \times D_t$. It then follows from Lemma 3.1 that the $E_m(s,t)$'s are bounded in $\Omega \times D_t$.

On the hand, if $f(s,t)$ and the $E_m(s,t)$'s are all bounded in $\Omega \times D_t$, then $h_0(t) = f(s,t) - E_0(s,t)s$ is bounded. Furthermore, $h_{r+1}(t) = E_r(s,t) - E_{r+1}(s,t)s$ ($r = 0, 1, \ldots$). Thus they are bounded. Also, the boundedness of the $E_m(s,t)$'s imply the uniform validity of the expansion. This is clear from part (b) of Wasow's proof for Lemma 3.1. #

Lemma 3.1a may be used to prove a lemma similar to Lemma 3.2 but without the condition that $f_t(s,t)$ be bounded. Compared to Lemma 3.1, Lemma 3.1a makes use of the fact that the conditions that $f(s,t)$ be bounded and $h_0(t)$ be bounded are essentially redundant, and it is applicable when $f(s,t)$ is not bounded in the entire $D_s \times D_t$. In general, if we define $E_{-1}(s,t) = f(s,t)$, then the boundedness of $\{E_r(s,t)\}_{r \geq m_0}$, where $m_0$
is an integer, depends only on that of \( \{h_r(t)\}_{r \geq m_0 + 1} \) and vice versa. This leads to the following lemma:

**Lemma 3.1b:** The \( h_m(t) \)'s where \( m \geq m_0 + 1 \) are each bounded in \( D_t \) and (A.0.1) holds for each \( m \geq m_0 \) uniformly in \( D_t \) if and only if for each \( m \geq m_0 \), there exists a subset of \( D_s, \Omega_m \), where \( 0 \in \Omega_m \), such that \( E_m(s,t) \) is bounded in \( \Omega_m \times D_t \).

**Proof:** From part (a) of Wasow's proof for Lemma 3.1, for any given \( \epsilon > 0 \), there exists a \( \delta_m(\epsilon) > 0 \) such that

\[
|E_m(s,t)| = \left| s^{-(m+1)} \left[ f(s,t) - \sum_{r=0}^{m} h_r(t) s^r \right] \right| < \epsilon + |h_{m+1}(t)|, \quad \text{if } |s| \leq \delta_m(\epsilon).
\]

Let \( \Omega_m = \{s : |s| < \delta_m(\epsilon)\} \). Then the boundedness of \( h_{m+1}(t) \) in \( D_t \) implies that of \( E_m(s,t) \) in \( \Omega_m \times D_t \). On the other hand, \( h_{m+1}(t) = E_m(s,t) - E_{m+1}(s,t)s \). Thus for \( m \geq m_0 \) the boundedness of the \( E_m(s,t) \)'s implies that of the \( h_{m+1}(t) \)'s. It also implies that (A.0.1) holds uniformly. This is again clear from part (b) of Wasow's proof for Lemma 3.1. 

A consequence of Lemma 3.1a is that a uniform expansion with bounded coefficients may be written using the \( O \) symbol as

\[
f(s,t) = \sum_{r=0}^{m} h_r(t)s^r + O(s^{m+1}) \quad m = 0, 1, \ldots,
\]

where \( O(s^{m+1}) \) is uniformly valid for \( t \in D_t \).
Appendix B

An Identity Concerning Hermite Polynomials

We now prove identity (4.3.22). The Hermite polynomials, \( H_k(x) \) \((k = 0, 1, \ldots)\), can be derived by repeatedly differentiating the density of the standard normal distribution, \( \phi(x) \). Specifically, they are given by the following relationship

\[
\frac{d^k \phi(x)}{dx^k} = (-1)^k H_k(x) \phi(x),
\]

where, by convention, \( H_0(x) = 1 \). It can be shown that the \( H_k(x) \)'s form a set of orthogonal polynomials in \( R \) with respect to the weight function, \( \phi(x) \). Also, \( H_k(x) \phi(x) \) has the Fourier transform \( (it)^k e^{-t^2/2} \). See, e.g., Feller (1966), for a proof. We now discuss two properties of these polynomials which we shall use to prove the identity. These two properties are both derived from the equation,

\[
\exp\{tx - \frac{1}{2} t^2\} = \sum_{k=0}^{\infty} \frac{t^k}{k!} H_k(x),
\]

which may be proved by noting that

\[
\phi(x - t) = \frac{1}{\sqrt{2\pi}} \exp\{-\frac{1}{2}x^2 + tx - \frac{1}{2} t^2\} = \phi(x) \exp\{tx - \frac{1}{2} t^2\},
\]
and that, by Taylor's theorem,
\[
\phi(x - t) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} t^k \frac{d^k \phi(x)}{dx^k} = \sum_{k=0}^{\infty} \frac{t^k}{k!} H_k(x) \phi(x).
\]

The first property we need is the following differential equation,
\[
\frac{d}{dx} H_k(x) = k H_{k-1}(x), \quad \text{for } k = 1, 2, \ldots \tag{B.0.3}
\]

This may be proved by differentiating both sides of (B.0.2) with respect to \(x\) and identifying coefficients for \(t^k\). See, e.g., Kendall and Stuart (1969).

The second property is the following relationship between the constant term of \(H_k(x)\) and the \(k\)th moment of the standard normal distribution. By setting \(x\) to zero in (B.0.2) we obtain
\[
\exp\left\{\frac{1}{2}(it)^2\right\} = \exp\left\{\sum_{k=0}^{\infty} \frac{t^k}{k!} \frac{d^k \phi(0)}{dx^k}\right\} = \prod_{k=0}^{\infty} \frac{(it)^k}{k!} \exp\left\{-\frac{1}{2}t^2\right\} = \exp\left\{\sum_{k=0}^{\infty} \frac{(it)^k}{k!} H_k(0)\right\}.
\]

The left-hand side of (B.0.4) is the moment generating function of the standard normal distribution evaluated at \(it\). It follows that
\[
H_k(0) = (-i)^{-k} m_k, \tag{B.0.5}
\]

for \(k = 0, 1, \ldots\), where \(m_k\) is the \(k\)th moment of the standard normal distribution. Since \(m_k = 0\) when \(k\) is odd, (B.0.5) may be written as
\[
H_k(0) = (i)^k m_k. \tag{B.0.6}
\]

To prove (4.3.22), we show that if \(P_k\) satisfies
\[
\int_{-\infty}^{\infty} \phi(v)(iv - x)^k dv = (-1)^k P_k(x), \tag{B.0.7}
\]

for \(k = 0, 1, \ldots\), then \(P_k(x) = H_k(x)\). We first note that
\[
P_k(0) = (-1)^k \int_{-\infty}^{\infty} \phi(v)(iv)^k = (-1)^k (i)^k m_k. \tag{B.0.8}
\]

Again, since \(m_k = 0\) when \(k\) is odd, (B.0.8) may be written as
\[
P_k(0) = (i)^k m_k. \tag{B.0.9}
\]
Furthermore, by differentiating (B.0.7) with respect to $x$ we obtain

\[ (-1)^k \frac{dP_k(x)}{dx} = -k \int_{-\infty}^{\infty} \phi(v)(iv - x)^{k-1} dv = k(-1)^k P_{k-1}(x), \]

for $k = 1, 2, \ldots$ Thus

\[ \frac{d}{dx} P_k(x) = kP_{k-1}(x), \]  \hspace{1cm} (B.0.10)

for $k = 1, 2, \ldots$ It follows that $H_k(x)$ and $P_k(x)$ are the solutions of the same differential equation (B.0.3) or (B.0.10). Furthermore, $H_0(x) = P_0(x) = 1$ and $H_k(0) = P_k(0) = (i)^k m_k$, by induction $P_k(x) = H_k(x)$ for $k = 0, 1, \ldots$
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