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ABSTRACT

Linear models containing covariance parameters are classified according to assumed structure. A generalized representation of balanced variance component models is given, Pukelsheim's derived linear model, where the covariance parameters appear as means, is presented.

Modern techniques for estimating variance components are reviewed. Methods considered include the following: Henderson's use of analysis of variance quadratic forms and method of fitting constants; classical optimization by minimum variance (La Motte) and by minimum norm (Rao, C.R.); Hartley and J.N.K. Rao's maximum likelihood, and Patterson and Thompson's marginal maximum likelihood.

Computing techniques are considered and algorithms for Henderson's method III and minimum norm methods are presented. Some computational results are given.

A logical Bayesian analysis of generalized balanced variance component models is developed, which agrees with the approach of Box and Tiao.
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CHAPTER 1

Introduction

Linear models form the basis of the two most extensively used techniques of data analysis: linear regression and the analysis of variance. This prominent position stems from their intuitive appeal, computational and analytical tractability and frequent adequacy for the job at hand.

Linear models seek to express a response variable as a linear combination of effects. These effects are supposed to 'explain' the value of the response in some practical fashion. Complications arise when it is unsuitable, or undesirable, to assume that the effects can be represented by fixed parameters in the model. In this case, it is sometimes possible to view them as realizations of some unobservable random process. The analysis of linear models containing these 'random effects' involves estimating, or at least checking assumptions about, the variances and covariances of the underlying process. These are the variance components.

The objective of this thesis, is to review modern approaches to the estimation of variance components arising in linear models.

The estimation of variance components has two main directions for application. The first is to provide estimates of the covariance matrix of the response variables. This estimate can then be used with the method of generalized least squares, to provide good estimates of location parameters in the linear model for prediction or estimation, (Mitra and Moore, 1973).
The second direction is to provide a break-down of the covariance of the response into components, having practical significance in their own right. Examples of this latter use are found in industry, where it may be important to identify the factor in a production process which is causing undue variability in a product and in genetic research, where it is necessary to separate variability in a breeding population into components, due to environmental and various genetic factors.

Sahai (1979) observes; 'Before one embarks on a research project in this area, it is imperative to know what has been done previously. So far, there does not exist any publication to serve this purpose.' He goes on to present an extensive bibliography, comprising about eight hundred entries. This, in itself, is an indication of the complexity of and controversy surrounding the subject of variance component estimation.

The technical source of difficulty appears to be in the requirement that the covariance matrix of the response variables be positive definite, or at least non-negative definite. This requirement imposes frequently complex and always complicating constraints on possible values for the variance components.

1.1. The Scope of the Thesis.

Rao, C.R. and Kleffe, (1980) and Sahai (1979), refer to numerous historical applications of and approaches to, variance component estimation.

We start by considering various forms of linear models, in which
variance component estimation can be important. The most general linear model is considered first. This model assumes least knowledge of the underlying random processes. Then, because knowledge about these processes can be used in various estimation techniques, more specific models are considered. Finally, a general form of balanced variance component models is developed. This model incorporates important properties of balanced classification models, for which estimation methods are most advanced. Three examples of real and generated data are described. Various estimation techniques are later applied to these examples.

Estimation methods originated with analysis of variance applied to balanced classification models. We first consider Henderson's (1953) extensions of these methods to unbalanced classification models. These are known as the analysis of variance method of estimating variance components and the method of fitting constants. Searle (1968 and 1971) considered these methods in some detail and they remain the most widely used. For classification models, Henderson's (1953) methods are easy to compute, even by hand, and we consider an algorithm for the method of fitting constants, which is applicable to more general structured models. These estimates are computed for the example data sets.

Because of the lack of demonstrable, desirable properties of these estimators, a variety of alternatives, based on different optimality principles, have been developed.

Rao, C.R. (1970, 1971a, b, and 1972), proposed a general method
called minimum norm quadratic estimation. LaMotte (1973 a and b),
considered minimum mean square error as a criterion of estimation in
normal models. These approaches have been developed and expanded by
Kleffe (1976 a, b, 1977 a, b, c and 1980), Rao, P.S.R.S. and Chaubey
(1978) and Chaubey (1980). Their general applicability is a major
source of appeal for these estimators, but computational difficulties
have, so far, limited their use. The adaptation of algorithms
developed for a maximal likelihood approach in structured models
having a residual error, is considered and applied to the data examples.

Hartley and Rao, J.N.K. (1967), considered the maximum
likelihood approach for normal models. This method overcomes the
theoretical difficulties associated with the parameter space constraints,
which however remain a computational problem.

Severe bias of the maximum likelihood estimates in some models
led Patterson and Thompson (1974) to consider maximization of a 'restricted
likelihood', which is the likelihood of a maximal invariant to
translations in the location parameters. This approach has an appealing
justification from the Bayesian point of view, where the posterior
distribution is marginalized over the nuisance parameters to yield an
'integrated' or 'marginal' likelihood. The technique is therefore
referred to as the marginal maximum likelihood method. In the classical
approach of Patterson and Thompson (1974), integration is with respect to
ordinary Lebesque measure, but in the Bayesian context, there is scope for
considering alternative measures over the parameter space.
Harville (1977), reviews the maximum likelihood techniques with consideration of various computational methods. The availability of the computational algorithms, (Dixon and Brown (1977)), has led to increased popularity of the technique. A commercially available programme was used to compute the estimates for the example data sets.

There has been limited development of Bayesian methods for variance component estimation. This is possibly due to difficulty in choosing prior distributions for the variance components, which either realistically represent subjective prior knowledge, or conveniently represent a state of ignorance.

The subjective approach has been most generally developed by Rudolph (1976), but the applicability is limited. Kleffe and Pincus (1974a), consider the identification of Bayes estimators in restricted classes of estimating functions, for which the Bayes risk depends only on the first two moments of the prior distribution.

The state of the logical Bayesian approach, using Jeffreys' rule to provide a prior, is presented by Box and Tiao (1973), but is restricted to simple balanced classification models. A different logical Bayesian viewpoint of Villegas (1977a, b and 1980), is used in this thesis, to extend these methods to general balanced variance component models.

There is considerable difficulty in comparing and contrasting the various methods of variance component estimation. One approach, which appears promising in this respect, is to use the 'dispersion-mean correspondence' of Pukelsheim (1976), which relates quadratic functions
in the sample space to linear functions in an isomorphic space. This is used to re-parameterize the model, so that the variance components appear as location parameters. Use of this re-parameterization as a comparative tool, relies on having an explicit expression for quadratic statistics used in the estimation processes. This expression is not yet available for Henderson's (1953) estimation methods. Finding such an expression would be a desirable development.
CHAPTER 2

Linear Models with Variance and Covariance Parameters.

We are interested in models which represent observable response random variables as linear combinations of fixed parameters and unobservable random variables. The main aim is to consider ways of estimating and, if possible, making inferences about the covariance structure of the unobservable random variables.

There are as many forms to the linear model as there are applications. The different forms reflect greater or lesser knowledge about the distribution of the response. This knowledge can often be exploited when making inferences about the covariance structure and so we consider several general classes of linear models which involve covariance parameters.

The model forms are presented, starting with the most general, the one that assumes the least knowledge and progressing to the most specific. This progression is in reverse to the historical development of the methods of analysis.

2.1. The General Linear Model with Covariance Parameters.

The general linear model, or Gauss-Markov model, has model equation:

\[ y = X\beta + \varepsilon \]  \hspace{1cm} (2.1)

where:

- \( y \) is an \( n \times 1 \) observable response vector.
- \( \beta \) is an unknown \( p \times 1 \) vector of location parameters.
- \( X \) is a known \( n \times p \) matrix of regressors, covariate values or design vectors, called the structure matrix associated with \( \beta \).
- \( \varepsilon \) is an \( n \times 1 \) unobservable random vector.

The parameter space of \( \beta, \Omega_\beta \) is \( \mathbb{R}^p \). \( X \) need not have full column rank, but if it does not, there is a re-parameterization of the model to a full rank model, reducing the dimension of \( \beta \).

The difference between various variance and covariance models is in the assumptions on the distribution of \( \varepsilon \). The most general assumptions are:

\[
E(\varepsilon) = 0 \\
\text{Cov}(\varepsilon) = \Sigma(\theta) = \sum_{i=1}^{q} \theta_i V_i
\]  \hspace{1cm} (2.2)

where:

- \( \theta = (\theta_1, \theta_2, \ldots, \theta_q) \) is an unknown \( q \)-vector of variance or covariance parameters.
- \( V_i, i = 1, 2, \ldots, q \) are known \( n \times n \) symmetric matrices.
The parameter space for $\theta$, $\Omega_\theta$ is restricted to an open subset of $\mathbb{R}^d$ such that $V(\theta)$ is positive definite, (p.d.) for $\theta \in \Omega_\theta$. No assumption is made about the sign of $\theta_i$ nor are the $V_i$ necessarily non-negative definite, (n.n.d.)

In general, any covariance matrix may be written in the form (2.2), with $q = n(n + 1)/2$. In practical situations, however, $q$ is often small compared to the number of observations, $n$.

2.1.1. Identifiability

A linear combination, $h'\theta$ of the covariance parameters is identifiable if and only if $h'\theta_1 = h'\theta_2$ whenever $V(\theta_1) = V(\theta_2)$ for $\theta_1, \theta_2 \in \Omega_\theta$. Provided the distribution of the response depends on $\theta$ only through $V(\theta)$, this definition coincides with the notion of identifiability by distribution of Bunke and Bunke (1974).

Pincus (1974) reports the equivalence of identifiability of $h'\theta$ with the condition:

$$h \in R(H) \text{ or equivalently } h \in R(H(g))$$

(2.3)

where:

$R(H)$ denotes the column space of $H$

and $H = (\text{tr}(V_i V_j))_{i,j = 1,2,\ldots,q}$

(meaning that the $i,j$th element of $H$ is the trace of $V_i V_j$).

or $H(g) = (\text{tr}(V(g)^{-1}V_i V(g)^{-1}V_j))$ for $V(g) = \sum_i V_i$, p.d.
A proof of this result is as follows:

If \( h \in R(H) \) there exists \( b \) such that

\[
h_i = \sum_j b_j \text{tr}(V_i V_j) = \text{tr}(V_i V(b)), \quad i = 1, 2, \ldots, q
\]

where \( \text{tr} (\quad) \) denotes the trace of a matrix.

Thus

\[
h_1' \theta_1 = \sum_i \theta_{1i} \text{tr}(V_i V(b)) = \text{tr}(V(\theta_1)V(b))
\]

and

\[
h_2' \theta_2 = \text{tr}(V(\theta_2)V(b))\]

Clearly if \( V(\theta_1) = V(\theta_2) \) then \( h_1' \theta_1 = h_2' \theta_2 \).

On the other hand we note that:

\( V(\theta_1) = V(\theta_2) \) or \( V(\theta_1 - \theta_2) = 0 \) if and only if \( v = \theta_1 - \theta_2 \) is orthogonal to all columns of \( H \). This follows because if

\( V(\theta_1 - \theta_2) = V(\theta) = 0 \) then \( \sum_j t \text{tr}(V_i V_j) = \text{tr}(V(\theta)V_j) = 0 \).

Conversely, if \( t' H = 0 \) or \( \text{tr}(V(t)V_j) = 0, \quad j = 1, 2, \ldots, q \) then

\[
\sum_j t \text{tr}(V(t)V_j) = \text{tr}(V(t)V(t)) = 0
\]

and this only occurs if \( V(t) = 0 \) since \( V(t) \) is symmetric and \( \text{tr}(AA') \) is the sum of squares of elements of \( A \). Thus if \( h' \theta \) is identifiable, \( h \) is orthogonal to \( t \), whenever \( t \) is orthogonal to \( R(H) \) or equivalently \( h \in R(H) \).

\( H \) can be written as \( TT' \) where \( T \) is \( q \times n^2 \) with \( i \) th row given by \( \text{Vec}'(V_i) \) (Appendix A.1.).

If \( \text{sp}\{V_1, V_2, \ldots, V_q\} \) denotes the span of the set of \( V_i \) in the space of \( n \times n \) symmetric matrices, and \( \text{dim} \text{sp}\{V_1, \ldots, V_q\} \), its dimension, then \( \text{rank}(H) = \text{rank}(T) = \text{dim} \text{sp}\{V_1, \ldots, V_q\} \).

In particular \( \theta \) is identifiable if and only if \( \{V_1, V_2, \ldots, V_q\} \) is independant or equivalently \( \text{rank}(H) = q \).
2.1.2. **Normal Distribution Assumptions.**

Frequently additional distributional assumptions are required for model (2.1). The usual assumption is that \( e \) has a central normal distribution. In this case we write:

\[
y \sim N(X\hat{\theta}, V(\theta))
\]

where:

\[
V(\theta) = \sum_{i=1}^{n} V_i\tag{2.4}
\]

is p.d. for \( \theta \in \Theta^* \).

The likelihood of \( Y \) is:

\[
\ell(\beta, \theta | Y) = (2\pi)^{-n/2} \left| \text{det}(V(\theta)) \right|^{-1/2} \exp\left\{ -\frac{1}{2} \| Y - X\hat{\theta} \|^2_{V(\theta)} \right\}
\]

where:

\[
\| Y - X\hat{\theta} \|^2_{V(\theta)} = (Y - X\hat{\theta})' V(\theta)^{-1} (Y - X\hat{\theta})
\]

and \( \text{det}(V(\theta)) \) is the determinant of \( V(\theta) \).

Assuming \( X \) to have full column rank, the likelihood can be factored since:

\[
\| Y - X\hat{\theta} \|^2_{V(\theta)} = \| Y - \hat{\beta}(\theta) Y + \hat{\hat{\beta}}(\theta) - x\hat{\theta} \|^2_{V(\theta)}
\]

\[
= Y'N(\theta)Y - 2Y'N(\theta)X(\hat{\beta}(\theta) - \beta) + \| \hat{\beta}(\theta) - x\hat{\theta} \|^2_{(X'V(\theta)^{-1}X)^{-1}}
\]

and the middle term vanishes.

where:

\[
P(\theta) = X(X'V(\theta)^{-1}X)^{-1}X'V(\theta)^{-1}
\]

\[
N(\theta) = V(\theta)^{-1}(I - P(\theta))
\]

and

\[
\hat{\beta}(\theta) = (X'V(\theta)^{-1}X)^{-1}X'V(\theta)^{-1}Y
\]

so that

\[
X\hat{\theta}(\theta) = P(\theta)Y.
\]

The factorization of (2.5) is then:

\[
\ell(\beta, \theta | Y) = (2\pi)^{-p/2} \left| \text{det}(V(\theta)) \right|^{-1/2} \text{det}(X'V(\theta)^{-1}X)^{-1/2} \exp\left\{ -\frac{1}{2} \| Y'N(\theta)Y \| \right\}
\]

\[
x (2\pi)^{-p/2} \left| \text{det}(X'V(\theta)^{-1}X)^{-1} \right|^{-1/2} \exp\left\{ -\frac{1}{2} \| \hat{\beta}(\theta) - \beta \|^2_{(X'V(\theta)^{-1}X)^{-1}} \right\}
\]

\[\tag{2.6}\]

2.2. Covariance Component Models.

The first major specialization of the general model is to assume a known structure for the random part, \( e \), of (2.1):

\[
Y = X\delta + U_1 v_1 + U_2 v_2 + ... + U_q v_q
\]  

(2.7)

where:

- \( Y, X \), and \( \delta \) are as in (2.1),
- \( v_i \), for \( i = 1,2,...,q \) are unobservable \( q_i \times 1 \) random vectors,
- \( U_i \), for \( i = 1,2,...,q \) are known structure matrices associated with the \( v_i \). \( U_i \) is \( n \times q_i \) for \( i = 1,2,...,q \).

The most general distributional assumptions are:

\[
E(v_i) = 0 \quad \text{for} \quad i = 1,2,...,q,
\]

\[
E(v_i v'_i) = \text{Cov}(v_i) = \Sigma_i \quad \text{for} \quad i = 1,2,...,q,
\]

and

\[
E(v_i v'_j) = 0 \quad \text{for} \quad i \neq j.
\]

(2.8)

The \( \Sigma_i \) matrices are \( q_i \times q_i \) unknown covariance matrices called the Covariance Components.

Clearly, \( \text{Cov}(Y) = \Sigma_1 U_1\Sigma_1 U_1' + \Sigma_2 U_2\Sigma_2 U_2' + ... + \Sigma_q U_q\Sigma_q U_q' \) 

(2.9)

Model (2.7) may be referred to as the Structured Covariance Component Model to emphasize the structure on \( e \).

A convenient representation of this model is:

\[
Y = X\delta + Uv
\]

with \( E(v) = 0 \) and \( B(vv') = \Sigma \)

so that \( \text{Cov}(Y) = U\Sigma U' \)
where:

\[ U = (U_1, U_2, \ldots, U_q) \text{ is } n \times m, \quad m = \Sigma q_i \]

\[ \Sigma = \text{diag}(\Sigma_i, i = 1, 2, \ldots, q) \text{ (an } m \times m \text{ matrix with blocks } \Sigma_i, \text{ on the diagonal and zeros elsewhere.}) \]

The assumption of Normality for model (2.6) stipulates that:

\[ y_i \sim N(0, \Sigma_i) \quad i = 1, 2, \ldots, q \]

or

\[ y \sim N(X\theta, U\Sigma U') \quad (2.10) \]

The flexibility in model (2.7) with assumptions (2.8) follows from different forms of \( \Sigma_i \).

One frequent form of model (2.6) has

\[ \Sigma_i = \Sigma \quad i = 1, 2, \ldots, q-1 \quad \text{and} \quad \Sigma_q = \Theta I \]

then

\[ \text{Cov}(y) = \sum_{i=1}^{q-1} U_i \Sigma U_i' + \Theta U_q U_q' \quad (2.11) \]

Another frequent modification of (2.7) follows by taking

\[ \Sigma_i = \Theta_{i} q_i \quad i = 1, 2, \ldots, q-1 \quad \text{and} \quad \Sigma_q = \Sigma, \text{ then} \]

\[ \text{Cov}(y) = \sum_{i=1}^{q-1} U_i \Theta_{i} q_i U_i' + U_q \Sigma U_q' \quad (2.12) \]

Structured Covariance Models may be represented as general linear models with covariance parameters (2.1) by writing each covariance component as a linear combination of symmetric matrices with unknown coefficients. Some techniques, however, may utilise forms like (2.11) to estimate \( \Sigma \).
2.2.1. **Covariance Component Models with a Residual Error.**

In structured models having model equation with the form (2.7), it frequently happens that one of the structure matrices, $U_i$, is the identity matrix. If we assume that $U_q = I_n$, then the model has form:

$$ y = X\beta + U_1v_1 + \ldots + U_{q-1}v_{q-1} + e $$  (2.13)

where: $e$ is $n \times 1$ and will be called the residual error effect.

The distributional assumptions (2.8) hold for (2.13) with $U_q = I$ and $v_q = e$.

If $I_q = R$ then:

$$ \text{Cov}(y) = E U_i^2 U_i + R $$

or $\text{Cov}(y) = U \Sigma U^t + R$  (2.14)

where

$$ U = (U_1, U_2, \ldots, U_{q-1}) $$

$$ \Sigma = \text{diag}(E_i, i = 1, 2, \ldots, q-1). $$

If any structure matrix $U_i$ in (2.7) is $n \times n$, with full rank, then the model can be re-parameterized to have form (2.13).

The special forms (2.11) and (2.12) have useful versions with residual errors, ($ U_q = I_n $ and $ v_q = e $)

2.2.2. **Random Regression Coefficient Models.**

One common example of a covariance component model with residual error component is the random regression coefficient model.

$$ y = X\beta + Xv + e $$  (2.15)
with $E(v) = E(e) = 0, E(ve') = 0$

$E(v_i v_j') = \sigma$ and $E(e e') = R$

so that $\text{Cov}(y) = XEX' + R.$

Frequently $R = 0I.$

2.3 Variance Component Models.

Variance Component Models have the same structure as (2.7), but the covariance components have form $0_i I_{q_i}, i = 1,2...q.$ Hence a variance component model is:

$$Y = X\beta + U_1v_1 + ... + U_qv_q$$

(2.16)

with

$E(v_i) = 0, E(v_i v_j) = 0, i \neq j$

$E(v_i v_i') = \theta_i I_{q_i}, i = 1,2...q$

so that $\text{Cov}(y) = \Sigma \theta_i U_iU_i' = \Sigma \theta_i V_i = V(\theta).$

(2.17)

Alternatively,

$$\text{Cov}(y) = V(\theta) = UDU'$$

(2.18)

where:

$Y, X, \beta, U_i,$ and $v_i$ are as in (2.6)

$V_i$ are defined as $U_iU_i', V_i$ n.n.d.

$U = (U_1, U_2...U_q)$

and $D = \text{diag}(\theta_i I_{q_i}, i=1,2...q).$

The $\theta_i$ are variance components and model (2.16) may be referred to as a structured variance component model, to emphasise the structure of the random components.

A major difference between variance component models and
general linear models with covariance parameters is that \( \theta_i, i=1,2,...,q \) are non-negative.

Hence

\[
\Omega_\theta \subseteq \mathbb{R}^{q^+} \text{ such that } V(\theta) \text{ p.d. for } \theta \in \Omega_\theta \tag{2.19}
\]

\( \Omega_\theta \) remains as in (2.1)

The normal distribution assumptions frequently included in model (2.16) are:

\[
y_i \sim N(0, \theta_i q_i)
\]

or

\[
y_i \sim N(X_i^\theta, V(\theta)). \tag{2.20}
\]

### 2.3.1. Heteroscedastic Regression Models

One common example of structured variance component models is the heteroscedastic regression model where the response \( y \) comprises \( q \) subvectors of length \( q_i \),

\[
\mathcal{Y} = (y_1', y_2',...y_q')'
\]

Each subvector has model:

\[
y_i = X_i^\beta + v_i, \quad i = 1,2,...,q \tag{2.21}
\]

\[
E(v_i) = 0, \quad E(v_i v_i') = \theta_i q_i
\]

or with \( X = (X_1', X_2',...X_q')' \) and \( U_i \) being the \( n \times q_i \) matrix of zeros, except for the \( i \) th block (conforming to the partition of \( y \)) which is \( I_{q_i} \), we have

\[
y = X^\beta + U_1 v_1 +...+ U_q v_q \tag{2.22}
\]

with \( E(v_i) = 0, \quad E(v_i v_j') = 0 \) \( i \neq j \)

and \( E(v_i v_j) = \theta_i q_i \) \( i,j = 1,2,...,q \).
2.3.2. **Variance Component Models with a Residual Error.**

As with covariance component models, if \( U_q = I \) then we write \( e \) for \( v_q \) and have a variance component model with a residual error effect:

\[
y = X_0 + U_1v_1 + \ldots + U_{q-1}v_{q-1} + e
\]

or

\[
\text{Cov}(y) = UDU' + \theta_1 I_n
\]

where

\[
U = (U_1, U_2, \ldots, U_{q-1})
\]

\[
D = \text{diag} (\theta_i I_{q_i}, \quad i = 1, 2, \ldots, q-1)
\]

Any variance component model having a non-singular structure matrix, say \( U_i \), can be re-parameterized to have the form (2.23).

An important class of structured variance component models having residual errors are the factorial classification models, which include analysis of variance models for fixed, mixed and random effects. These models have structure matrices \( X \) and \( U_i \) with additional useful properties. The structure matrices are called design matrices and are considered in the next section.

2.4 **Classification Models.**

In many applications a response vector can be viewed as a collection of samples from a set of classified populations. The populations are classified according to levels of factors, which may be
treatments or attributes of the universe elements.

Linear models representing responses from such classified populations have a parameter representing the overall mean response and parameter sets representing the main effects and interactions associated with fixed effect factors. (Searle (1971) pp 145-159). Where random effect factors are involved (Searle (1971) pp 376-383) the model contains sets of random deviations associated with the random effects, together with a residual error effect representing deviations in the response vector not accounted for through the fixed or random effects.

Classification models are a class of variance component models, where the structure matrices of (2.16) have important properties derived from the classification. The structure matrices are called effect design matrices.

The model equation for classification models has the form:

\[ \mathbf{y} = \mathbf{X}_1 \beta_1 + \mathbf{X}_2 \beta_2 + \ldots + \mathbf{X}_r \beta_r + \mathbf{U}_1 \mathbf{v}_1 + \ldots + \mathbf{U}_{q-1} \mathbf{v}_{q-1} + \mathbf{e} \]

(2.24)

where:

- \( \mathbf{y} \) is the \( n \times 1 \) observable response vector.
- \( \mathbf{X}_1 \) is an \( n \times 1 \) vector of 1s. \( \mathbf{X}_1 \) is the mean effect design matrix and may be written as \( \mathbf{1} \). \( \mathbf{X}_1 \) is always present.
- \( \beta_1 \) is the mean effect parameter.
- \( \beta_i, i = 2,3,\ldots,r \) are \( p_i \times 1 \) vectors of unknown location parameters called fixed effects.
\( X_i, \ i = 2,3\ldots r \) are \( n \times p_i \) known design matrices associated with the fixed effects.

\( v_i, \ i = 1,2\ldots q-1 \) are \( q_i \times 1 \) vectors of unobservable random deviations called random effects.

\( U_i, \ i = 1,2\ldots q-1 \) are \( n \times q_i \) known design matrices associated with the random effects.

\( e \) is an \( n \times 1 \) vector of unobservable random variables, called the residual effect.

\( e \) is always present.

If \( r = 1 \) the model is a random effect model. If \( q = 1 \) it is a fixed effect model and if \( r > 1 \) and \( q > 1 \) it is a mixed effect classification model.

The model equation may be written as:

\[
Y = X\beta + UV + e
\]  (2.25)

where:

\[
X = (X_1, X_2\ldots X_r), \quad \beta = (\beta_1, \beta_2\ldots \beta_r)'
\]

and

\[
U = (U_1', \ldots, U_{q-1}'), \quad v = (v_1', \ldots, v_{q-1}')'
\]

The basic distributional assumptions associated with model (2.24) are:

\[
E(v_i) = E(e) = 0, \ i = 1,2\ldots q-1
\]

\[
E(v_i v_j') = 0 \text{ for } i \neq j, \ E(v_i e') = 0, \ i = 1,2\ldots q-1,
\]

\[
E(v_i v_j') = \delta_{i,j} q_i, \ i = 1,2\ldots q-1, \text{ and } E(e'e') = \delta \ I_n
\]  (2.26)

As a consequence of these assumptions we see that \( \delta_i \geq 0 \) for all \( i \),
and $\theta > 0$ to ensure that the covariance matrix is p.d. Hence

$$\Omega_\theta \subset \mathbb{R}^{q^2}.$$ \hspace{1cm} (2.27)

Writing $V_i$ for $U_i U_i'$, we obtain:

$$\text{Cov}(y) = V(\theta) = \sum_{i=1}^{q} V_i + \theta I_n,$$ \hspace{1cm} (2.28)

or

$$\text{Cov}(y) = UDU' + \theta I_n \quad \text{from (2.25)}$$ \hspace{1cm} (2.29)

where:

$$D = \text{diag}(\theta, I_{q_1}, I_{q_2}, \ldots, I_{q_{q-1}}).$$

The Normal distribution assumptions are the same as (2.20).

### 2.4.1. Properties of Effect Design Matrices.

The effect design matrices of (2.24), $X_i$ and $U_i$, are matrices of zeros and ones. They have exactly one $1$ in each row. (Searle (1971) p 166). A consequence of this is that:

$$X_{i,j} = 1, \quad j=1,2\ldots,r$$ \hspace{1cm} (2.30)

and

$$U_{i,j} = 1, \quad j=1,2\ldots,q$$ \hspace{1cm} (2.31)

Also since every row has exactly one $1$, the columns within each design matrix are orthogonal.

Each effect in the model represents a sub-classification of the response according to some factorial combination which should be explained by that effect. One column of the effect design matrix is associated with each cell of the sub-classification. Each column has $1$s in positions corresponding to response elements in that cell. Thus if the sub-classification associated with the $j$th effect has $n_{i,j}$ observations in the $i$th cell, we obtain:

$$X_i'X_i = \text{diag}(n_{i,j}, i=1,2\ldots,p_j)$$ \hspace{1cm} or \hspace{1cm} (2.32)

$$U_i'U_i = \text{diag}(n_{i,j}, i=1,2\ldots,q_j).$$
A classification design is balanced if and only if
\[ n_{i,j} = n_j \] for all cells \( i \) and each effect \( j \). (2.33)

Since \( X_1 = 1 \) we have with (2.30) and (2.31) that
\[ R(X_1) \subset R(X_j) \text{ and } R(X_1) \subset R(U_j) \] (2.34)

2.4.2. Appropriate ness of Classification Models.

There is considerable controversy over the appropriateness of the model (2.24) and distributional assumptions (2.26) to represent classified data sets.

One aspect of the controversy centers on interpretation of the fixed effects in the light of constraints, which have to be imposed on the parameter estimates to facilitate analysis. (Searle (1971) p 204, Kempthorne (1975) and Urquhart and Weeks (1978)). We are not directly concerned with this problem, as the fixed effect parameters are largely viewed as nuisance parameters for the purposes of variance component estimation. However, one aspect of it spills over to the random effects, associated with interactions involving fixed and random factors. If we assume that the constraints on the parameter estimates also hold for the population values, then the random deviations should also be constrained over their fixed factor indices, (Kempthorne (1975)). This would mean that the assumption of independence within random effect vectors in (2.26) would not hold.

Jennrich and Sampson (1978) suggest a re-parameterization for side-stepping this situation, since many computational procedures rely
2.4.3. **Balanced Classification Models.**

The property of balance for classification models (2.33) has important consequences for the design matrices.

Specifically in the model (2.24), if the classification is balanced, then the matrices $V_i = U_i U_i'$ have two important properties:

a) $\{V_1, \ldots, V_{q-1}, I_n\}$ is a subset of a commutative quadratic subspace of the vector space of symmetric $n \times n$ matrices over the real field. (2.35)

b) $R(X_i)$ $i=1, 2, \ldots, r$ are invariant subspaces of $\mathbb{R}^n$ under the operators $V_j$, $j = 1, 2, \ldots, q$. (2.36)

The notion of quadratic subspaces and many properties are presented by Seeley (1971). The defining property is:

$S$ is a quadratic subspace if and only if

$A \in S \Rightarrow A^2 \in S$. (2.37)

The property of commutativity means that:

$A, B \in S \Rightarrow AB = BA \in S$ (2.38)

The notion of invariance of subspaces of $\mathbb{R}^n$ to linear operators is defined as follows:

$B$ a subspace of $\mathbb{R}^n$ is invariant under $A$ if and only if $x \in B \Rightarrow Ax \in B$. (2.39)
The invariance property (2.36) is equivalent to the relationships:
\[ P_j V_i = V_i P_j = P_j V_i P_j \quad j = 1, 2, \ldots, r, \quad i = 1, 2, \ldots, q \]  
(2.40)

where: \( P_j = X_j (X_j' X_j)^{-1} X_j' \) is the symmetric and idempotent projection operator onto \( R(X_j) \).

This equivalence follows by noting that \( R(X_j) = R(P_j) \) and \( P_j \) is the identity operator on \( R(X_j) \). Hence, if \( R(P_j) \) is invariant to \( V_i \), then \( V_i P_j \in R(P_j) \) so \( P_j V_i P_j = V_i P_j \) and the rest follows by symmetry of the matrices. On the other hand, if (2.40) holds, then given \( x \in R(P_j) \), there exists \( y \in \mathbb{R}^n \) such that \( x = P_j y \). Hence \( V_i x = V_i P_j y = P_j V_i y \in R(P_j) \) so that \( R(X_j) = R(P_j) \) is invariant to \( V_i \).

Not only do balanced classification models possess the properties of design matrices 2.4.1, and the properties of balance (2.35) and (2.36), but these properties hold for all the structure matrices, irrespective of the fixed or random nature of the effects. That is if \( Z_j = X_j X_j' \), \( j = 1, 2, \ldots, r \), then \( Z_j \) are also elements of the commutative quadratic subspace and the column spaces \( R(X_j) \) and \( R(U_j) \) are all invariant to all the operators \( Z_j \) and \( V_i \).

The properties (2.35) and (2.36) for balanced classification models follow from results given by Searle and Henderson (1979).

We consider an s-factor classification with one observation per cell and \( n_k \), \( k = 1, 2, \ldots, s \) levels for each factor.
Replication is treated as a factor nested within all others. There will be \( n = \prod_{k=1}^{s} n_k \) observations.

Searle and Henderson (1979) report that the matrices
\[
Z_j = X_jX_j', \quad j=1,2,...,r \quad \text{and} \quad V_i = U_iU_i', \quad i=1,2,...,q \quad \text{with} \quad U_q = I
\]
are a subset of:
\[
K(s) = \{ K_i : \text{where } i = (i_1,i_2,...,i_s) \text{ with } i_j = 1 \text{ or } 0, \quad j=1,2,...,s \}
\]
and
\[
R = J_{n}^{1-s} \otimes J_{n}^{1-s} \otimes \cdots J_{n}^{1-s}
\]
where \( J_{n}^{1-s} \) is the \( n \times n \) matrix of 1s if \( i_j = 0 \), or 1 if \( i_j = 1 \).

(2.41)

\( K(s) \) has \( 2^s \) elements corresponding to the \( 2^s \) possible values for the binary index \( i \). \( \text{sp}(K(s)) \), the subspace of symmetric \( n \times n \) matrices spanned by the elements of \( K(s) \) is a commutative quadratic subspace. This follows from the definition of \( K_i \) since if \( K_i \) and \( K_j \in K(s) \)
then:
\[
Y_iK_j = X_iK_j
\]
where:
\( X_i \in \mathbb{R} \) and \( i.j \) is the Boolean addition of the binary vectors \( i \) and \( j \). Clearly \( K_i \in \text{sp}(K(s)) \).

Furthermore, for \( K_i \in K(s) \), \( R(K_i) \) is invariant to all \( K_j \in K(s) \)
since
\[
X_iK_i = K_iK_i
\]
and the left hand matrix has columns in \( R(K_i) \).

Hence \( R(X_j) \) is invariant to \( V_i \) for \( i=1,2,...,q \) and \( j=1,2,...,r \), since
\[
Z_j = X_jX_j' = K_i \quad \text{for some } i \quad \text{and} \quad R(Z_j) = R(X_j).
\]

(2.44)

An important property of commutative quadratic subspaces is that they have a basis of symmetric, idempotent and mutually orthogonal
matrices (Seely (1971) lemma 6).

Thus, there is a basis \( \{ Q_1, Q_2, \ldots, Q_s \} \) for the space sp(\(K(s)\))

where \( Q_i = Q_i', Q_i Q_i = Q_i \), and \( Q_i Q_j = 0 \) for \( i \neq j \). \hfill (2.45)

Hence we can write the covariance matrix in terms of this basis since:

\[
V_j = \sum_{i=1}^{m} t_{ij} Q_i, \quad j=1,2,\ldots,q, \quad \text{where } m=2^s.
\hfill (2.46)
\]

The \( t_{ij} \) coefficients are known, and in the case of balanced classification models, Searle and Henderson (1979) show that the full \( m \times m \) matrix

\( T = (t_{ij}) \) of coefficients for expressing the elements of \( K(s) \) in terms of symmetric, idempotent and mutually orthogonal matrices is given by:

\[
T = \begin{bmatrix}
 N_1 & 0 & \ldots & 0 \\
 N_2 & 0 & \ldots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 N_s & 0 & \ldots & 0
\end{bmatrix}
\hfill (2.47)
\]

where: \( \otimes \) denotes the Kroneker Product (2.76).

Since \( V_j \in K(s) \), we can find the \( t_{ij} \) of (2.46) from the corresponding rows of \( T \). The covariance matrix \( V(\theta) \) can then be expressed as:

\[
V(\theta) = \sum_{j=1}^{q} \theta_j V_j = \sum_{j=1}^{q} \theta_j \sum_{i=1}^{m} t_{ij} Q_i = \sum_{i=1}^{m} \omega_i Q_i = V(\omega)
\hfill (2.48)
\]

where \( \omega_i \) is the \( i \)th element of \( \omega \) given by:

\[
\omega = T_1 \theta
\hfill (2.49)
\]

and \( T_1 \) is the \( m \times q \) matrix of \( t_{ij} \)'s obtained from (2.47). \( T_1 \) has independent columns because of the independence of \( V_j, \quad j=1,2,\ldots,q \).

Hence, in the case of balanced classification models we can re-parameterize the model in terms of \( \omega \) and \( Q_i, \quad i=1,2,\ldots,m \).

The model becomes:

\[
\chi = X\omega + e
\]

with:

\[
\text{Cov}(\chi) = V(\omega) = \sum_{i=1}^{m} \omega_i Q_i
\hfill (2.50)
\]
where: \( Q_i \) are known \( n \times n \) symmetric matrices satisfying \( Q_i^2 = Q_i \),
and \( Q_i Q_j = 0, \ i \neq j \)
and \( R(X) \) is invariant to \( Q_i, i=1,2,...,m \)

The parameter space for \( \omega, \ \frac{\omega}{\omega} \) is however subject to
rather complicated constraints. If we complete \( T_1 \) of (2.49) to
a square non-singular matrix by adding \( m-q \) independent columns to
form \( T = [T_1, T_2] \), then:
\[
\omega = T \begin{bmatrix} \theta \\ 0 \end{bmatrix}
\]
(2.53)
Conversely, if \( [B_1, B_2] = T^{-1} \) then
\[
B_1 \omega = \theta
\]
(2.54)
and
\[
B_2 \omega = 0
\]
(2.55)
\( \theta \) was restricted (2.27) so that \( \theta \in R^{q+} \) and hence \( \omega \) is restricted by:
\[
C: \ B_1 \omega > 0 \quad \text{and} \quad B_2 \omega = 0.
\]
(2.56)
and
\[
\Omega = \{ \omega : \omega \in R^q \ \text{and} \ \omega \ \text{satisfies} \ C \}
\]
(2.57)

In many applications, (Box and Tiao (1973) Ch 5 and 6), the
constraints \( B_1 \omega > 0 \) have the form: \( 0 < \omega_q \leq \omega_{q-1} \leq ... \leq \omega_1 \),
and the constraints \( B_2 \omega = 0 \) are void.

The advantages of the properties (2.51) and (2.52) of
balance are so important that we define a class of variance component
models which possess these properties but which are not necessarily
classification models.
2.5. **Balanced Variance Component Models**

Motivated by the properties of balanced classification models, we consider general models possessing some balance properties which have important consequences for methods of analysis.

\[
Y = X\beta + \epsilon \tag{2.58}
\]

\[
\text{Cov}(Y) = V(\omega) = \sum_{i=1}^{q} \omega_i Q_i \tag{2.59}
\]

and

\[
E(\epsilon) = 0
\]

where: \(Y, X, \beta\) and \(\epsilon\) are as in (2.1)

\(Q_i, i=1,2,...,q\) are known \(n \times n\) symmetric matrices satisfying

\[
Q_i^2 = Q_i, \quad Q_i Q_j = 0, \quad i \neq j \tag{2.60}
\]

\(R(X)\) is invariant to \(Q_i, i=1,2,...,q\) \tag{2.61}

and \(\omega\) is an unknown \(q\)-vector of parameters taking values in \(\Omega_\omega\).

The parameters of interest are some independent linear combinations of \(\omega\), say \(\theta\) where:

\[
\theta = B_1 \omega \tag{2.62}
\]

\(\Omega_\omega\) is a subspace of \(\mathbb{R}^q\) restricted by some linear constraints \(C\) such that \(V(\omega)\) is p.d.

2.5.1. **Consequences of Balance for Variance Component Models.**

The properties (2.60) and (2.61) have important consequences for the balanced variance component model (2.58):

a) \(P Q_i = Q_i P = P Q_i P\), for \(i=1,2,...,q\) where \(P = X(X'X)^{-1}X'\)

is the projection operator onto \(R(X)\). This follows from the definition of invariant subspaces (2.40). \tag{2.63}

Consequently, \(Q_i X = X B_i\) for \(B_i = (X'X)^{-1}Q_i X\), \(i = 1,2,...,q\).
b) \( NQ_i = Q_iN = NQ_i, \ i = 1, 2, \ldots, q \), where \( N = I - P \) (2.64)

c) If \( A = \sum_i Q_i \), then \( \kappa(X) \) is invariant to \( A \),
or equivalently, \( PA = AP = PAP \). (2.65)

d) If \( V(\omega) = \sum_i \omega_i Q_i \) with \( \omega_i > 0 \), then \( V(\omega)^{-1} = (1/\omega_i)Q_i \) (2.66)

This follows from (2.60) and is the basis for the method of computing \( V(\omega)^{-1} \) for balanced classification models which

was suggested by Searle and Henderson (1979).

e) \( \sum_i Q_i = I_n \). This follows since, we see from (2.60) that \( \sum_i Q_i \)
is idempotent, and being a sum of idempotent matrices we have

that: \( n = \text{rank}(\sum_i Q_i) = \sum \text{rank}(Q_i) \).

On the other hand, we know that \( V(\omega) = \sum_i \omega_i Q_i \) is p.d. for

some \( \omega \in \mathbb{R}^q \) and hence that: \( n = \text{rank}(V(\omega)) \leq \sum \text{rank}(Q_i) \).

Hence \( \sum_i Q_i \) being full rank and idempotent is the identity.(2.67)

f) \( V(\omega) \) has eigen values \( \omega_i \) with multiplicities \( \mu_i \), (2.68)

where \( \mu_i = \text{rank}(Q_i), \ i = 1, 2, \ldots, q. \)

From (2.60), \( V(\omega)Q_i = \omega_i Q_i, \ i = 1, 2, \ldots, q \), so \( \omega_i \) is an eigen

value with multiplicity \( \mu_i \). Also since \( \sum \text{rank}(Q_i) = \mu_i = n, \)

by (2.67), we have all the eigen values of \( V(\omega) \).

g) \( \det(V(\omega)) = \prod \limits_{i=1}^{q} \omega_i^{-\mu_i} \) where \( \mu_i = \text{rank}(Q_i) \) (2.69)

h) If \( X \) has full column rank, \( \det(X'V(\omega)^{-1}X) = \det(X'X) \prod \limits_{i=1}^{q} \omega_i^{-r_i} \)

\( = \det(X'X)\det((X'X)^{-1}X'V(\omega)^{-1}X), \) where \( r_i = \text{rank}(PQ_i) \). (2.70)

This follows by observing that if \( B_i = (X'X)^{-1}X'Q_iX, \) then

\( (X'X)^{-1}X'V(\omega)^{-1}XB_i = (1/\omega_i)B_i \) and also \( \text{rank}(B_i) = \text{tr}(PQ_i) = r_i. \)

Also, \( (X'X)^{-1}X'V(\omega)^{-1}X = \Gamma(1/\omega_i)B_i \) and hence

\( \text{rank}((X'X)^{-1}X'V(\omega)^{-1}X) \leq \sum r_i. \)
2.5.2 The Normal Distribution Assumptions for Balanced Variance Component Models.

If in addition to the distributional assumptions (2.59) we assume that

$$\mathbf{y} \sim \mathcal{N}(\mathbf{x}_0, \mathbf{V}(\omega))$$

(2.71)

then the likelihood of \( \mathbf{y} \) is given by (2.5).

The properties of balance lead to convenient representations of this likelihood.

Firstly, the cross product terms in the expansion of

$$\|\mathbf{y} - \mathbf{P} \mathbf{y} + \mathbf{x}_0 - \mathbf{x}_0\|^2_{\mathbf{V}(\omega)}$$

involve \((\mathbf{\hat{\beta}} - \mathbf{\hat{\beta}})' \mathbf{X}' \mathbf{V}(\omega)^{-1} \mathbf{N}_y\) which vanishes because of the invariance, (2.64) and (2.65).

Where: \( \mathbf{\hat{\beta}} = (\mathbf{X}' \mathbf{X})^{-1} \mathbf{X}' \mathbf{y} \), \( \mathbf{P} = \mathbf{X}(\mathbf{X}' \mathbf{X})^{-1} \mathbf{X}' \) and \( \mathbf{N} = \mathbf{I} - \mathbf{P} \)

Thus:

$$\|\mathbf{y} - \mathbf{x}_0\|^2_{\mathbf{V}(\omega)} = \|\mathbf{N}_y\|^2_{\mathbf{V}(\omega)} + \|\mathbf{x}_0 - \mathbf{x}_0\|^2_{\mathbf{V}(\omega)}$$

(2.72)

Secondly, from (2.64) and (2.66),

$$\|\mathbf{N}_y\|^2_{\mathbf{V}(\omega)} = \sum_{i=1}^{q} (1/\omega_i) \mathbf{y}' \mathbf{N}_i \mathbf{N}_y$$

(2.73)

Thus with (2.69) we can write the likelihood as:

$$\mathcal{L}(\mathbf{\hat{\beta}}, \omega|\mathbf{y}) = (2\pi)^{-n/2} \prod_{i=1}^{q} \omega_i^{-1/2} \exp\left\{-\sum_{i=1}^{q} (1/2 \omega_i) \mathbf{y}' \mathbf{N}_i \mathbf{y} + (1/2) \|\mathbf{x}(\mathbf{\hat{\beta}} - \mathbf{\hat{\beta}})\|^2_{\mathbf{V}(\omega)}\right\}$$

(2.74)

where \( \mathbf{m_i} = \text{rank}(\mathbf{Q}_i) \).

2.6 Derived Models and the Dispersion-Mean Correspondence.

Several techniques for estimating location parameters in linear models lead to estimators with desirable properties. One approach to the estimation of variance components is to re-formulate the model, so that the variance components appear as location
parameters and then to use the known theory of linear estimation to derive estimators with desirable properties.

2.6.1. A General Derived Model.

For the general model with covariance parameters (2.1), we consider the \( n^2 \times l \) derived response vector:

\[
\hat{\mathbf{y}} = (\mathbf{y} - \mathbf{X}\beta) \otimes (\mathbf{y} - \mathbf{X}\beta)
\]  

(2.75)

where

\( \otimes \) denotes the Kronecker product defined for matrices \( \mathbf{A} \) and \( \mathbf{B} \) in \( \mathbb{R}^{pxq} \) and \( \mathbb{R}^{rxs} \) respectively as:

\[ \mathbf{A} \otimes \mathbf{B} = (a_{ij}\mathbf{B}) \]

(2.76)

Importantly, relationships between the Kronecker product and the \( \text{Vec}(\cdot) \) operator (A.1) are given in Pukelsheim (1976) and Henderson and Searle (1979). These follow from the definition (2.76).

For any matrices \( \mathbf{A}, \mathbf{B}, \mathbf{C} \) for which the products are defined:

a) \[ \text{Vec} (\mathbf{ABC}) = (\mathbf{C} \otimes \mathbf{A}) \text{Vec}(\mathbf{B}) \]  

(2.77)

b) \[ \text{tr}(\mathbf{AB}) = \text{Vec}'(\mathbf{A}') \text{Vec}(\mathbf{B}) \]  

(2.78)

c) For any vectors \( \mathbf{x} \) and \( \mathbf{y} \), \[ \text{Vec}(\mathbf{xy}') = \mathbf{y} \otimes \mathbf{x} \]  

(2.79)

Hence

\[ \hat{\mathbf{y}} = \text{Vec}((\mathbf{y} - \mathbf{X}\beta)'(\mathbf{y} - \mathbf{X}\beta)') \]
and

\[ E(\tilde{y}) = \text{vec}(E(y - X\beta)(y - X\beta)' ) \]

\[ = \text{vec}(V(\theta)) \]

\[ = \sum_{j=1}^{q} \text{vec}(V_j) = X\theta \]

(2.80)

Where:

\[ \tilde{x} = (\text{vec}(V_1), \text{vec}(V_2), \ldots, \text{vec}(V_q)) \text{ is } n^2 \times q. \]

and

\[ \text{Cov}(\tilde{y}) = \text{Cov}(\text{vec}(y - X\beta)(y - X\beta)') = F. \]

(2.81)

F is the \( n^2 \times n^2 \) matrix of fourth order moments for the vector of random variables \( (y - X\beta) \), with ordering defined by the \( \text{vec}(\cdot) \) operator.

The derived model is therefore:

\[ \tilde{y} = \tilde{x}\theta + \tilde{e} \]

(2.82)

with

\[ E(\tilde{e}) = 0 \]

and

\[ \text{Cov}(\tilde{y}) = F. \]

Two difficulties with this derived model are that \( \tilde{y} \) is not observable since \( \beta \) is generally unknown, and \( F \) depends on both \( \beta \) and \( \theta \) and is not usually of full rank. The sample space of \( \tilde{y} \) is not the complete space \( \mathbb{R}^{n^2} \).

2.6.2. The Dispersion-Mean Correspondence.

The advantage of the derived model is that the parameters of interest are now the location parameters. Pukelsheim (1976) observed that linear functions of \( \tilde{y} \) in the derived model correspond to quadratic functions of \( y \) in the original model (2.1). This follows from isomorphism properties of the \( \text{vec}(\cdot) \) operator.

Clearly, to any \( n^2 \)-vector \( \tilde{r} \) there corresponds an \( n \times n \) matrix \( R \) such that \( \text{vec}(R) = \tilde{r} \). \( \text{vec}(R') \) contains the same elements as \( \tilde{r} \).
but in a different order. Henderson and Searle (1979) define the \( n^2 \times n^2 \)
Vec-permutation matrix \( I_{(n,n)} \) by the relationship:

\[
\mathbf{r}_X = \text{Vec}(\mathbf{R}) = I_{(n,n)} \text{Vec}(\mathbf{R}').
\]

(2.83)

\( I_{(n,n)} \) has \( n^2 \) blocks arranged in an \( n \times n \) array with each block being
\( n \times n \), zero except that the \( i,j \)th block has a 1 in its \( j,i \)th position.

Some properties of the Vec-permutation matrix given by Henderson and Searle (1979) are:

a) \( I_{(n,n)} I_{(n,n)} = I_{n^2} \)  

(2.84)

b) \( I_{(n,n)} \text{Vec}(A) = \text{Vec}(A) \) when \( A \) is symmetric.  

(2.85)

c) \( I_{(n,n)} (A \otimes B) = (B \otimes A) I_{(n,n)} \) for any \( A \) and \( B \).  

(2.86)

With these results it is easy to demonstrate the correspondence
between linear functions in \( \mathbf{y} \) and quadratic functions in \( \{\mathbf{y} - \mathbf{X}\bar{\beta}\} \).

Pukelsheim calls this the dispersion mean correspondence.

With \( \mathbf{R} \) and \( \mathbf{r} \) as in (2.83), and noting that \( I_{(n,n)} \mathbf{y} = \mathbf{y} \)
\( \mathbf{r}' \mathbf{y} = \text{Vec}'(\mathbf{R}) \mathbf{y} = \text{Vec} '((1/2)\mathbf{R}) \mathbf{y} + \text{Vec} '((1/2)\mathbf{R}') \mathbf{I}_{(n,n)} \mathbf{y} \)
\( = \text{Vec}'((1/2)(\mathbf{R} + \mathbf{R}')) \mathbf{y} = \text{tr}(A(\mathbf{y} - \mathbf{X}\bar{\beta})(\mathbf{y} - \mathbf{X}\bar{\beta})') \)
\( = (\mathbf{y} - \mathbf{X}\bar{\beta})'A(\mathbf{y} - \mathbf{X}\bar{\beta}) \)

(2.87)

where: \( A = (1/2)(\mathbf{R} + \mathbf{R}') \) is symmetric.

2.6.3 A Derived Model for Invariant Quadratic Estimation.

A device frequently employed to reduce the effect of nuisance
parameters is to restrict attention to estimating functions which are
invariant to transformations of the nuisance parameters.

In model (2.1) \( N\mathbf{y} \), the projection of the response onto
the orthogonal compliment of \( \mathbf{R(X)} \) is invariant to translations in \( \bar{\beta} \).

Hence \( N\mathbf{y} = N(\mathbf{y} - \mathbf{X}\bar{\beta}) \) for \( \bar{\beta} \in \bar{\beta} \) since \( N\mathbf{x} = 0 \).
If we define $\tilde{Y}_N$ by:

$$\tilde{Y}_N = N \otimes N = N(\tilde{Y} - X\tilde{\beta}) \otimes N(\tilde{Y} - X\tilde{\beta}) = N \otimes N \tilde{Y}$$

(2.88)

then

$$E(\tilde{Y}_N) = N \otimes N X\tilde{\beta} = X\tilde{\beta}$$

(2.89)

where

$$X = (\text{Vec}(N_1 N), \text{Vec}(N_2 N), \ldots \text{Vec}(N_q N)) \text{ using } (2.77),$$

and

$$\text{Cov}(\tilde{Y}_N) = (N \otimes N) F (N \otimes N) = F_N$$

(2.90)

The derived model for invariant quadratic estimation is:

$$\tilde{Y}_N = \tilde{X} \tilde{\beta} + \tilde{e}_N$$

(2.91)

with

$$E(\tilde{e}_N) = 0$$

and

$$\text{Cov}(\tilde{Y}_N) = F_N$$

In this derived model linear estimation corresponds to invariant quadratic estimation in the original model. In this case the response $\tilde{Y}_N$ is observable since it does not depend on $\tilde{\beta}$.

### 2.6.4. A Derived Model for Mean and Dispersion.

Kleffe (1978) considers simultaneous estimation of $\tilde{\beta}$ and $\tilde{\theta}$ in a model derived from (2.1) by defining $\bar{Y}$

$$\bar{Y} = \left[ \begin{array}{c} Y \\ \bar{X} \end{array} \right]$$

(2.92)

$$Y \otimes \bar{Y} = X \otimes X\tilde{\beta} + X\tilde{\beta} \otimes \bar{e} + \bar{e} \otimes X\tilde{\beta} + \bar{e} \otimes \bar{e}$$

hence

$$E(\bar{Y}) = \left[ \begin{array}{cc} X \otimes X & 0 \\ 0 & X \end{array} \right] \left[ \begin{array}{c} \tilde{\beta} \\ \tilde{e} \end{array} \right] + \left[ \begin{array}{c} \tilde{X} \\ 0 \end{array} \right] \left[ \begin{array}{c} \tilde{\beta} \\ \tilde{e} \end{array} \right]$$

(2.93)

where $\tilde{\beta} = \tilde{\beta} \otimes \tilde{\beta}$ and $\tilde{X}$ is as in (2.80)
2.6.5. **Covariance Structures in Derived Models.**

A major difficulty with linear estimators in the derived models is that their distributions depend on the matrices $F$ and $F_N$ (2.81), (2.90) of fourth order moments. As previously observed, these matrices depend on the unknown parameters and may not have full rank.

The most general model for which explicit forms are available, is the structured variance component model (2.16), with assumptions of independence between and within random components, as well as the assumptions of finite fourth order moments. Pukelsheim (1977), Gnot, Klonecki and Zmyslony (1977), Drygas (1977) and Henderson and Searle (1979), give forms for this general covariance.

For normal models, the symmetry and kurtosis properties simplify the structure considerably.

If $\mathbf{Y} \sim N(0, \mathbf{D})$ where $\mathbf{D} = \text{diag} (\theta_1, \theta_2, \ldots, \theta_n)$

then $\mathbf{Z} = \text{vec}(\mathbf{YY}') = \mathbf{Y} \otimes \mathbf{Y} \sim \text{Wishart} (1, \mathbf{D})$

and $\mathbb{E}(\mathbf{Z}) = \text{vec}(\mathbf{D})$

With the fact that, for normal variables,

$$\text{Cov}(Y_i Y_j, Y_k Y_m) = \text{Cov}(Y_i Y_k) \text{Cov}(Y_j Y_m) + \text{Cov}(Y_i Y_m) \text{Cov}(Y_j Y_k)$$

it is easy to check that:

$$\text{Cov}(\mathbf{Z}) = (\mathbf{D} \otimes \mathbf{D}) (\mathbf{I}_n \hat{\Sigma} + \mathbf{I}_{(n, n)})$$

(2.94)

where $\mathbf{I}_{(n, n)}$ is the vec-permutation matrix, (2.83).
For $\mathbf{y} \sim N(\mathbf{X}\hat{\beta}, \mathbf{V})$ with $\mathbf{V}$ p.d.,
we can find an orthogonal matrix $\mathbf{Z}$ such that $\mathbf{Z}'\mathbf{V}\mathbf{Z} = \mathbf{D}$,
where $\mathbf{D}$ is a diagonal matrix. Then,
$\mathbf{Z}'(\mathbf{y} - \mathbf{X}\hat{\beta}) \sim N(\mathbf{0}, \mathbf{D})$.

If $\mathbf{z} = \mathbf{Z}'(\mathbf{y} - \mathbf{X}\hat{\beta}) = \mathbf{Z}'(\mathbf{y} - \mathbf{X}\beta)$,
we have that:
$$\text{Cov}(\mathbf{z}) = (\mathbf{Z} \otimes \mathbf{Z}) \left( \mathbf{D} \otimes \mathbf{D} \right) \left( \mathbf{I} + \mathbf{I}_{(n,n)} \right) \mathbf{Z} \otimes \mathbf{Z}$$
and
$$\mathbf{y} = (\mathbf{y} - \mathbf{X}\hat{\beta}) \otimes (\mathbf{y} - \mathbf{X}\beta) = (\mathbf{Z} \otimes \mathbf{Z}) \mathbf{z}.$$

Hence, using (2.86),
$$\text{Cov}(\mathbf{y}) = (\mathbf{Z} \otimes \mathbf{Z}) \left( \mathbf{D} \otimes \mathbf{D} \right) \left( \mathbf{I} + \mathbf{I}_{(n,n)} \right) \mathbf{Z} \otimes \mathbf{Z}$$
$$= (\mathbf{V} \otimes \mathbf{V}) \left( \mathbf{I} + \mathbf{I}_{(n,n)} \right)$$
(2.95)

Further, since $\mathbf{y}_{N} = (\mathbf{N} \otimes \mathbf{N})\mathbf{y}$, we have,
$$\text{Cov}(\mathbf{y}_{N}) = (\mathbf{NVN} \otimes \mathbf{NVN}) \left( \mathbf{I} + \mathbf{I}_{(n,n)} \right).$$
(2.96)

2.7. **Example Data Sets from Classification Models.**

2.7.1. **Data Set 1.** Data from a Cattle Breeding Experiment.

As an example of data which is commonly analysed according to unbalanced classification models, we consider data on eight variables, measured on 208 calves during a cattle breeding experiment. The variates are described in Table (2.1). The classifying factors were:

- a) Sex of calf
- b) Place of birth
- c) Breed of sire
- d) Breed of dam
- e) Sire
Table (2.1): Data Variables for Data Set 1.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>NAME</th>
<th>MEAN</th>
<th>STD. ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass at birth (kg)</td>
<td>MASB</td>
<td>32.587</td>
<td>4.294</td>
</tr>
<tr>
<td>Height at birth (mm)</td>
<td>HTAB</td>
<td>686.89</td>
<td>31.304</td>
</tr>
<tr>
<td>Depth at birth (mm)</td>
<td>DPTB</td>
<td>421.82</td>
<td>28.482</td>
</tr>
<tr>
<td>Length at birth (mm)</td>
<td>LENB</td>
<td>486.20</td>
<td>36.297</td>
</tr>
<tr>
<td>Height at weaning (mm)</td>
<td>HTAW</td>
<td>1041.8</td>
<td>41.317</td>
</tr>
<tr>
<td>Depth at weaning (mm)</td>
<td>DPTW</td>
<td>424.12</td>
<td>40.921</td>
</tr>
<tr>
<td>Length at weaning (mm)</td>
<td>LENW</td>
<td>654.87</td>
<td>38.486</td>
</tr>
<tr>
<td>Mass at weaning (kg)</td>
<td>MASW</td>
<td>198.84</td>
<td>26.320</td>
</tr>
</tbody>
</table>

The model is described in the following table:

Table (2.2) Classification Model for Data Set 1.

<table>
<thead>
<tr>
<th>EFFECT</th>
<th>DISTRIBUTION</th>
<th>DEGREES OF FREEDOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>Fixed</td>
<td>1</td>
</tr>
<tr>
<td>SEX</td>
<td>Fixed</td>
<td>1</td>
</tr>
<tr>
<td>SITE</td>
<td>Fixed</td>
<td>1</td>
</tr>
<tr>
<td>SBRD</td>
<td>Fixed</td>
<td>1</td>
</tr>
<tr>
<td>SITE X SBRD</td>
<td>Fixed</td>
<td>1</td>
</tr>
<tr>
<td>DBRD</td>
<td>Fixed</td>
<td>1</td>
</tr>
<tr>
<td>SITE X DBRD</td>
<td>Fixed</td>
<td>1</td>
</tr>
<tr>
<td>SBRD X DBRD</td>
<td>Fixed</td>
<td>1</td>
</tr>
<tr>
<td>SIRE (IN SITE X SBRD)</td>
<td>Random</td>
<td>11</td>
</tr>
<tr>
<td>SIRE X DBRD</td>
<td>Random</td>
<td>22</td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>Random</td>
<td>208</td>
</tr>
</tbody>
</table>
SIRE was nested within SITE X SBRD combinations. The distribution of observations throughout the cells was:

Table (2.3) Number of Observations in Design Cells for Data Set 1.

<table>
<thead>
<tr>
<th>LEVEL OF:</th>
<th>LEVEL OF SIRE</th>
<th>TOTALS</th>
</tr>
</thead>
<tbody>
<tr>
<td>S S S D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E I B B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X T R R</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E D D</td>
<td>40 61 64 67 34 38 44 23 42 9 27</td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1 1 1</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 2</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 2 1</td>
<td>12</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 2 2</td>
<td>11</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 2 1 1</td>
<td>12</td>
<td>8</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 2 1 2</td>
<td>12</td>
<td>7</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 2 2 1</td>
<td>13</td>
<td>9</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 2 2 2</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 1 1 1</td>
<td>25</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 1 1 2</td>
<td>24</td>
<td>4</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 1 2 1</td>
<td>14</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 1 2 2</td>
<td>15</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 2 1 1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 2 1 2</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 2 2 1</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 2 2 2</td>
<td>11</td>
<td>5</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Totals 21 21 20 21 16 16 20 21 14 19 19 208
2.7.2. **Data Set 2.** Data Generated to Follow the Model for the Cattle Breeding Data.

As a second example, ten variates were generated from the model assumed for the cattle breeding data, described in 2.7.1. The generated data had the same number of observations in the cells of the design as the actual data. (Table (2.3)).

The parameter values used to generate the data are given in the following table:

<table>
<thead>
<tr>
<th>EFFECT</th>
<th>VALUE</th>
<th>DISTRIBUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>10.0</td>
<td>FIXED</td>
</tr>
<tr>
<td>SEX</td>
<td>-2.0</td>
<td>FIXED</td>
</tr>
<tr>
<td>SITE</td>
<td>3.0</td>
<td>FIXED</td>
</tr>
<tr>
<td>SBRD</td>
<td>5.0</td>
<td>FIXED</td>
</tr>
<tr>
<td>SITE X SBRD</td>
<td>1.0</td>
<td>FIXED</td>
</tr>
<tr>
<td>DBRD</td>
<td>5.0</td>
<td>FIXED</td>
</tr>
<tr>
<td>SITE X DBRD</td>
<td>1.0</td>
<td>FIXED</td>
</tr>
<tr>
<td>SBRD X DBRD</td>
<td>4.0</td>
<td>FIXED</td>
</tr>
<tr>
<td>SIRE</td>
<td>11 RANDOM LEVELS</td>
<td>N(0, 10)</td>
</tr>
<tr>
<td>SIRE X DBRD</td>
<td>22 RANDOM LEVELS</td>
<td>N(0, 3)</td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>208 RANDOM LEVELS</td>
<td>N(0, 8)</td>
</tr>
</tbody>
</table>

The sample variances for the random values generated for each variable are given in the following table:
Table (2.5): Sample Variances of Generated Random Effect Values for Data Set 2.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>SAMPLE VARIANCE FOR COMPONENT:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIRE</td>
</tr>
<tr>
<td>1</td>
<td>12.778</td>
</tr>
<tr>
<td>2</td>
<td>7.976</td>
</tr>
<tr>
<td>3</td>
<td>13.984</td>
</tr>
<tr>
<td>4</td>
<td>11.786</td>
</tr>
<tr>
<td>5</td>
<td>7.611</td>
</tr>
<tr>
<td>6</td>
<td>7.884</td>
</tr>
<tr>
<td>7</td>
<td>8.665</td>
</tr>
<tr>
<td>8</td>
<td>16.188</td>
</tr>
<tr>
<td>9</td>
<td>5.626</td>
</tr>
<tr>
<td>10</td>
<td>12.795</td>
</tr>
</tbody>
</table>

2.7.3. Data Set 3. A Generated Example.

A small and extremely unbalanced data set of 29 observations was generated for ten variables. A three factor mixed effect classification model was used. The model and parameter values are given in Table (2.6). The distribution of observations over the cells of the design is given in Table (2.7) and the sample variances of the random values generated for each variable are given in Table (2.8).
Table (2.6): Model and Parameter Values for Generation of Data Set 3.

<table>
<thead>
<tr>
<th>EFFECT</th>
<th>DEGREES OF FREEDOM</th>
<th>DISTRIBUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>1</td>
<td>FIXED WITH VALUE 10.0</td>
</tr>
<tr>
<td>F</td>
<td>2</td>
<td>FIXED WITH VALUES 5.0 and -7.0</td>
</tr>
<tr>
<td>R1</td>
<td>3</td>
<td>RANDOM ( \sim N(0,30) )</td>
</tr>
<tr>
<td>F X R1</td>
<td>9</td>
<td>RANDOM ( \sim N(0,10) )</td>
</tr>
<tr>
<td>R2 (NESTED IN F)</td>
<td>6</td>
<td>RANDOM ( \sim N(0,3) )</td>
</tr>
<tr>
<td>R1 X R2</td>
<td>14</td>
<td>RANDOM ( \sim N(0,6) )</td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>29</td>
<td>RANDOM ( \sim N(0,12) )</td>
</tr>
</tbody>
</table>

Table (2.7): Number of Observations in Design Cells for Data Set 3.

<table>
<thead>
<tr>
<th>FACTOR F</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>FACTOR R2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>FACTOR R1</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>
Table (2.8): *Sample Variances of Generated Random Effect Values* for Data Set 3.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>SAMPLE VARIANCE FOR COMPONENT:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
</tr>
<tr>
<td>1</td>
<td>14.457</td>
</tr>
<tr>
<td>3</td>
<td>44.477</td>
</tr>
<tr>
<td>5</td>
<td>0.551</td>
</tr>
<tr>
<td>6</td>
<td>87.042</td>
</tr>
<tr>
<td>7</td>
<td>14.120</td>
</tr>
<tr>
<td>8</td>
<td>20.921</td>
</tr>
<tr>
<td>9</td>
<td>28.452</td>
</tr>
</tbody>
</table>
CHAPTER 3

Estimation Using Quadratic Forms Based on the Structure of the Model

Many methods of variance component estimation are based on the observation that the expectation of the quadratic forms in the response variables are linear functions of the variance components. The fact that they are also quadratic functions of the location parameters, is one major source of difficulty. Methods based on this observation involve computing quadratic forms and equating them to their expectations to produce a set of equations in the unknown parameters.

In classification models, the factorial data structure provides intuitively and computationally appealing quadratic forms as the sums of squares (SSs) one would compute for a fixed effect analysis of variance (ANOVA).

A second set of possible quadratic forms is the set of reductions in residual SS, due to fitting groups of parameters in different orders. These are the SSs for the method of fitting constants (Searle, 1971 p 246).

These methods developed for classification models are extendable to variance component models having a structured random component. The computations are, however, more difficult.

The first attempts at estimation were for balanced models. In this case it is well known that the
ANOVA and fitting constants SSs are identical. Furthermore, in this case many desirable properties result when unbiasedness is the only criterion of estimation.

This relative success led researchers, notably Henderson (1953), to try to use the undemanding unbiasedness criterion with one or other of the likely sets of quadratic forms for unbalanced models. The most outstanding features of the resulting estimators are their relative computational simplicity, their widespread use and their lack of known desirable properties.


The balanced variance component model (2.58) has the form:

\[ \mathbf{y} = \mathbf{X}_{\mathbf{c}} + \mathbf{e} \] (3.1)

with

\[ E(\mathbf{e}) = 0, \quad \text{Cov}(\mathbf{y}) = V(\mathbf{u}) = \sum_i Q_i \] (3.2)

where: \( Q_i, \ i=1,2,...,q \) are known n x n symmetric and idempotent matrices such that \( Q_i Q_j = 0, \ i \neq j \).

and

\( R(\mathbf{X}) \) is invariant to \( Q_i, \ i=1,2,...,q \).

Interest generally centers on some independent set of linear combinations of the parameters, \( \theta = B_{\mathbf{1}} \mathbf{u} \) and \( \mathbf{u} \) is constrained so that \( \theta > 0, \ V(\mathbf{u}) \) is p.d. and \( B_{\mathbf{2}} \mathbf{u} = 0 \) for some linear combinations independent of those in \( B_{\mathbf{1}} \).

(3.3)
3.1.1. **Quadratic Forms Based on the Structure of the Model.**

The model (3.1)-(3.2) suggests a set of quadratic forms:

\[ y'Q_i y, \quad i=1,2,\ldots,q \]  \hspace{1cm} (\text{3.4})

These are also SSs since the symmetry and idempotency of the \( Q_i \) implies that they are n.n.d. The expectations of these SSs does however depend on the fixed effect parameters.

One intuitive approach to avoiding this complication is to consider quadratic forms in the projection of the response onto the orthogonal complement of \( R(X) \):

\[ y'NQ_i Ny = y'Q_i y - y'PQ_i Py \]  \hspace{1cm} (\text{3.5})

where:

\[ N = I - P, \quad P = X(X'X)^{-1}X' \]  \hspace{1cm} (\text{3.6})

The expectation of any quadratic form is given by:

\[ E(y'Ay) = \text{tr}(A\text{Cov}(y)) + E(y)'A'E(y) \]  \hspace{1cm} (\text{Graybill 1976 p 139}).

For models with the features of (2.1) and (2.2) this becomes:

\[ E(y'Ay) = \sum_{i} \text{tr}(A\Omega_i) + \beta'X'AX\beta \]  \hspace{1cm} (\text{3.7})

or for balanced models:

\[ E(y'Ay) = \sum_{i} \omega_i \text{tr}(A\Omega_i) + \beta'X'AX\beta \]  \hspace{1cm} (\text{3.8})

Using (3.8) and (3.5) together with the properties of \( Q_i \) and the fact that \( X'N = 0 \), we obtain:

\[ E(y'NQ_i Ny) = \omega_i \text{tr}(NQ_i) = \omega_i \text{rank}(NQ_i) \]  \hspace{1cm} (\text{3.9})

since \( NQ_i \) is idempotent and \( NQ_i NQ_j = 0 \) for \( i \neq j \).

Hence an unbiased estimate of \( \omega_i \) is \( \Delta \) which has components:
\[ \hat{\theta}_i = (\mathbf{X}'\mathbf{Q}_i \mathbf{X}) / \text{rank}(\mathbf{Q}_i) \]  
(3.10)

and an unbiased estimate of \( \theta \) is:

\[ \hat{\theta} = \mathbf{B}' \mathbf{w} \]  
(3.11)

3.1.2. Distributional Properties of the Quadratic Forms.

If we include the Normal distribution assumptions in the balanced variance component model, we can appeal to the following results to obtain some distributional properties of the quadratic forms (3.4) and (3.5).

For random variables \( \mathbf{y} \) distributed \( \mathcal{N}(\mu, \Sigma) \), with \( \Sigma \), p.d., the quadratic forms \( \mathbf{y}'A\mathbf{y} \) and \( \mathbf{y}'B\mathbf{y} \) with \( A \) and \( B \) symmetric have the following properties:

a) \( \mathbf{y}'A\mathbf{y} \sim \chi^2(\text{rank}(A), \mu'A\mu/2) \) if and only if \( A \) and \( B \) are idempotent. (Searle 1971 p 57).

\( \text{Var}(\mathbf{y}'A\mathbf{y}) = 2\text{tr}(A\Sigma A) + 4\mu'A\Sigma A\mu \)  
(3.13)

(Searle 1971 p 57)

b) \( \text{Cov}(\mathbf{y}'A\mathbf{y}, \mathbf{y}'B\mathbf{y}) = 2\text{tr}(A\Sigma B) + 4\mu'A\Sigma B\mu \)  
(3.14)

(By expanding the joint moment generating function)

d) \( \mathbf{y}'A\mathbf{y} \) and \( \mathbf{y}'B\mathbf{y} \) are independent if and only if \( A \) and \( B \) are idempotent.

\( \text{Cov}(\mathbf{y}'A\mathbf{y}, \mathbf{y}'B\mathbf{y}) = 2\text{tr}(A\Sigma B) + 4\mu'A\Sigma B\mu \)  
(3.15)

For the quadratic forms (3.4) and (3.5) we obtain:

\[ (1/\mathbf{w}_i)\mathbf{y}'Q_i\mathbf{y} \sim \chi^2(\text{rank}(Q_i), (1/2) \mathbf{g}'X'Q_iX\mathbf{g}) \]  
(3.17)
and,  
\[ \frac{1}{\omega_i} y'NQ_i Ny \sim \chi^2(\text{rank}(NQ_i)) \]  
(3.18)

This follows by considering the transformed response:

\[ z = (1/\sqrt{\omega_i})y \]  
which has Cov(z) = \( (1/\omega_i)V(\omega) \) and

\[ z'Q_i z = (1/\omega_i)y'Q_i y \]  
(3.19)

\[ z'NQ_i N z = (1/\omega_i)y'NQ_i Ny \]  
(3.20)

Also Q_i Cov(z) = Q_i and NQ_i NCov(z) = NQ_i and both are idempotent so (3.17) and (3.18) follow from (3.12).

Furthermore, for \( i \neq j \), \( Q_i Q_j = 0 \) so that \( Q_i V(\omega) Q_j \) and \( NQ_i NV(\omega) NQ_j N \) are zero from (2.64). Hence if we ignore the constraints on \( \Omega \) (3.3), we have from (3.15) that the sets (3.4) and (3.5) contain independent Chi-square random variables.

From (3.13) or properties of the central Chi-square distribution, the sampling variances of \( \hat{\omega}_i \) (3.10) are:

\[ 2\omega_i^2 \text{rank}(NQ_i) \]

It is thus possible to obtain the sampling variances of the estimates \( \hat{\theta} \) (3.11) of the parameters of interest. However, the components of \( \hat{\theta} \) are not independent. Graybill (1976) gives examples of approximate confidence intervals and tests for the components.

3.1.3 Uniform Minimum Variance Unbiased Estimators.

Seely (1971) shows that the statistics \( y'Q_i y \),  
\( i=1,2,...q \), and \( \hat{\theta} = (X'X)^{-1}X'y \) are jointly complete and sufficient for the normal balanced variance component model.

This follows by considering the density of the response in
the form (2.74) and writing,

$$\Sigma(1/\omega_i) \mathbf{y}'\mathbf{N}_i \mathbf{y} = \Sigma(1/\omega_i) \mathbf{y}'\mathbf{Q}_i \mathbf{y} - \Sigma(1/\omega_i) \mathbf{y}'\mathbf{P}_i \mathbf{y}$$

and

$$\|\mathbf{y} - \hat{\mathbf{y}}\|_{\mathbf{V}(\omega)}^2 = \mathbf{y}'\mathbf{V}(\omega)^{-1}\mathbf{y} - 2\mathbf{y}'\mathbf{V}(\omega)^{-1}\hat{\mathbf{y}}$$

but

$$\hat{\mathbf{y}}^\prime \mathbf{V}(\omega)^{-1}\hat{\mathbf{y}} = \Sigma(1/\omega_i) \mathbf{y}'\mathbf{P}_i \mathbf{y}$$

Hence the density can be written as:

$$h(\hat{\mathbf{y}}, \omega) \exp \left\{ \sum_{i=1}^{q} (1/\omega_i) \mathbf{y}'\mathbf{Q}_i \mathbf{y} + \mathbf{y}'\mathbf{V}(\omega)^{-1}\hat{\mathbf{y}} \right\}$$

where:

$$h(\hat{\mathbf{y}}, \omega) = (2\pi)^{-n/2} \det(\mathbf{V}(\omega))^{-1/2} \exp\left( -(1/2) \hat{\mathbf{y}}' \mathbf{V}(\omega)^{-1}\hat{\mathbf{y}} \right)$$

If the model is re-parametrized via the transformations:

$$\omega_i^* = (1/2\omega_i) \quad \text{and} \quad \mathbf{y}^* = \mathbf{y}'\mathbf{V}(\omega)^{-1}\hat{\mathbf{y}}$$

then the transformed parameter space contains an open subset provided \( \cap_{\omega} \mathbf{y} \mathbf{y}^* \) has a non void open set.

In this case \( \hat{\mathbf{y}} \) and \( \mathbf{y}'\mathbf{Q}_i \mathbf{y} \) are jointly complete and sufficient according to a result in Lehmann (1959) p 132.

The estimators \( \hat{\omega}_i \) and \( \hat{\mathbf{y}} \) (3.10) and (3.11) are uniformly minimum variance estimators amongst all unbiased estimators (UMVUE), since they are functions of the complete and sufficient statistics.

### 3.1.4. Negative Estimates of Variance Components.

The distributions of the estimators \( \hat{\omega}_i \) (3.10) are derived without regard for the constraints (3.3)
on the parameter space. There is consequently a positive probability that the $\hat{w}_i$ will violate the constraints and lead to estimates $\hat{\theta} = B_i w$ which have negative components.

The principle of unbiasedness and compliance with the constraints appear to be incompatible. One solution to the problem is to truncate the estimators at zero, but then all properties of the sampling distribution of the estimators are lost. There is also the question of whether to change the model and pool quadratic forms when constraint violations occur.

Klotz, Milton and Zacks (1969) compare the unbiased estimators to non-negative estimators in the balanced two-component model. Using squared error loss, they achieve considerable improvement with truncation-type estimators.

3.2. ANOVA Quadratic Forms for Classification Models.

In mixed and random effect classification models (2.24), there is one set of quadratic forms which has considerable appeal for use in variance component estimation. These are the factorial effect SSs computed in the fixed effect analysis of variance. They are easy to compute and in the balanced case, have well-known expectations and distributions.

The expectations are linear functions of the variance components, plus quadratic functions of the fixed effect parameters. It is the appearance of the fixed effect
parameters in the expectation of the SSs which causes difficulty and limits the estimation of variance components by this method. The method is known as the ANOVA method.

We consider some general aspects of the method and then consider special cases and procedures for eliminating the influence of the fixed effects on the variance component estimators. With balanced classification models, the invariance of the fixed effect design matrices to the coefficient matrices of the covariance facilitates the removal of the fixed effect parameters leading to the estimators of 3.1. Henderson (1953) extended the technique to some cases of unbalanced models, and Searle (1968) and (1971) reviewed and extended the procedures.

We consider the classification model (2.24) with basic structures:

\[
Y = X_1 \beta_1 + X_2 \beta_2 + \cdots + X_r \beta_r + U_1 v_1 + \cdots + U_{q-1} v_{q-1} + e
\]

or

\[
Y = X \overline{\beta} + Uv + e
\]

where:

- \( X_i, i = 1, 2 \ldots r \) and \( U_j, j = 1, 2 \ldots q-1 \) are the effect design matrices.
- \( \beta_i, i=2,3 \ldots r \) are the fixed effect parameters.
- \( v_j, j=1,2 \ldots q-1 \) are the random effect components.
- \( e \) is the residual error effect.
- \( \beta_1 \) is the mean effect and \( X_1 = 1 \).
3.2.1. The ANOVA Quadratic Forms.

In classification models the response vector can be partitioned into cells according to subsets of the factors corresponding to each effect in the model. The SSs of the cell means of these sub-classifications are the SSs of the orthogonal projection of the response vector onto the column space of each effect design matrix. The ANOVA SSs are linear contrasts amongst these sub-classification SSs. The contrasts are linear combinations with coefficients summing to zero.

In balanced models the ANOVA SSs correspond to repeated projections onto subspaces of lower dimension.

In the model (3.26) we can define the set of projection operators:

\[ \{ P_k : \text{For } k=1,2...,r \text{ } P_k = X_k (X_k'X_k)^{-1}X_k', \]

and for \( j=1,2...,q \) let \( k=j+r \)

\[ \text{and } P_k = U_j (U_j'U_j)^{-1}U_j' \text{ where } U_q = I_n \]

(3.28)

The sub-classification or projection SS associated with the \( k \) th effect is then:

\[ t_k = y'P_ky \]

(3.29)

and we define the vector of these SSs as: \( t \)

(3.30)

Several properties of \( P_k \) and \( t_k, k=1,2...,r+q \) follow from the properties of design matrices, 2.4.1:

a) Since \( X_j'X_j = \text{diag}(n_{i,j}, i=1,2...,p_j) \), (2.32),

we see that the projection SSs are simply SSs of the sub-classification totals weighted
according to the number of observations in each cell. 

(3.31) b) \( P_{r+q} = I_n \) so that \( t_{r+q} = Y'Y \)

(3.32) c) \( \text{tr}(P_k) = \text{rank}(P_k) = p_i \) or \( q_i \), the column size of the effect design matrix.

(3.33) d) \( \frac{1}{n} P_k = \frac{1}{n} \) and \( \frac{1}{n} P_k \frac{1}{n} = \frac{1}{n} \)

since, for \( k=1,2,...r \), \( \frac{1}{n} P_k = \frac{1}{n} X'P_k = \frac{1}{n} X'P = \frac{1}{n} X' = \frac{1}{n} \)

by (2.30). Similarly for \( k=r+1,r+2,...r+q \), using \( U_j \) and (2.31).

(3.34) e) \( \frac{1}{n} P_k \frac{1}{n} = n \) for \( k=1,2,...r+q \).

The ANOVA SSs for the random effects are given by

q linearly independent contrasts amongst the \( r+q \) projection SSs. We define \( \mathbf{r} \) to be the \( q \)-vector of ANOVA SSs corresponding to the random effects. Then: \( \mathbf{r} = \mathbf{R} \mathbf{t} \).

(3.35) The matrix \( \mathbf{R} \) of contrasts has some important properties which can be exploited to estimate the variance components.

(3.36) a) \( \mathbf{R} \) is \( q \times r+q \) with rank \( q \).

The independence of the rows of \( \mathbf{R} \) follows from the relationship between the effects of any factorial classification. They either involve disjoint subsets of the factors and hence their ANOVA SSs involve different components of \( \mathbf{t} \), or there is a distinct hierarchy amongst the effects, higher order effects involving more factors than lower order effects. Thus the ANOVA SSs of the higher order effects involve more components of \( \mathbf{t} \).
b) \( R_1 = 0 \) since the rows of \( R \) are contrasts. (3.38)

c) The last column of \( R \) is zero, except for the \((q, r+q)\)th element, which is 1. (3.39)

This follows because the only ANOVA SS involving \( \lambda' \gamma \), the last component of \( \tau \), is the residual or error SS. This SS is the last component of \( r \).

3.2.2. **Expected Values and Estimation Equations.**

The expectation of \( r \), \( E(r) \) is:

\[
E(r) = \text{RE}(r) \tag{3.40}
\]

From (3.7),

\[
E(\tau) = \text{S} \theta + a(\beta) \tag{3.41}
\]

where: \( S \) is \( q \times q \) with \( k, j \)th element given by \( \text{tr}(P_{k}U_{j}U_{j}') = \text{tr}(U_{j}'P_{k}U_{j}) \) (3.42)

and

\[ a(\beta) \] is a \( q \times r \) vector of quadratic functions of the fixed effect parameters.

The \( k \)th element is:

\[
\sum_{i=1}^{q} \beta_{i}X_{i}P_{k}X_{i} = P_{k}'X'P_{k}X \tag{3.43}
\]

Hence the expectation of \( \tau \) is:

\[
E(\tau) = H_{A} \theta + R_{A}(\beta) \tag{3.44}
\]

where:

\[ H_{A} = RS \] is \( q \times q \).
The principle of using $E(\mathbf{r})$ to get unbiased estimates of $\hat{\theta}$ is to find model conditions or transformations, which make the term $\text{Ra}(\hat{\theta})$ vanish, leaving estimation equations for the restricted or transformed model:

$$\mathbf{r} = \mathbf{H}_A \hat{\theta} \tag{3.45}$$

One feature of (3.44) common to all classification models is that the last equation is automatically free of the fixed effects and all but one of the variance components. This equation therefore, always provides an unbiased estimate of the residual effect component. This is discussed in section 3.2.4.

The rank of the matrix $\mathbf{H}_A$ is important for consistency of equations (3.45). This is not discussed in the literature and seems to cause no problem in practice. We assume $\mathbf{H}_A$ to have full rank. According to Hartley, Rao and LaMotte (1978), this will follow provided the matrices $\mathbf{U}_j \mathbf{U}_j'$ are independent and there is no confounding of fixed and random effects. This is related to identifiability (2.3).

Conditions which lead to the elimination of the fixed effect parameters in (3.44), $\text{Ra}(\hat{\theta}) = \mathbf{0}$, are invariance of the column spaces of the fixed effect design matrices to $\mathbf{V}_j = \mathbf{U}_j \mathbf{U}_j'$ and hence to $\mathbf{P}_k$ for $k=r+1, \ldots, q$. This leads to identities amongst the elements of $\tilde{a}(\hat{\theta})$ and thence to zero elements of $\text{Ra}(\hat{\theta})$ because of the contrast property (3.38) of the rows of $\mathbf{R}$. Because of this, restricted models which possess this invariance or transformations which produce it,
are used to obtain estimating equations like (3.45).
Examples are discussed in sections 3.3.6, 3.3.7 and 3.3.8.

Two aspects of equations like (3.45) which make them desirable estimating equations are computational simplicity and efficiency, section 3.2.3, and some distributional properties for the estimators based on them, section 3.2.5. The transformations considered to make the model amenable, generally affect both these properties and one objective is to minimise this effect.

3.2.3. Computational Procedure - Synthesis.

The major advantage of using the ANOVA SSs and equation (3.45) to estimate $\theta$ is computational ease. The SSs are easily computed from sub-classification tables.

Hartley (1967), observed that the same computational device was available for calculating elements of $S$ and hence of $H_A$ for any particular model. From (3.42) we can write the $k,j$th element of $S$ as:

$$\text{tr}(U_j'P_kU_j) = \sum_{i=1}^{q_j} u_{ji}'P_ku_{ji}$$

(3.46)

where $u_{ji}$ is the $i$th column of $U_j$.

The components of the sum have exactly the same form as the components of $t_k = y'P_ky$, and hence can be calculated using the same sub-classifications on $u_{ji}$ for $S$ as on $y$ for $t$.

That is, treat $u_{ji}$ as a data vector and calculate the model ANOVA. This method is known as the Method of Synthesis,

Computations for the last row and column of $S$ are made trivial when $U_q = I_n$, which is often the case.

\[ (3.47) \]

3.2.4. The Residual Effect Variance Component.

For all classification models, the last equation of (3.44) is free of all parameters in $\theta$ and $\beta$ except for $\theta_q$. This is because $r_q$ is the residual SS, after fitting all the fixed effect parameters $\beta$, and all the random effects except the last, that is $v_1, v_2, \ldots, v_{q-1}$.

Using the model equation in the form (3.27)

\[ r_q = x'Ny \quad (3.48) \]

where

\[ N = (I - (X,U)((X,U)'(X,U))^{-1}(X,U)') \quad (3.49) \]

$N$ is idempotent, symmetric and has the property that

\[ Nx_i = x_i'N = Nu_j = u_j'N = 0, \text{ for } i=1,2,\ldots,r, j=1,2,\ldots,q-1. \]

Hence with (3.7), the last equation of (3.44) is:

\[ E(r_q) = \sum_{j=1}^{q} \theta_j \text{tr}(NU_jU_j') + \sum_{i=1}^{r} \beta_i x_i'NX_i\beta_i \]

\[ = \theta_q \text{tr}(N) = \theta_q \text{rank}(N) \quad (3.50) \]

\[ \text{rank}(N) = n-s, \text{ where } s \text{ is the number of independent columns in } (X,U). \text{ This is usually referred to as the degrees of freedom for the model.} \]

Hence an unbiased estimate of $\theta_q$ is
If the normality assumptions are included in the model (2.20), the properties of $N$, together with (3.12), mean that

$$\hat{\theta}_q \sim \chi^2_{n-s}(\theta/(n-s))$$

(3.52)

because $r_q = \theta_q \chi'_{n-s}(N/\theta_q)\chi$

and $$(N/\theta_q)V(\theta) = N$$ which is idempotent.

It follows from (3.13), that the variance of $\hat{\theta}_q$ is:

$$\text{var}(\hat{\theta}_q) = 2\theta_q^2/(n-s)$$

(3.53)

Further, because the matrices for the quadratic forms $r_1...r_{q-1}$ are linear combinations of $P_1...P_{r+q-1}$ (3.30), (3.31) and (3.36).

and

$$NV(\theta)P_k = NP_k = 0 \quad k=1,2...,r+q-1$$

we have with (3.15) that $\hat{\theta}_q$ is distributed independently of $\hat{\theta}_j$, $j=1,2...,q-1$ whenever estimation equations (3.45) are possible.

(3.54)

3.2.5. Distributional Properties of ANOVA Estimators.

Assuming that the model is such that the fixed effect parameters vanish from the expectation equations (3.44) we can make some observations about the distribution of the estimators obtained from (3.45) when we include the Normal Distribution assumptions in the model.

$$\hat{\theta} = H^{-1}_A L = H^{-1}_A R t$$

(3.55)
Hence:

\[
\text{Cov}(\hat{\theta}) = H^{-1}_A R \text{Cov}(t) R' H^{-1}_A
\]  
(3.56)

Elements in \(\text{Cov}(t)\) are obtained from (3.13) and (3.14). Specifically the \(k,m\) th element is given by:

\[
2 \text{tr}(P_k V(\hat{\theta}) P_m V(\hat{\theta})) + 4 \hat{\theta}' X' P_k V(\hat{\theta}) P_m X\hat{\theta}
\]  
(3.57)

Hence we can write \(\text{Cov}(t)\) as:

\[
\text{Cov}(t) = 2D(\hat{\theta}) + 4A(\hat{\theta}, \hat{\theta})
\]  
(3.58)

where the \(k,m\) th elements of \(D\) and \(A\) are in the first and second terms of (3.57) respectively. Thus the elements of \(\text{Cov}(\hat{\theta})\) depend on the unknown parameters and are difficult to compute; the Method of Synthesis (section 3.2.3) is only available for some components in \(D(\hat{\theta})\). The terms in \(B\), however, may vanish from \(\text{Cov}(\hat{\theta})\) under the same conditions that make them vanish from (3.44).

We have already noted, (3.53 and 3.54), that the last row and column of \(\text{Cov}(\hat{\theta})\) are zero, except for the last element, the variance of \(\hat{\theta}_q\). This, together with the fact that the last column of \(R\) is zero, except for the last element (3.39), means that not all of \(D(\hat{\theta})\) need be computed to obtain \(\text{Cov}(\hat{\theta})\).

In addition, apart from \(\hat{\theta}_q\), the distributional form of \(\hat{\theta}\) is unknown, because the matrices of the quadratic forms producing \(\hat{\theta}\) are not in general idempotent, as they were in the case of the balanced models (3.17).
3.2.6. **ANOVA Quadratic Forms for Random Classification Models:**

*Henderson's Method I*

Random Effect Classification Models have model equation:

\[ y = \mu + \sum_{i=1}^{q-1} u_i v_i + \epsilon \]  
\[ (3.59) \]

The fixed effect design matrix, \( \mathbf{1} \) is particularly simple and its column space is invariant to \( \mathbf{V}_j = \mathbf{U}_j \mathbf{U}_j' \). Components of \( \mathbf{a}(\mathbf{q}) \) in \( \mathbf{E}(\mathbf{t}) \) of (3.40) are all \( n_\mu^2 \) from (3.34) and hence vanish under the contrasts \( \mathbf{R} \) to yield estimating equations (3.45) free of the fixed effects.

Unbiased estimates of \( \mathbf{\theta} \) are therefore:

\[ \hat{\mathbf{\theta}} = \mathbf{H}_A^{-1} \mathbf{X} \]  
\[ (3.60) \]

Again, the last equation only involves \( \hat{\mathbf{\theta}}_q \) and the solution is the same as discussed in section 3.2.4.

The distribution of elements in \( \hat{\mathbf{\theta}} \) are unknown, even with the Normal Distribution assumptions, except for \( \hat{\mathbf{\theta}}_q \) which is independent of other components (3.54), and

\[ \hat{\mathbf{\theta}}_q \sim \chi^2_{q-n-s} \left( \mathbf{\theta}_q / (n - s) \right) \]  
\[ (3.52) \]

For the \( \text{Cov}(\hat{\mathbf{\theta}}) \) we need \( \text{Cov}(\mathbf{t}) \), which, using (3.57) has \( k, m \) th element:

\[ 2 \sum_{i=1}^{q} \sum_{j=1}^{q} \mathbf{t}_{ij} \mathbf{t}_{ij}' \mathbf{U}_k \mathbf{U}_k' \mathbf{U}_j \mathbf{U}_j' + 4 \mu^2 \sum_{j=1}^{q} \mathbf{t}_{ij} \mathbf{t}_{ij}' \mathbf{U}_j \mathbf{U}_j' \mathbf{U}_m \mathbf{U}_m' \]  
\[ (3.61) \]

The second term is constant for all \( k \) and \( m \) because \( \mathbf{1}' \mathbf{U}_k = \mathbf{1}' \) for \( k=1,2...q-1 \) (3.34). Hence the terms involving \( \mu \) vanish under the contrasts \( \mathbf{R} \) and using (3.56) and (3.58):
Where the \( k, m \) th element of \( p(0) \) is:

\[
\mathbf{P}(0) = 2 \mathbf{H}_A^{-1} \mathbf{R} D(\theta) \mathbf{R}' H_A^{-1}
\]  

(3.62)

The Method of Synthesis, section 3.2.3, can be used for some terms of \( D(\theta) \), Hartley (1967). The independence of \( \hat{\theta}_q \) to other elements and the special form of the last column of \( \mathbf{R} \), (3.39), can be used to reduce the size of the matrices in (3.63) (Searle (1971) p 433). However the computations are still formidable.

3.2.7. Adjusting for bias in Mixed Effect Classification Models.

The quadratic functions of fixed effect parameters in the expectation of the ANOVA quadratic forms (3.44), makes it difficult to obtain estimators of the variance components which are not biased by the fixed effects unless they can be eliminated from the equations.

One approach to achieve this, is to transform the data, so that the model does not depend on the fixed effect parameters, or at least on those for which the column space of the effect design matrix is not invariant to the covariance matrix. The method is to provide some estimate of the fixed effect parameters and then produce residuals, based on these estimates. Two approaches are available; estimate the fixed parameters ignoring the random effects, or including the
random effects as if they were fixed, but ignoring their resulting estimates at the adjustment stage.

Searle (1968) gives a general method based on ignoring the random effects and estimating the fixed effect parameters apart from the mean effect.

With the model written as:

\[ Y = \mu + X\beta + \sum_{i=1}^{q} U_i \varepsilon_i \]  (3.64)

Estimate \( \beta \) by \( X^XY \) where \( X^- \) is a generalized inverse of \( X \) then

\[ z = Y - XX^-Y = XX^-Y + \sum_{i=1}^{q} U_i^* \varepsilon_i \]  (3.65)

where \( X^- = (I - XX^-)U_i \)

and \( \beta \) vanishes because \( XX^-X = 0 \).

Now

\[ \text{Cov}(z) = \sum_{i=1}^{q} U_i^* U_i \]  (3.66)

Henderson's method I can be used on the transformed response \( z \). The SSs are formed using the design model for \( Y \), that is \( U_i \) not \( U_i^* \), but the expectations must be taken with the transformed model (3.65). Hence,

\[ E(t) = S_B \eta + S_B \mu \]  (3.67)

where: \( t \) is the vector of subclassification SSs, (3.30).

\[ S_B \] has \( i,j \)th element

\[ \text{tr}(P_i U_i^* U_i) \quad i=1,2,...,q+1 \]  (3.68)

and

\[ P_i = (1(1')^{-1} \cdot 1', \quad P_i = U_i(U_i'U_i)^{-1}U_i' \]

\[ i=2,...,q+1. \]
also the $i$th element of $b(\mu)$ is:

$$\mu^2 x'_i p_i x$$

$i=1, 2, \ldots q+1$ (3.69)

Therefore:

$$E(\tau) = H_B \bar{\theta} + Rb(\mu)$$

(3.70)

with $H_B = RS_B$. This is a set of linear equations in $\bar{\theta}$ and $\mu^2$, which can be solved for both $\bar{\theta}$ and $\mu^2$. Searle (1971) observes two drawbacks of the method as being non-uniqueness of $X^-$, different inverses producing different estimates, and computational difficulties because even with the Method of Synthesis, 3.2.3, for elements of $S_B$, (3.68), columns of $U_j$ are required. These are obtained from $U_j$ by the same transformation as $z$ from $y$. Also $U_q^*$ is no longer I, so the simplifications (3.47) for the last row and column of $S$ are no longer available.

While the non-uniqueness is unfortunate, there is at least one obvious and, in some senses, optimal candidate for $X^-$, that is $(X'X)^{-}X'$ which provides the least squares estimator of $\bar{\theta}$. This is invariant to choice of $(X'X)^{-}$ (Graybill (1976) p 32). Also, the mean effect might as well be adjusted for as well as other fixed effects. In this case, the method is to use the ANOVA SSs to estimate the variance components of the least squares residuals of the fixed effects.

Hartley, Rao and Lamotte (1978), suggest a method based on these residuals, but using different quadratic forms:
the unweighted sub-classification SSs, that is SSs of sub-classification totals ignoring the number of observations per cell. They produce some optimal properties, such as consistency, but arrive at the same solution as C.R. Rao (1971a) (1971b) and (1972), who tackled the sometimes conflicting aspects of invariance to fixed effects and choice of quadratic forms from a different point of view, to be discussed later.

3.2.8. **Mixed Models without Interaction between Fixed and Random Effects:**

Henderson's Method II

Henderson (1953) proposed adjusting the data for the fixed effect parameters to produce a model independent of them, but without ignoring the random effects or producing the computational difficulties associated with the previous method. Henderson, Searle and Schaeffer (1974) show that the resulting method overcomes the non-uniqueness problem. However, it is only applicable to mixed effect classification models, having no interaction or nesting between fixed and random effects, except for the residual effect. Searle (1971) considers this a serious limitation.

The method is to produce an estimate of \( \phi \) in (3.64), by such that

\[
\begin{align*}
\text{a)} & \quad XL_{i} = 0 \quad \text{for } i=1,2,...,q-1 \quad (3.71) \\
\text{b)} & \quad XL_1 \quad \text{is a constant vector} \quad (3.72) \\
\text{and} & \quad X - XLX \quad \text{has identical rows.} \quad (3.73)
\end{align*}
\]
The model for \( z = y - XLy \) then becomes:

\[
    z = \mu^{*1} + \sum_{i=1}^{q-1} U_i v_i + U_q^* v_q
\]

(3.74)

where:

\[
    \mu^{*1} = \mu_1 - XL_1 + (X-XLX)^{\delta}
\]

and

\[
    U_q^* = U_q - XLU = I - XL
\]

Now applying Henderson's method 1 to \( z \), largely overcomes the computational difficulties of the previous method, since only one new \( U \) matrix need be evaluated.

The restriction to models having no interaction or nesting between fixed and random effects, except the residual effect, is equivalent to requiring:

\[
    \text{rank}(X_1 U_1 \ldots U_{q-1}) = \text{rank}(X) + \text{rank}(U_1 \ldots U_{q-1}) - 1
\]

(3.75)

or

\[
    R(X) \cap R(U_1 \ldots U_{q-1}) = R(I)
\]

where \( X \) is the fixed effect design matrix excluding the mean effect. Since if this fails to hold, there are some columns of \( U_1 \ldots U_{q-1} \), say \( U \) and a matrix \( M \), such that \( U = XM \). So multiplying \( (X - XLX) \) on the right by \( M \),

\[
    (X - XLX)M = U - XLU = U
\]

(3.76)

because \( XLU = 0 \) by (3.71).

Now \( X - XLX \) is required to have identical rows by (3.73) and hence \( (X - XLX)M = U \) must have constant columns, but this is not possible for columns of a design matrix, except for the mean effect.
3.2.9. **Procedure for Henderson's Method II.**

To produce a matrix $L$ satisfying (3.71) $a$ (3.73), we re-write the model (3.64) as:

$$
\mathbf{y} = 1u + X_a\beta_a + X_b\beta_b + U_a\gamma_a + U_b\gamma_b + \varepsilon \tag{3.78}
$$

where the columns of $X$ and elements of $\beta$, and columns of $(U_1, U_2, \ldots, U_{q-1})$ and elements of $\gamma_1, \gamma_2, \ldots, \gamma_{q-1}$ have been re-ordered and partitioned in such a way that:

a) $U_a$ has full and maximum column rank \( (3.79) \)

and b) $(X_b', U_a)$ has full and maximum column rank.

\( (3.80) \)

**Consequences of this are:**

a) There exists $K$, such that $U_b = U_aK$. \( (3.81) \)

For, otherwise $U_b$ would have columns independent of those of $U_a$ contradicting \( (3.79) \).

b) There exists vector $P$, such that $U_aP = 1$

\( (3.82) \)

For otherwise $1$, which is in $R(U_1, U_2, \ldots, U_{q-1})$, would not be in $R(U_a)$, thereby contradicting \( (3.79) \).

**c) There exists matrix $M$ and vector $t$, such**

that $X_a = 1t' + X_bM$ \( (3.83) \)

This follows because $1 \notin R(U_a)$ \( (3.82) \), hence by \( (3.80) \)

$1 \notin R(X_b)$ so $(1, X_b) \text{ has full column rank and the columns of } X_a \in R(1, X_b)$ for otherwise $\text{rank}(1, X_a, X_b, U_a) > \text{rank}(1, X_b) + \text{rank}(U_a) = \text{rank}(X) + \text{rank}(U_1, U_2, \ldots, U_{q-1})$ and we have restricted
the model to ensure that this does not occur.

Next writing $Z$ for $(X, X, U, U, a, b)$, the matrix:

$$
G = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & G_{11} & G_{12} & 0 \\
0 & G_{21} & G_{22} & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
$$

where

$$
\begin{bmatrix}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{bmatrix} = \begin{bmatrix}
X_b'X_b & X_b'U_b \\
U_b'X_b & U_b'U_b
\end{bmatrix}^{-1}
$$

is a generalized inverse of $Z'Z$ with partitioning conforming to the partitioning of $Z$. Hence if we treat the random effects as fixed, $GZ'\mathbf{y}$ is an unbiased estimate of the effect parameters. The part of the estimate for the fixed parameters, $\beta_a$ and $\beta_b$ is:

$$
\begin{bmatrix}
0 \\
G_{11}'X_b' + G_{12}'U_a'
\end{bmatrix} \mathbf{y} = \begin{bmatrix} 0 \\
L_1 \end{bmatrix} \mathbf{y} = L\mathbf{y}
$$

Consequences of this choice of $G$ to provide $L$ are:

a) $L_1X_b = I$ from (3.84) \hspace{1cm} (3.86)

b) $L_1U_a = 0$ from (3.84) \hspace{1cm} (3.87)

c) $L_1U_b = L_1U_k = 0$ from (3.81) & (3.87) \hspace{1cm} (3.88)

d) $L_1L_1 = L_1U_a L_1 = 0$ from (3.82) & (3.87) \hspace{1cm} (3.89)

e) $L_1X_a = L_1L_1' + L_1X_bM$ from (3.83) \hspace{1cm} (3.90)

$L$ of (3.85) satisfies conditions (3.71) to (3.73) since:

a) $X_L(U_aU_b) = X \begin{bmatrix} 0 & 0 \\
L_1U_a & L_1U_b
\end{bmatrix} = 0$ from (3.87) and (3.88) \hspace{1cm} (3.91)

b) $(X_aX_b)L_1 = 0$ from (3.89) \hspace{1cm} (3.92)

c) $(X_aX_b) - (X_aX_b)L(X_aX_b) = (X_aX_b) - (X_bL_1X_aX_bL_1X_b)$

$= (X_aX_b) - (X_bM_bX_b)$ from (3.84) and (3.90)
(lt', 0) since \( X_a X_b M = lt' \) from (3.83)
and \((lt', 0)\) has identical rows. \( (3.93)\)

3.2.10. **Invariance of Henderson's Method II to Choice of Fixed Effect Estimators.**

Searle (1968) and (1971) considered that this method would produce different estimators of the variance components for different choices of \( L \). That this is not so was shown by Henderson, Searle and Schaeffer (1974). The observation rests on re-parameterizing the model (3.78) as:

\[
Y = (X_b'U_a)'[Y_1] + e
\]

where \( Y_1 = M_{\theta_a} + \theta_b \) using (3.83)

and \( Y_2 = \mu + p't'\theta_a + v_a + Kv_b \) using (3.83), (3.82)
and (3.81).

The linear functions \( Y_1 \) and \( Y_2 \) of the parameters are estimable because:

\[
E((X_b'U_a)'(X_b'U_a)^{-1}(X_b'U_a)'Y) = (Y_1, Y_2)'(3.95)
\]

Hence the same linear functions of estimates of \( \theta_a', \theta_b', \]
\( v_a', v_b' \) and \( \mu \) are invariant to the choice of generalized inverse for \( Z'Z \) used to solve the normal equations.

(Searle (1971) p 181).

Now if \( z \) is the vector of residuals \( Y - XL\hat{Y} \)
produced by using \( L \) of (3.85), and \( z^* \) those produced by using \( L^* \) a second matrix satisfying (3.71) to (3.73), then:

\[
z - z^* = X_a (\theta_a - \theta_a^*) + X_b (\theta_b - \theta_b^*) \quad (3.96)
\]
where: \[
\begin{bmatrix}
\hat{b}_a \\
\hat{b}_b
\end{bmatrix} = L\hat{\gamma} \quad \text{and} \quad 
\begin{bmatrix}
\hat{b}_a^* \\
\hat{b}_b^*
\end{bmatrix} = L^*\hat{\gamma}
\] (3.97)

Hence,
\[
z - z^* = lt'(b_a - b_a^*) + X_b (Mb_a + b_b - b_b^* - Mb_b^*)
\]
\[
= lt'(b_a - b_a^*) = c
\] (3.98)

where \( c = t'(b_a - b_a^*) \).

The second term of (3.98) vanishes because \( Mb_a + b_b \) is an estimable function of parameter estimates and hence invariant to the particular estimates used.

Now the quadratic forms used in applying Henderson's method I to \( z \) or \( z^* \) have matrices \( P_i \) of (3.29) which have the property that \( P_i^1 = 1 \) and \( 1'P_i = 1' \) (3.34). Hence,
\[
z^*P_i z^* = (z - c1)'P_i(z - c1)
\]
\[
= z'P_i z - 2c1'z + nc^2
\] (3.99)

The ANOVA SSs used to estimate the variance components are contrasts of these SSs and hence terms with \( c \) and \( c^2 \) vanish.

3.2.11. Computing the Coefficients of the Residual Effect Variance Component in Henderson's Method II

The transformed model for \( z = y - XL\hat{\gamma} \) is given by (3.74) so that:
\[
\text{Cov}(z) = \sum_{i=1}^{q-1} \theta_i u_i u_i' + \theta_i u_i^* u_i^*'
\] (3.100)

and
\[
\mathbf{m}(t) = \sum_{i=1}^{q-1} \theta_i u_i u_i'
\] (3.101)

where \( t \) is the \( q+1 \) vector of sub-classification SSs for model (3.74) with components \( t_i = z'P_i z \), where
\[
P_1 = 1(1')^{-1}_1, \quad P_2 = U_1(U_1')^{-1}_1 U_1, \ldots \quad P_{q+1} = U_{q+1}(U_{q+1}')^{-1}_{q+1} U_{q+1}
\] (Note \( P_{q+1} \neq U_{q+1}(U_{q+1}'U_{q+1})^{-1} U_{q+1}' \)) (3.102)
$S_c$ has $i,j$th element: \( \text{tr}(P_i U^j U'^j) \) for $i=1,2\ldots q+1$, and $j=1,2\ldots q-1$ and \( \text{tr}(P_i U^j U'^j) \) for $i=1,2\ldots q+1$.

\[
\text{Also, } E(r) = H_{c} \tag{3.103}
\]

where: \( r = R_t \), with $R$ being the $q \times q+1$ contrast matrix such that $r$ is the vector of random effect ANOVA SSs. \( H_c = RS_c \) is a $q \times q$ matrix. \( \tag{3.105} \)

The computations for $t, r$ and all but the last column of $S_c$ are identical to those for Henderson's method I.

For the last column of $S_c$ we have from (3.74) and (3.85):

\[
U_q^* = (I - XL) = (I - X_b L_1) \tag{3.106}
\]

Hence,

\[
\text{tr}(P_i U^* U'^*) = \text{tr}(U'^* P_i U^{*}) \text{ for } i = 1,2\ldots q+1
\]

\[
= \text{tr}(P_i) - 2 \text{tr}(X_b L L_1 P_i) + \text{tr}(P_i X_b L L_1' L_1' X_b') \tag{3.107}
\]

However, \( L_1 P_i = 0 \) from (3.87) and (3.89) \( \tag{3.108} \)

and

\[
L_1 L_1' = G_{11} X_b' L_1' + G_{12} U'^* U'^* = G_{11} \tag{3.109}
\]

from (3.85), (3.86) and (3.87).

Hence,

\[
\text{tr}(P_i U^* U'^*) = \text{rank}(P_i) + \text{tr}(P_i W) \tag{3.110}
\]

where: \( \text{rank}(P_i) \) is the number of columns in the associated design matrix \( \tag{3.111} \)

and \( W = X_b G_{11} X_b' \tag{3.112} \)

We need only be computed once, and used in (3.110) for each element, $i=1,2\ldots q+1$. The simplification from (3.107) to (3.110) is a result of the particular choice of $L$ (3.85).
3.3 Reductions in Residual SS for Variance Component Models with Residual Error - Henderson's Method III.

A second group of quadratic forms motivated by the model structure and ease of computation, are those representing reductions in residual SS as different groups of the model constants, (fixed effect parameters or random effect values), are added after all other constants have been fitted. The idea stems from fitting constants methods for unbalanced fixed effect models (Searle (1971) p 246 and (1972)) and is therefore sometimes known as the method of fitting constants.

The method overcomes the difficulty of bias through fixed effects by the simple expedient of always fitting the fixed effect parameters first, so that they do not influence the reduction in residual SS. This is equivalent to using least squares residuals from the fixed effect part of the model to estimate the variance components. This is suggested by Searle's (1971) general method of adjusting for bias, section 3.2.7, and again by Hartley, Rao and LaMotte (1978), who use unweighted sub-classification SSs on the residuals.

The difficulty with this method of Fitting Constants is that there are generally more reduction SSs available through fitting the constants in different orders, than are needed to estimate the variance components. The order of fitting does not affect balanced data because the reduction SSs all become the ANOVA SSs, leading to the estimators of
section 3.1. However, for unbalanced data different orders of fitting produce different estimators.

3.3.1. Reduction SSs and their Expectations.

To examine a particular reduction SS we write a structured variance components model with residual error (2.23) in the form:

\[ y = Z_1 b_1 + Z_2 b_2 + e \]  \hspace{1cm} (3.113)

or

\[ y = Z b + e \]

where:

\[ Z_1 = (X, U) \]
\[ b_1' = (b_1', v_{11}', \ldots, v_{1s}') = (b_1', v') \]
\[ U = (U_{11}, U_{12}, \ldots, U_{1s}) \hspace{0.5cm} 0 \leq s < q-1 \]
\[ Z_2 = (U_{21}, U_{22}, \ldots, U_{2t}) \hspace{0.5cm} t = q-1-s \]
\[ b_2' = (v_{21}', \ldots, v_{2t}') \]

The residual effect \( e \) is assumed to have identity design matrix, and \( \text{Cov}(e) = \theta I_q \). \( Z \), always contains the fixed effect design matrix and \( U \) is the collection of \( s \), complete random effect design matrices for the effects to be fitted first. \( (0 \leq s < q-1) \). \( Z_2 \) comprises the random effect design matrices for the effects to be fitted last (other than the residual effect). The resulting SS is the reduction in residual SS, due to fitting these effects after those in \( Z_1 \), or for fitting \( b_2 \) after \( b_1 \).

We note that after both stages of fitting, the
model contains all the effects of the variance component model. There is a further restriction on the sets of effects in $Z_1$ and $Z_2$. This is, that the effects in $Z_1$ may not be of higher order than those in $Z_2$. If this occurs, the reduction in residual SS is zero for that effect. (3.114).

One classification effect is of higher order than another if the factors represented by the second are a subset of those represented by the first effect.

Model (3.113) with assumptions (2.26) has covariance:

$$\text{Cov}(y) = Z \text{Cov}(b) Z' + \Theta I_n$$

(3.115)

$$= U D_1 U' + Z_2 D_2 Z_2' + \Theta I_n$$

(3.116)

where:

$$\text{Cov}(b) = \text{diag}(\text{Cov}(\beta) = 0, \text{Cov}(v), \text{Cov}(b_2))$$

$$D_1 = \text{Cov}(v') = E(v v') = \text{Diag}(\theta_{1i} q_{1i}, \ldots)$$

$$i = 1, 2, \ldots$$

and

$$D_2 = \text{Cov}(b_2) = E(b_2 b_2') = \text{Diag}(\theta_{2i} q_{2i}, \ldots)$$

$$i = 1, 2, \ldots$$

also

$$E(b) = (E(\beta'), E(v'), E(b_2'))' = (\beta', v', b_2')'$$

(3.117)

When the model $y = Z_1 b'$ is fitted to the response vector by least squares, the residual SS is smaller than the total SS by an amount $R(b_1)$, the SS due to fitting the model, where:

$$R(b_1) = y' Z_1 (Z_1' Z_1)^{-1} Z_1' y$$

(3.118)

For the full model $y = Z_1 b_1 + Z_2 b_2$ the reduction is:
\[ R(b_1 b_2) = \chi'(Z_1 Z_2) (Z_1 Z_2)' (Z_1 Z_2) (Z_1 Z_2)' \chi = \chi' Z (Z' Z)^{-1} Z' \chi \]  

and the reduction due to fitting \( b_2 \) after \( b_1 \) is defined to be:

\[ R(b_1/b_2) = R(b_1 b_2) - R(b_1) \]  

Taking expectations over the full model (3.113), we have, with (3.7),

\[ E(R(b_1 b_2)) = \text{tr}(Z(Z' Z)^{-1} Z' \text{Cov}(\chi)) \]

\[ + E(b') Z' Z (Z' Z)^{-1} Z' Z E(b) \]

\[ = \text{tr}(Z' Z \text{Cov}(b)) + \theta_q \text{tr}(Z(Z' Z)^{-1} Z') + \theta' X' X \theta \]  

where we have used (3.115), the cyclic property of trace, the property of generalized inverses \( AA^{-1} A = A \), and (3.117).

Similarly with expectation over the full model,

\[ E(R(b_1)) = \text{tr}(Z' Z_1 (Z_1 Z_1)^{-1} Z_1' Z (\text{Cov}(b)) + \theta_q \text{tr}(Z_1' Z_1 (Z_1 Z_1)^{-1} Z_1') \]

\[ + E(b') Z_1' Z_1 (Z_1' Z_1)^{-1} Z_1' Z E(b) \]  

But using:

\[ Z_1' (Z_1 Z_1)^{-1} Z_1' Z_1 = Z_1 \quad \text{(Searle, 1971 p 20)} \]

\[ Z' Z_1 (Z_1' Z_1) Z_1' Z = \begin{bmatrix} Z_1' Z_1 & Z_1' Z_2 \\ Z_2' Z_1 & Z_2' Z_2 (Z_1 Z_1) Z_1' Z_2 \end{bmatrix} = Z' Z - \begin{bmatrix} 0 & 0 \\ 0 & Z_2' N_1 Z_2 \end{bmatrix} \]  

(3.123)
where:

\[ N_1 = I - Z_1(Z_1' Z_1)^{-1} Z_1' , \]

Hence,

\[
E(R(b_1)) = \text{tr}(Z'Z\text{Cov}(b)) - \text{tr}(Z_2'N_1 Z_2\text{Cov}(b_2)) \\
+ \beta'X'X\beta - E(b_1)Z_2'N_1 Z_2 E(b_2)
\]

(3.124)

The last term is zero, since \( b_2 \) comprises only random effects, \( E(b_2) = 0 \).

Therefore,

\[
E(R(b_2/b_1)) = E(R(b_1)) - E(R(b_2/b_1)) \\
= \text{tr}(Z_2'N_1 Z_2 D_2) + \theta q (\text{rank}(Z) - \text{rank}(Z_1)) \\
= \sum_{i=1}^{t} \theta_{2i} \text{tr}(U_{2i}' N_1 U_{2i}) + \theta q (\text{rank}(Z) - \text{rank}(Z_1))
\]

(3.125)

Because \( \text{tr}(Z(Z'Z)^{-1} Z') = \text{rank}(Z) \).

Hence, the expected value of the reduction SS is a linear function of the variance components relating to the constraints fitted last. It does not involve the fixed effects or the components for constants fitted first. With judicious partitionings of effects into \( b_1 \) and \( b_2 \), taking care with the restriction (3.114), we can produce a vector \( r \) of reduction SSs, whose expectations provide a set of estimating equations for the variance components. Given the vector \( r \) partitioned into effects fitted first and last, we perform a two-stage procedure:
a) Fit $y = Z_1b_1 + e$ and obtain
rank $(Z_1)$, $R(b_1)$ and the residuals
$e = y - Z_1\hat{b}_1 = N_1y$

b) Fit $e = Z_2b_2 + e$ and obtain
rank$(Z_1Z_2)$, $R(b_1 b_2)$.

3.3.2. Computational Method - Henderson's Method III.

There are several algorithms available for producing the reduction SSs and the matrices required for coefficients of the expectation (3.125). They are essentially the algorithms for least squares solution of multiple linear regression problems. The method used here is a modification of Gaussian Elimination, the Sweep Operator, as defined by Goodnight (1978b).

Given a set of Normal Equations for model (3.113):
\[
A = \begin{bmatrix}
Z_1'Z_1 & Z_1'Z_2 & Z_1'Y \\
Z_2'Z_1 & Z_2'Z_2 & Z_2'Y \\
Y'Z_1 & Y'Z_2 & Y'Y
\end{bmatrix} \tag{3.126}
\]

The Sweep Operator applied to all columns containing $Z_1'Z_1$
in $A$ transforms $A$ to $A_1$

\[
A_1 = \begin{bmatrix}
(Z_1'Z_1)^{-1} & (Z_1'Z_1)^{-1}Z_1'Z_2 & (Z_1'Z_1)^{-1}Z_1'Y \\
- Z_2'Z_1(Z_1'Z_1)^{-1} & Z_2'N_1Z_2 & Z_2'N_1Y \\
- Y'Z_1(Z_1'Z_1)^{-1} & Y'N_1Z_2 & Y'N_1Y
\end{bmatrix} \tag{3.127}
\]

where: $N_1 = (I - Z_1(Z_1'Z_1)^{-1}Z_1)$
After this stage of the computation we have \( R(b_{11}) \), because

\[
Y'N_1Y = Y'Y - R(b_{11}),
\]

and the coefficients for \( \theta_{2i} \) in (3.125) from the trace of appropriate submatrices of \( Z_1N_1Z_2 \).

The Sweep operator also counts the rank of the swept columns of \( A \), so we have the \( \text{rank}(Z_1) \). If sweeping is continued on the columns of \( A_1 \) containing \( Z_1N_1Z_2 \) the result is:

\[
A_2 = \begin{bmatrix}
(Z'Z)^{-}, & (Z'Z)^{-}Z'Y \\

-Z'Z(Z'Z)^{-}, & Y'NY
\end{bmatrix}
\] (3.128)

where: \( N = I - Z(Z'Z)^{-}Z' \) and the partition \( Z = (Z_1, Z_2) \) has been collapsed. At this stage we have \( \text{rank}(Z) \) and \( R(b_{11}, b_{12}) \) because \( Y'NY = Y'Y - R(b_{11}, b_{12}) \). Hence we have the whole equation for the partition \( b_{11}, b_{12} \):

\[
R(b_{12}/b_{11}) = \sum_{i=1}^{t} \theta_{2i} \text{tr}(U_{2i}N_1U_{2i}) + \theta_q (\text{rank}(Z) - \text{rank}(Z_1))
\] (3.129)

The sweep algorithm can be programmed to operate on the lower triangular part of \( A \) stored in a one-dimensional array by rows, (Goodnight (1978b)). Although \( A_1 \) and \( A_2 \) are not symmetric, the upper and lower triangular parts differ at most in sign so that the whole matrix may be recovered from one half.

The columns of \( A \) do not need to be ordered in any particular way. The ordering of (3.126) was only for notational convenience. Similarly, the effects selected to be fitted first or last need not be grouped in any particular way. Hence, a convenient way of producing a set of equations
like (3.129) is to specify an order for adding the effects of
model (2.23) into the group to be fitted first, while taking
account of the restriction (3.114). For example for the model:
\[ Y = X \beta + \sum_{j=1}^{q-1} U_j \gamma_j + \epsilon \] (3.130)
where: \( X = (x_1, x_2, \ldots, x_r) \) and \( \beta = (\beta_1, \beta_2, \ldots, \beta_r) \)'
we specify an order: \( (k_1, k_2, \ldots, k_{q-1}) \) (3.131)
which is a permutation of \( (1, 2, \ldots, (q-1)) \), and specifies the
order in which the random effect values \( (\gamma_1, \gamma_2, \ldots, \gamma_{q-1}) \) are to
be added to the group of effects fitted first. This leads
to the set of reduction SSSs:
\[ \{ R(v_{k1}, \ldots, v_{k(q-1)}/\beta), R(v_{k2}, \ldots, v_{k(q-1)}/\beta, v_{kl}), \ldots \]
\[ R(v_{k(q-1)}/\beta, v_{kl}, \ldots v_{k(q-2)}), RSS \} \]
where: RSS is the residual SS after fitting the full model.
An algorithm for computing these SSSs is as follows:
The columns of the normal equations A of (3.126), correspond-
ing to \( X \) are swept first at stage 0. This results in a
matrix \( A_0 \) with the form of (3.127) from which it is easy to
obtain:
\[ t_1 = y'y - R(\overline{\beta}) = y'N_0y \] (3.132)
\[ f_1 = \text{rank}(X) = \text{rank}(Z_0) \] (3.133)
and
\[ s_{1,i} = \text{tr}(U_k'N_0U_k) \] for \( i = 1, 2, \ldots, q-1 \) (3.134)
where: \( Z_0 = (x_1, x_2, \ldots, x_r) \) and \( N_0 = I - Z_0(Z_0'Z_0)^{-1}Z_0' \).

Next, a matrix \( A_1 \) is produced by sweeping \( A_0 \) on the columns
corresponding to those of \( U_{k1} \) in the normal equations. The
process continues producing \( A_2, A_3, \ldots, A_{q-1} \). At the j th
stage, the following statistics are read from $A_j$:

\[ t_{j+1} = y'y - R(\beta_1 \beta_2 \ldots \beta_r, v_{k1} \ldots v_{kj}) = y'N_j y \]  \hspace{1cm} (3.135)

\[ f_{j+1} = \text{rank} \left( X_1, X_2, \ldots, X_r, U_{k1}, \ldots, U_{kj} \right) = \text{rank} \left( Z_j \right) \]  \hspace{1cm} (3.136)

\[ s_{j+1,i} = \text{tr}(U_i' N_j U_i) \quad i = j+1, j+2 \ldots q-1 \]  \hspace{1cm} (3.137)

\[ 0 \quad \text{for } i = 1, 2 \ldots j \]

where:

\[ Z_j = (X_1, X_2, \ldots, X_r, U_{k1}, U_{k2}, \ldots, U_{kj}) \]

\[ N_j = I - Z_j (Z_j' Z_j)^{-1} Z_j \]

After the final stage, from $A_{q-1}$, we have:

\[ t_q = y'y - R(\beta_1 \beta_2 \ldots \beta_r, v_{k1} \ldots v_{k(q-r)}) \]

and

\[ f_q = \text{rank} \left( X_1, X_2, \ldots, X_r, U_{k1}, \ldots, U_{k(q-1)} \right) \]

There are no non-zero values for $s_{q,i}$, like (3.137), because we have fitted the whole model, and $U_i' N_j = 0$ all $i$.

Let $r$ be the $q$-vector with components

\[ r_i = t_q - t_{i-1} = R(v_{ki} \ldots v_{k(q-r)}, \beta_1 v_{k1} \ldots v_{k(i-r)}) \]

\[ i = 1, 2 \ldots q-1 \]

and

\[ r_q = t_q = \text{residual SS.} \]  \hspace{1cm} (3.138)

Let $R$ be the obvious $q \times q$ matrix of row contrasts, such that:

\[ r = R t \]

Let $H_d$ be the $q \times q$ matrix, with $i,j$-th element $h_{ij}$.

where:
\[
\begin{align*}
    h_{ij} &= s_{ij} \quad i=1,2,\ldots,q-1, \quad j=1,2,\ldots,q-1 \\
    h_{iq} &= f_q \quad \text{for} \quad i=1,2,\ldots,q-1 \\
    h_{qj} &= 0 \quad \text{for} \quad j=1,2,\ldots,q-1 \\
    h_{qq} &= n - f_q \\
\end{align*}
\]
(3.139)

(The last row of \( H_D \) is the equation for \( E(r_q) \), as in (3.50)).

Then the Henderson Method III Estimators are then solutions \( \hat{\theta} \), to:

\[
\begin{align*}
    r &= H_D \hat{\theta} \\
\end{align*}
\]
(3.140)

The procedure can produce a variety of estimators, depending on fitting orders (3.131), which are specified as input.

3.3.3. Distributional Properties of the Henderson Method III Estimators.

If the Normal distribution assumptions are included in the model (3.130) we know that \( r_q \) and hence \( \hat{\theta}_q \), have central chi-square distribution (3.52). Further, since:

\[
\begin{align*}
    t_i &= \chi' N_{i-1} \chi \quad i=1,2,\ldots,q \\
    r_i &= t_q - t_i = \chi' (N_q - N_i - 1) \chi \quad i=1,2,\ldots,q-1 \\
    (N_q - N_i - 1) \chi(\theta) N_{q-1} &= \theta (N_q - N_i - 1) N_{q-1} \\
    &= \theta (N_q - N_{q-1}) = 0
\end{align*}
\]
we have that \( r_q \) and hence \( \hat{\theta} \) is independent of \( r_1 r_2 \ldots r_{q-1} \).

However, since \( N_{i-1}V(\theta) \) for \( i=1,2\ldots q-1 \) are not, in general, idempotent (except for balanced models), the distribution of \( t_1 t_2 \ldots t_{q-1} \) is unknown. Similarly, for \( r_1 r_2 \ldots r_{q-1} \).

However, writing

\[
\hat{\theta} = H_D^{-1} R \tag{3.141}
\]

we have

\[
\text{Cov}(\hat{\theta}) = H_D^{-1} R \text{Cov}(t) R' H_D^{-1} \tag{3.142}
\]

and from (3.14),

\[
\text{Cov}(t_i, t_j) = 2 \text{tr}(N_{i-1}V(\theta)N_{j-1}V(\theta)) + 4 \beta'X'N_{i-1}V(\theta)N_{j-1}X \beta \tag{3.143}
\]

However, \( X'N_{i-1} = N_{j-1}X = 0 \) for any \( i, j=1,2\ldots q \).

So we can write:

\[
\text{Cov}(t) = 2D(\theta) \tag{3.144}
\]

and

\[
\text{Cov}(\hat{\theta}) = 2H_D^{-1} R D(\theta) R' H_D^{-1} \tag{3.145}
\]

\( D(\theta) \) is symmetric, with lower triangular elements \( d_{ij} \) with \( i \geq j \) given by:

\[
d_{ij} = \text{tr}(N_{i-1}V(\theta)N_{j-1}V(\theta)) - q-1 \sum_{p=i}^{q-1} \sum_{m=i}^{q-1} \theta_{kp} \theta_{km} \text{tr}(U'_{kp} N_{i-1} U_{kp} U'_{km} N_{j-1} U_{km}) + \theta_{qi} f_i \tag{3.146}
\]

where \( \{kj: j=1,2\ldots q-1\} \) is the fitting order specified at (3.131).
because

\[ a) \quad N_{i-1}N_{j-1} = N_{i-1} - N_{i-1}Z_{j-1}(Z'_{j-1}Z_{j-1})^{-1}Z_{j-1} = N_{i-1} \]

\[ b) \quad \text{tr}(N_{i-1}N_{j-1}) = \text{rank}(N_{i-1}) = \text{rank}(Z_{i-1}) = f_i \]

\[ c) \quad N_{i-1}U_{kp} = 0 \quad \text{for } p=1,2...i-1 \]

\[ d) \quad U_{km}'N_{i-1} = 0 \quad \text{for } m=1,2...i-1 \]

The diagonal elements \( d_{ii} \) and hence variances of \( t_i \) are easy to calculate with the algorithm of section 3.3.2., by calculating the SS of elements in the \( m,p \)th submatrix of the unswept portion of \( A_1 : = (Z_2'N_{i-1}Z_2) \). That is, the submatrix \( U_{km}'N_{i-1}U_{kp} \). This SS is the coefficient of \( \theta_{kp}\theta_{km} \) in \( d_{ii} \). However, the off diagonal elements are computationally far more burdensome. In order to get a measure of \( \text{Cov}(\hat{\theta}) \), we would have to substitute \( \hat{\theta} \) for \( \theta \) in \( D(\theta) \) of (3.145).
3.4. Henderson's Method III Estimates of Variance

Components for Example Data Sets.

Variance component estimates were computed for the example data sets described in 2.7. The method used was the method of fitting constants, Henderson's method III, with the algorithm described in 3.3.2.

3.4.1. Data Set 1.

With the full model as described in Table (2.2), the reductions in residual SS used to compute the variance component estimates were:

a) Reduction due to fitting effect SIRE last,

b) Reduction due to fitting SIRE AND SIRE X DBRD after all other effects,

and
c) Residual SS after fitting all effects.

Negative estimates of the SIRE or SIRE X DBRD variance components were obtained for all variates except Length at birth, LENB, which had the following estimated variance components:

a) SIRE 40.726

b) SIRE X DBRD 51.418

c) Residual 799.237

The large number of negative estimates could be a result of an inappropriate model, or the relatively large residual variance which could have swamped the components.
However, if the model is reduced by excluding the SIRE X DBRD interaction, several variates still have negative SIRE variance components. The estimates under the reduced model are given in the following table.

Table (3.1): Henderson Method III Estimates for Data Set 1

Under the Reduced Model.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VARIANCE COMPONENT ESTIMATE FOR:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIRE</td>
<td>RESIDUAL</td>
</tr>
<tr>
<td>MASB</td>
<td>0.333</td>
<td>14.611</td>
</tr>
<tr>
<td>HTAB</td>
<td>-5.361</td>
<td>823.334</td>
</tr>
<tr>
<td>DPTB</td>
<td>-2.825</td>
<td>668.951</td>
</tr>
<tr>
<td>LENB</td>
<td>65.454</td>
<td>779.132</td>
</tr>
<tr>
<td>HTAW</td>
<td>-54.385</td>
<td>1461.444</td>
</tr>
<tr>
<td>DPTW</td>
<td>-45.346</td>
<td>1207.723</td>
</tr>
<tr>
<td>LENW</td>
<td>-25.399</td>
<td>2299.078</td>
</tr>
<tr>
<td>MASW</td>
<td>24.848</td>
<td>576.397</td>
</tr>
</tbody>
</table>

3.4.2. Data Set 2.

The data generated to follow the model which was assumed for the cattle breeding experiment 2.7.3., was analysed according to the full model of Table (2.2). The Henderson Method III estimates for this data are given in the following table.
Table (3.2): Henderson Method III Variance Component Estimates for Data Set 2.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VARIANCE COMPONENT ESTIMATE FOR:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIRE</td>
</tr>
<tr>
<td>1</td>
<td>14.781</td>
</tr>
<tr>
<td>2</td>
<td>4.618</td>
</tr>
<tr>
<td>3</td>
<td>8.510</td>
</tr>
<tr>
<td>4</td>
<td>9.944</td>
</tr>
<tr>
<td>5</td>
<td>5.169</td>
</tr>
<tr>
<td>6</td>
<td>7.661</td>
</tr>
<tr>
<td>7</td>
<td>8.727</td>
</tr>
<tr>
<td>8</td>
<td>26.952</td>
</tr>
<tr>
<td>9</td>
<td>4.430</td>
</tr>
<tr>
<td>10</td>
<td>18.239</td>
</tr>
</tbody>
</table>

The true variance component values were 10.0, 3.0 and 8.0 respectively.

3.4.3. **Data Set 3.**

The generated data set of 2.7.3. was analysed according to the model of Table (2.6). The reductions in residual SS used for the Henderson Method III estimates were:
a) $R_1, F \times R_1, R_2, R_1 \times R_2$ fitted after MEAN and $F$,

b) $F \times R_1, R_2, R_1 \times R_2$ fitted after MEAN, $F$, and $R_1$,

c) $R_2, R_2 \times R_1$ fitted after MEAN, $F$, $R_1$, and $F \times R_1$,

d) $R_2 \times R_1$ fitted after MEAN, $F$, $R_1$, $F \times R_1$, and $R_2$,

and
e) Residual SS after fitting the full model.

The estimates are given in the following table.

Table (3.3): Henderson Method III Variance Component Estimates for Data Set 3.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VARIANCE COMPONENT ESTIMATE FOR:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
</tr>
<tr>
<td>1</td>
<td>64.184</td>
</tr>
<tr>
<td>2</td>
<td>23.145</td>
</tr>
<tr>
<td>4</td>
<td>2.299</td>
</tr>
<tr>
<td>6</td>
<td>76.390</td>
</tr>
<tr>
<td>7</td>
<td>26.955</td>
</tr>
<tr>
<td>8</td>
<td>32.975</td>
</tr>
<tr>
<td>9</td>
<td>68.238</td>
</tr>
</tbody>
</table>

The true variance components were: 30.0, 10.0, 3.0, 6.0, and 12.0 respectively.
CHAPTER 4

Classical Approaches to Optimal Variance Component Estimation.

Discussion of the ANOVA and Fitting Constants methods of variance component estimation illustrates three aspects of the general estimation problem:

a) What criteria should we use to judge between candidate estimators?

b) Can we restrict the class of functions from which the estimators are to be selected, without a high risk of excluding particularly desirable ones?

c) What properties should be required of estimators, and are there any available with these properties?

Two criteria for choice between estimators are used: minimum mean square error and a minimum norm. The choice in the variance component case is a trade-off between extra assumptions on the model and restrictions on the class of estimating functions. This is because variance component estimators have variances or mean square errors, which depend on second to fourth order moments. Hence, not only are the parameters of interest involved, but for non-normal distributions, other unknown parameters may be involved as well.

Rao, C.R. (1971b) assumed finite fourth order moments in the structured model (2.13) and made progress with the criterion of
local minimum variance amongst quadratic unbiased and invariant estimating functions. Apart from the restriction on functions, the local property requires specification of a priori values of variance components and kurtosis parameters.

For normal models, however, local minimum variance and local minimum mean square error provide tractable solutions in general classes of unbiased estimating functions, as well as in some classes of biased, quadratic estimating functions. (LaMotte (1973 a and b)). Fortunately, the second criterion of minimum norm, which does not require normality, produces the same estimators when normality is available.

The minimum norm criterion was introduced by C.R. Rao (1970, 1971a, 1971b and 1972). The motivation is along the lines of linear least squares estimation for location parameters, but applies to quadratic functions. The idea is, given a quadratic estimator $\hat{y}^T \Delta \hat{y}$, which is somehow obvious but unobservable, use the estimator $\hat{y}^T \Lambda \hat{y}$ where $\Lambda$ minimizes some norm between $\Lambda$ and $\Delta$. This method does not require the normal distribution assumptions, but is restricted to quadratic functions. Like minimum mean square error, it does depend on the variance components and in practice is also a local criterion.

The answer to the second question about restrictions on the class of estimating functions, is forced by the choice between optimality criteria. Restriction to quadratic functions is not severely counter-intuitive, since the parameters of interest are
second order moments. However, there is evidence (4.40) for considering quadratic plus linear functions, or quadratic functions of a transformed response.

The question of properties to be required of candidate estimators is plagued by issues of consistency, as well as trade-offs between desirable features of the estimators. Requirements of unbiasedness, invariance to translations of the location parameters and non-negativity are considered. Conditions for estimability under these restrictions are unfortunately difficult to test in practice.

4.1 Effects of Unbiasedness Invariance and Non-Negativity on Estimability.

For the general linear model (2.1)

\[ Y = X\theta + e \]  

(4.1)

with \( \text{Cov}(y) = \sum_{i=1}^{q} \theta_i V_i \)

we consider estimation of linear functions of the variance parameters, \( \theta_i \), given by \( h^T \theta \) for \( h \in \mathbb{R}^q \).

Let \( Q \) be the class of quadratic functions of \( Y \), and \( Q_L \) quadratic plus linear functions.

\[ Q = \{ Y' A Y : A \text{ n x n}, A = A' \} \]  

(4.2)

\[ Q_L = \{ Y' A Y + a' Y : A \text{ n x n}, A = A' \text{ and } a \in \mathbb{R}^n \} \]  

(4.3)
4.1.1. Unbiasedness.

By (3.7) we have;

\[ E( \gamma' A \gamma + a' \gamma) = \sum \theta_i \text{tr}(AV_i) + B'X'X\beta + a'X\beta \]  

(4.4)

Hence, if \( QL(U,h) \) and \( Q(U,h) \) are the sub classes of \( QL \) and \( Q \) of functions unbiased for \( h'\theta \) we can write:

\[ QL(U,h) = \{ \gamma' A \gamma + a' \gamma : A = A', X'AX = 0, a'X = 0 \text{ and} \]  

\[ \text{tr}(AV_i) = h_i, i=1,2,..q \} \]  

(4.5)

and

\[ Q(U,h) = \{ \gamma' A \gamma : A = A', X'AX = 0, \text{ and} \]  

\[ \text{tr}(AV_i) = h_i, i=1,2,..q \} \]  

(4.6)

Conditions for estimability, that is, non-emptiness of the classes, were developed in general by Seeley (1970a and b) and more specifically by Pincus (1974), and Kleffe and Pincus (1974 a and b).

Both classes, \( QL(U,h) \) and \( Q(U,h) \) are non-empty if and only if \( h \in R(H_U) \), where

\[ H_U = (\text{tr}(V_iV_j)) \text{ i,j}=1,2,..q \]  

(4.7)

and \( N = I - P, P = X(X'X)^{-1}X' \) .

An alternative necessary and sufficient condition is:

\[ h \in R(H_U^*) \text{ where } H_U^* = (\text{tr}(V_iV_j - PV_iPV_j)) \]  

(4.8)

\[ i,j=1,2,..q \]

This follows from (4.7) because of the fact that

\[ R(H_U) = R(H_U^*) \]  

(A.2)

To establish the result (4.7), we first note that;
\[ H_U^* = TT' \] where \( T \) is \( q \times n^2 \) with \( i \) th row given by \( \text{Vec}'(V_i - PV_i P) \) (A.1).

Hence,
\[ R(H_U) = R(H_U^*) = R(T). \]

Next, if \( QL(U,h) \) or \( Q(U,h) \) are not empty, there exists a symmetric matrix \( A \) such that \( X'AX = 0 \) and \( \text{tr}(AV_i) = h_i \), \( i=1,2,\ldots,q \).

Hence,
\[ h = T \text{Vec}(A) \]
so that
\[ h \in R(T) = R(H_U^*) = R(H_U). \] (4.9)

On the other hand, if \( h \in R(H_U) \), there exists \( b \neq 0 \), such that
\[ h = H_U^* b \] (4.10)

If \[ A = \sum_{j=1}^{q} (b_j/2) (NV_j + V_j N) \] where \( N = I - P \)
then \( A \) is symmetric,
\[ X'AX = 0 \] since \( NX = XN = 0 \)
and
\[ \text{tr}(AV_i) = \sum_j (b_j/2) (\text{tr}(NV_j V_i) + \text{tr}(V_j NV_i)) \]
\[ = \sum_j b_j \text{tr}(V_i NV_j) = h_i \] from (4.10) (using: \( \text{tr}(AB) = \text{tr}(BA) \) and \( \text{tr}(A) = \text{tr}(A') \))

Hence,
\[ y'Ay \in Q(U,h) \] and \( y'Ay + a'y \in QL(U,h) \)
for any \( a \) s.t. \( a'X = 0 \). (4.11)

Further equivalent conditions to (4.7) and (4.8) follow from observing
that if \( B \) is any p.d. matrix, \( R(H_u^*) = R(H_u(B)) \) \((4.12)\)
where:
\[
H_u(B) = (\text{tr}(B^{-1}(V_i - P(B)V_i P'(B))B^{-1}V_j))
\]
and
\[
P(B) = X(X'B^{-1}X - X'B^{-1}). \quad (A.3)
\]

In particular, if \( s \) is a q-vector, such that \( V(s) = \sum s_i V_i \) is p.d.

Then \( Q(U,h) \) and \( QL(U,h) \) are non-empty if and only if
\[
h \in R(H_u(s)) \quad (4.13)
\]
where
\[
H_u(s) = (\text{tr}(V(s)^{-1}(V_i - P(s)V_i P'(s))V(s)^{-1}V_j))
\]
and
\[
P(s) = X(X'V(s)^{-1}X - X'V(s)^{-1})
\]

Seeley (1970b) gives two corollaries to (4.7): \((4.14)\)
a) \( \theta_k \) is unbiasedly estimable in \( Q \) or \( QL \) if
and only if there does not exist \( a \neq 0 \in R^{n-1} \)
and \( A \) symmetric such that
\[
V_k = X \Lambda X' + \sum_{i \neq k} a_i V_i
\]
b) All components of \( \theta \) are unbiasedly estimable
in \( Q \) or \( QL \) if and only if
\( \{V_1, \ldots, V_q\} \) are independent in the vector space
of \( n \times n \) symmetric matrices and
\[
\text{Sp} \{V_1, \ldots, V_q\} \cap \text{Sp} \{X \Lambda X'; \Lambda = \Lambda'\} = \{0\}
\]

Comparing condition (4.7) for Estimability of \( h^' \theta \) and (2.3) for
Identifiability, we note that the two properties do not coincide, since
in general,

\[ R(H_u) \subset R(H) \]

Pincus, (1974), shows that in normal models, if 
\[ Q(U, h) \] and \[ QL(U, h) \] are empty, then \( h \theta \) is not unbiasedly estimable by any function of the response.

A class of estimating functions where the bias is unaffected by the fixed effect parameters is \( Q(PU) \)
where:

\[ Q(PU) = \{ y' A y : A = A', X' A X = 0 \} \quad (4.15) \]

**4.1.2. Invariance to Translations of the Fixed Effect Parameters.**

In the model (4.5) the covariance structure is invariant to translations of \( \theta \). This provides an intuitive argument for requiring estimators of \( \theta \) to have the same invariance. (Rao, C.R. (1973) p 343).

\( f(y) \) is invariant if and only if \( f(y + \theta) = f(y) \) for all \( \theta \in \Theta \). According to Lehmann((1959)p 215), we need only consider functions of a maximal invariant.

For the linear model (4.5),

\[ z = N(s) y \quad (4.16) \]

is a maximal invariant where

\[ s \in \hat{\Theta} \text{ is s.t. } V(s) = V_1 V_1' \text{ is p.d.} \]

\[ N(s) = V(s)^{-1}(I - P(s)), P(s) = X(X' V(s)^{-1}X)^{-1} X' V(s)^{-1} \]
Kleffe (1976a) shows this as follows:

a) \( N(s) (y' + X\theta) = N(s) y \) all \( \theta \in \mathbb{R}^{p} \)

because \( N(s)X = 0 \), so \( N(s)y \) is invariant, and

b) Taking \( y_1 \neq y_2 \), \( (y_1, y_2) \in \mathbb{R}(X) \) without

loss of generality suppose \( N(s)y_1 = N(s)y_2 \)

then \( y_2 = y_1 + X\theta \), for otherwise \( y = y_2 - y_1 \in \mathbb{R}(X) \)

and \( N(s)y = 0 \), which contradicts the fact that

\[ \text{rank } (N(s)) = n - \text{rank } (X). \]

In fact, any function \( B'y \) where \( R(B) \perp \mathbb{R}(X) \) and

\( \text{rank}(B) = n - \text{rank } (X) \) is a maximal invariant. In particular, \( N(s) \) can be factored as \( BB' \) with \( B \in \mathbb{R}(n - \text{rank}(x)) \) having full column rank and then \( B'y \) is a maximal invariant such that

\[ \text{Cov}(B'y) = B'V(\theta)B \quad (4.17) \]

is non-singular when \( V(\theta) \) is p.d.

If we restrict attention to quadratic estimating functions, \( Q \) and quadratic plus linear functions, \( QL \), we can characterise the invariant functions by:

\[ QL(I) = \{ y'Ay + a'y: A = A', AX = 0, aX = 0 \} \]

and

\[ Q (I) = \{ y'Ay: A = A', AX = 0 \} \quad (4.18) \]

since:

\[ (y' + X\theta)'A(y' + X\theta) + a'(y' + X\theta) = y'Ay + a'y \]

for all \( y \) and \( \theta \) if and only if \( AX = 0 \) and \( a'X = 0 \).
If we include the restriction of unbiasedness for $h \theta$ on these classes, they become:

$$QL(U,I,h) = \{y'Ax + a'y: A = A', AX = 0, a'X = 0$$

and $\text{tr}(AV_i) = h_i, i=1,2...q \}$

(4.19)

and

$$Q(U,I,h) = \{y'Ax: A = A', AX = 0 \text{ and } \text{tr}(AV_i) = h_i, i=1,2...q \}$$

(4.20)

A necessary and sufficient condition for $Q(U,I,h)$ or $QL(U,I,h)$ to be non-empty is that

$$h \in R(H_{U,I})$$

(4.21)

where

$$H_{U,I} = (\text{tr}(NV_iNV_j))_{i,j=1,2...q}$$

and

$$N = I - P$$

To show this, first note that $H_{U,I} = TT'$ where $T$ is $q \times n_2^2$ with $i$th row $\text{Vec}'(NV_iN)$ (A.1).

Secondly, if $Q(U,I,h)$ or $QL(U,I,h)$ are non-empty, there exists a symmetric matrix $A$ such that $AX = AP = 0$ and $\text{tr}(AV_i) = h_i, i=1,2...q$.

Hence, $A = NaN$ and

$$h_i = \text{tr}(NANV_i) = \text{tr}(NV_iNA)$$

$$= \text{Vec}'(NV_iN) \text{ Vec}(A) \text{ for } i=1,2...q.$$ 

Therefore $h = T \text{ Vec}(A)$ so $h \in R(T) = R(H_{U,I})$.

On the other hand, if $h \in R(H_{U,I})$, there exists $b$ such that

$$h = H_{U,I}b$$
Let \( A = \sum_j N_j N_j \)
then \( A \) is symmetric, \( AX = 0 \)
and \( \text{tr}(AV_1) = \sum_j \text{tr}(N_j N_1) = h_1 \).
Hence
\[
\begin{align*}
\chi' A \chi \in Q(U, I, h)
\end{align*}
\]
Equivalent conditions to (4.21) follow from the fact that for
\( B \) p.d., \( R(H_{U, I}) = R(H_{U, I}(B)) \) (A.4) (4.22)
where
\[
H_{U, I}(B) = (\text{tr}(N(B)V_1 N(B)V_j))
\]
and
\[
N(B) = B^{-1}(I - P(B)), P(B) = X(X'B^{-1}X)^{-1}X'B^{-1}
\]
In particular, if \( V(s) = \sum s_1 V_1 \) is p.d. we write
\[
H_{U, I}(s) \text{ for } H_{U, I}(V(s))
\]
It is easy to find examples where \( Q(U, I, h) \) is empty and in these situations, unbiasedness and invariance cannot both be required properties. Rao, C.R. (1979) gives the following example:
\[
\begin{align*}
Y_1 &= \beta_1 + e_1, & Y_2 &= \beta_1 + e_2 \\
Y_3 &= \beta_2 + e_3, & Y_4 &= \beta_2 + e_4 \\
\end{align*}
\]
with
\[
\begin{align*}
E(e_i e_j) = 0, & E(e_1) = E(e_3) = \theta_1, E(e_2) = E(e_4) = \theta_2
\end{align*}
\]
Then symmetric matrices \( A \) such that \( AX = 0 \) imply that
\[
\text{tr}(AV_1) = \text{tr}(AV_2) \text{ so that only the linear combination } a_1 e_1 + a_2 e_2 \text{ is unbiasedly estimable.}
\]
Another way to view this is to note that $H_{U,I} = (4) \frac{1}{2} I'$, while

$H_U = I_2$ so that unbiased and invariant estimation is limited, while all functions are unbiasedly estimable.

Where $Q(U,I,h)$ is empty and unbiasedness is forfeited, Kleffe (1977c) reports that quadratic minimum bias invariant estimation reduces to the class $Q(U,I,h^*)$ where $h^*$ is the projection of $h$ onto $R(H_{U,I})$. Hence, these estimators can be examined with those in $Q(U,I,h)$.

4.1.3. Non-Negative Variance Component Estimation.

In variance component models (2.16), the variance component parameters, $\theta_i$ are non-negative. All classes of estimators considered so far, allow estimators to take negative values, even when the parametric function $h'\theta$ is positive. The difficulty with non-negative estimation, is that the requirements of non-negativity and unbiasedness are frequently incompatible. If unbiasedness is not required, but the class of estimators is restricted to quadratic forms, which do not take negative values, the class becomes:

$$Q(\text{NND}) = \{y' A y : A = A' A \text{ n.n.d.} \}$$  \hspace{1cm} (4.24)

and with invariance, but not unbiasedness:

$$Q(I,\text{NND}) = \{y' A y : A = A' A \text{ n.n.d.} \text{ AX = 0} \}. \hspace{1cm} (4.25)$$

Because we allow biasedness, these classes always contain estimators for $h'\theta$. LaMotte (1973a) used locally minimum mean square error to produce optimal estimators in this class for Normal models. Rao, P.S.R.S. and Chaubey (1978) and Rao, C.R. (1979) provide non-negative
estimators in \( Q(I, \text{NND}) \) and \( Q(\text{NND}) \), using the locally minimum norm criteria, without the assumptions of Normality. Fortunately, these coincide with LaMotte's (1973a) estimators in the normal case.

LaMotte (1973b), Pukelsheim (1977) and Kleffe (1980) investigated the relationship between unbiasedness and non-negativity.

Firstly, non-negativity and unbiasedness together imply invariance because the unbiasedness condition: \( X'AX = 0 \) implies \( AX = 0 \) for \( A \) n.n.d.

\[
Q(U, \text{NND}, h) = \{ y' Ay : A = A', A \text{ n.n.d.}, AX = 0, \text{and} \}
\]

\[
\text{tr}(AV_i) = h_i, i=1,2...q \}
\]

(4.26)

and

\[
Q(U, \text{NND}, h) = Q(U, I, \text{NND}, h) \}
\]

(4.27)

LaMotte (1973b) shows that if \( V_i, i=1,2...q \) are n.n.d., and if \( \sum_{i \neq j} V_i \) is p.d. then \( \theta_j \) is not \( Q(U, \text{NND}) \) estimable. Furthermore, if \( V_j \) is p.d. then \( \theta_j \) is the only variance component which is \( Q(U, \text{NND}) \) estimable. For classification models this means that only the residual error component is non-negatively and unbiasedly estimable.


If we do not restrict the class of estimating functions but do assume Normality and p.d. covariance structure, then optimal estimators can be found on the basis of local minimum variance, since in general the variances of estimators depend on the parameters. Conditions under which the variance of these estimators is independent of the parameters are precisely the conditions of balance (2.60) and (2.61).
4.2.1. **Locally Minimum Variance Unbiased Estimators (LMVUEs).**

Kleffe (1977d) develops LMVUEs for Normal models with the form (2.1): \( \mathbf{y} = X\mathbf{b} + \mathbf{e}, \quad \mathbf{y} \sim N(X\mathbf{b}, \mathbf{V}(\theta)) \) (4.28)

Given \( \mathbf{b} \) and \( \mathbf{e} \), a priori values for \( \mathbf{\theta} \) and \( \mathbf{\theta}' \), such that:

\[ \mathbf{V}(\mathbf{s}) = \sum_{i=1}^{q} s_i \mathbf{V}_{ii} \text{ is p.d.} \] (4.29)

Then a) \( \mathbf{y} = \mathbf{h}'\mathbf{\theta} \) is unbiasedly estimable if and only if

\[ \mathbf{h} \in R(\mathbf{H}_U(\mathbf{s})) \]

where:

\[ \mathbf{H}_U(\mathbf{s}) = (\text{tr}(\mathbf{A}_i(\mathbf{s})\mathbf{V}_{ij})) \] (4.30)

\[ \mathbf{A}_i(\mathbf{s}) = \mathbf{V}(\mathbf{s})^{-1}(\mathbf{V}_{1i} - \mathbf{P}(\mathbf{s})\mathbf{V}_{1i}\mathbf{P}(\mathbf{s})')\mathbf{V}(\mathbf{s})^{-1} \] (4.31)

and

\[ \mathbf{P}(\mathbf{s}) = \mathbf{X}(\mathbf{X}'\mathbf{V}(\mathbf{s})^{-1})^{-1} \mathbf{X}'\mathbf{V}(\mathbf{s})^{-1} \] (4.32)

and b) If \( \mathbf{h} \) satisfies a) then the LMVUE of \( \mathbf{y} \) at \( (\mathbf{b}, \mathbf{\theta}) \) is:

\[ \hat{\mathbf{y}} = \sum \lambda_i \mathbf{(y} - \mathbf{Xb})'\mathbf{A}_i(\mathbf{s})(\mathbf{y} - \mathbf{Xb}) \] (4.33)

\[ = \mathbf{\lambda}'\mathbf{r}_U(\mathbf{s}) \] (4.34)

\[ = (\mathbf{y} - \mathbf{Xb})'\mathbf{A}(\mathbf{s})(\mathbf{y} - \mathbf{Xb}) \] (4.35)

where: \( \mathbf{\lambda} = (\lambda_1, \lambda_2, \ldots, \lambda_q)' \) is any solution to

\[ \mathbf{H}_U(\mathbf{s})\mathbf{\lambda} = \mathbf{h}' \] (4.36)

\[ \mathbf{r}_U(\mathbf{s}) = ((\mathbf{y} - \mathbf{Xb})'\mathbf{A}_i(\mathbf{s})(\mathbf{y} - \mathbf{Xb}), i=1,2,\ldots,q)' \] (4.37)

and

\[ \mathbf{A}(\mathbf{s}) = \sum \lambda_i \mathbf{A}_i(\mathbf{s}) \] (4.38)

We can write \( \hat{\mathbf{y}} \) as \( \mathbf{h}'\hat{\mathbf{\theta}} \) where \( \hat{\mathbf{\theta}} \) is any solution to:

\[ \mathbf{H}_U(\mathbf{s})\hat{\mathbf{\theta}} = \mathbf{r}_U(\mathbf{s}) \] (4.39)

It is interesting to note that the LMVUE turns out to be in \( QL(U,h) \) even though all estimating functions are considered. (4.40)

Establishing part a) rests on the observation that

\[ R(\mathbf{H}_U(\mathbf{s})) = R(\mathbf{H}_U), \quad (4.13) \]

and that for normal models, if \( \mathbf{h} \notin R(\mathbf{H}_U) \)

then \( \mathbf{h}'\hat{\mathbf{\theta}} \) is not unbiasedly estimable. (Pincus (1974)).
For part b) we note that $\gamma$ is unbiased for $\gamma$ because

$$x' A_i(s)x = 0, \quad i=1,2,..q$$

and

$$\text{tr}(A(s)V(\theta)) = \sum_i \sum_j \lambda_i \text{tr}(A_i(s)V_j)\theta_j = \lambda' H(\theta)\theta = \gamma$$

Then, if $g(\gamma)$ is any random variable with zero expectation over $\Omega_{\beta X\Omega_{\theta}}$ and finite second order moment, then:

$$\int [g(\gamma) \exp[-(1/2)(\gamma - X\beta)'V(\theta)^{-1}(\gamma - X\beta)] \, dy = 0$$  

(4.41)

Differentiating (4.41) with respect to $\theta_1$ (A.6), we can interchange differentiation and integration to obtain:

$$E_{\beta,\theta_i} (g(\gamma)(\gamma - X\beta)'V(\theta)^{-1}V_i V(\theta)^{-1}(\gamma - X\beta)) = 0, \quad \text{all } i \quad (4.42)$$

hence,

$$\text{Cov}(g(\gamma), (\gamma'V(s)^{-1}V_i V(\theta)^{-1}V_i - 2bX'V(s)^{-1}V_i V(\theta)^{-1}V_i)/b,s) = 0$$

for $i=1,2,..q$  

(4.43)

The second order partial derivatives of (4.41) with respect to $\beta_i \beta_j$, for $i,j=1,2,..p$ result in:

$$E_{\beta,\theta_i} (g(\gamma)(\gamma'V(\theta)^{-1}x_i x_j V(\theta)^{-1}x_i - \beta_i x_i V(\theta)^{-1}x_i V(\theta)^{-1}x_i + \beta_j' V(\theta)^{-1}x_i x_j V(\theta)^{-1}x_i - x_j' V(\theta)^{-1}x_i)) = 0$$

where $x_i$ is the $i$th column of $X$.

Hence:

$$\text{Cov}(g(\gamma), (\gamma'V(s)^{-1}x_i x_j V(s)^{-1}x_i + 2bX'V(s)^{-1}x_i x_j V(s)^{-1}x_i)/b,s) = 0$$

for $i,j = 1,2,..p$.  

(4.44)

Now $\text{sp}(x_i x_j', i,j = 1,2,..p) = \text{sp}(X'CX': C \text{ symmetric})$ and hence includes the matrices: $P(s)V_i P(s)'$ for $i=1,2,..q$ and therefore,

$$\text{Cov}(g(\gamma), (\gamma'V(s)^{-1}P(s)V_i P(s)'V(s)^{-1}x_i + 2bX'V(s)^{-1}P(s)V_i P(s)'V(s)^{-1}x_i)/b,s) = 0$$

for $i=1,2,..q$  

(4.45)

Subtracting (4.45) from (4.43) gives:
\[
\text{Cov}(y, (y'\hat{A}(s)y - 2y'\hat{X}A(s)y)/b,s) = 0
\]

or since \(X'\hat{A}(s)X = 0\),
\[
\text{Cov}(y, \gamma/b,s) = 0
\]

which together with a result on minimum variance unbiased estimation (Rao, C.R. (1973) p 317) means that \(\hat{\gamma}\) is LMVUE for \(\gamma\).

The variance of \(\hat{\gamma}\) (4.34) is, from (3.12):
\[
\text{Var}(\gamma/b,\theta) = 2\text{tr}(A(s)V(\theta)A(s)V(\theta)) + 4(\theta - b)'X'A(s)V(\theta)A(s)(\theta - b) \tag{4.46}
\]

\[
\text{Var}(\gamma/b,s) = 2\text{tr}(A(s)V(s)A(s)V(s))
\]

\[
= \lambda'H_U(s)\lambda = h'H_U(s)h \text{ from (4.35)} \tag{4.47}
\]

One modification of (4.34) is to use the best linear unbiased estimator, 
\[
\hat{\theta} = (X'V(s)X)^{-1}X'y
\]

of \(\theta\) for the a priori value \(b\). Then \(X\hat{\theta} = P(s)y\) and \(\hat{\gamma}\) becomes \(\hat{\gamma}^*\) given \(s\):
\[
\hat{\gamma}^* = y'N(s)V(\lambda)N(s)y \tag{4.48}
\]

where 
\[
N(s) = V(s)^{-1}(I - P(s)) \quad \text{and} \quad V(\lambda) = \Sigma \lambda_i V_i \text{ with } \lambda \text{ as in (4.36)}.
\]

This is independent of any a priori value for \(\theta\) but may be biased.

If \(H_U(s)\) is non-singular, and writing \(\hat{\theta}_0\) for \(s\) we can establish an iterative scheme:
\[
\hat{\theta}_i = H_U^{-1}(\hat{\theta}_{i-1})X(\hat{\theta}_{i-1}), \quad \text{and} \quad X\hat{\theta}_i = P(\hat{\theta}_{i-1})y \tag{4.49}
\]

If this scheme converges, the result is the iterated minimum variance unbiased estimator (IMVUE) which is not generally unbiased.

Seely (1971), Rao, C.R. (1971) and Kleffe and Pincus (1974a) examined conditions under which IMVUEs are independent of \(b\) and \(s\).
and hence UMVUE. The conditions turn out to be equivalent to the conditions of balance in balanced variance component models (2.58), which lead to the ANOVA estimators of 3.1, which are UMVUE. (4.50)

4.2.2. Locally Minimum Variance Invariant and Unbiased Estimators.

If the class of estimating functions is restricted to invariant and unbiased estimators then we need only consider functions of a maximal invariant (4.16). Invariant and unbiased functions have the properties:

\[ g(y + x\hat{\beta}) = g(y) \text{ for all } \hat{\beta} \text{ and } E(g(y)) = h^T\hat{\theta} \]  

(4.51)

Using a full rank maximal invariant (4.17), Kleffe shows that, given \( s \), an a priori value for \( \hat{\theta} \):

a) The Locally minimum variance unbiased and invariant estimate, (LMVIUE) of \( \gamma = h^T\hat{\theta} \) exists if and only if \( h \in R(H_{U,I}(s)) \)

where: \( H_{U,I}(s) = (\text{tr}(N(s)V_iN(s)V_j)) \) (4.22) (4.53)

and b) The LMVIUE of \( \gamma = h^T\hat{\theta} \) is,

\[
\hat{\lambda} = \sum \lambda_i y'N(s)V_iN(s)y \\
= y'N(s)V(\lambda)N(s)y = \sum \lambda_i z'V_i z \\
= \lambda_i F_{U,I}(s) \\
\text{or} \\
= \lambda^T \hat{\theta} \\
\text{(4.57)}
\]

where

\( \lambda \) is any solution to \( H_{U,I}(s)\lambda = h \)

\( F_{U,I}(s) = (y'N(s)V_iN(s)y, i=1,2...,q)' \)

\( \hat{\theta} \) is any solution to \( H_{U,I}(s)\hat{\theta} = F_{U,I}(s) \) (4.58)
This result also follows from noting that $R(H_{ji}(g)) = R(H_{ji})$ (4.22) and applying the IMVUE result (4.33) to the transformed model for $z = N(\beta)x$ a maximal invariant with respect to translations in $\beta$.

Putting $x = \hat{\theta}$ and using

$$R_{ui}(\hat{\theta}_{i-1}) \hat{\theta}_i = R_{ui}(\theta_{i-1})$$

we can define iterated MVUE, IMVUE

(4.59)

4.3. Minimum Norm Quadratic Estimation in General Variance Component Models.

In a series of papers (1970, 1971a, 1971b, 1972), C.R. Rao developed a minimum norm criterion for variance component estimation, starting with heteroscedastic regression models. The main advantage of the method is that it does not require the normal distribution assumptions on the model, but the optimization is only carried out over restricted classes of quadratic estimating functions.

Fortunately the technique results in optimal estimators, which agree with those for Normal models derived through minimum mean square error or maximum likelihood principles, when the classes of estimating functions coincide. (Chaubey 1980). It is argued that the restriction to quadratic forms in the response, $y$, or transformed response $y - X\delta$, is not severe, because optimal estimators for normal models with other criteria, turn out to be functions of that form.

examined modifications to avoid this. One possibility is to consider biased quadratic estimating functions and in this case, it is possible to incorporate information on the structure of the error term for structured models, (2.16). This does not seem to be possible with other methods of estimation.

The distribution of the minimum norm estimators is unknown. Brown (1976) showed them to be asymptotically normal and consistent. However, he based these results on the assumption that models of increasing size could be regarded as replications of a basic model of small dimension. This assumption is difficult to meet in practice.

4.3.1. Principles of Minimum Norm Quadratic Estimation. (MINQE).

To estimate the function $\gamma = h'\theta$ with the minimum norm technique, we must first identify a quadratic estimator, $y'Ay$ which would be the obvious choice if the random part of the model were observable. Next, we must choose the observable estimator, $y'Ay$, from some class of quadratic estimators, which minimizes $\|A - \Delta\|$ for some suitable choice of norm, $\|\cdot\|$.

The structured model, (2.16), has form:

$$\gamma = X\beta + U_1v_1 + \ldots + U_qv_q = X\beta + Uv \tag{4.60}$$

with $E(v_i) = 0$, $E(v_i'v_j') = 0$ for $i \neq j$,

and $E(v_i'v_i') = \theta_i q_i$, for $i = 1, 2, \ldots q$. \tag{4.61}

If the $v_i$ were observable, an obvious estimator of $\theta_i$ would be: $\hat{\theta}_i = v_i'v_i/q_i$, $i = 1, 2, \ldots q$ \tag{4.62}

and hence for $\gamma = h'\theta$:

$$\gamma = h'\hat{\theta} = \Sigma (h_i/q_i) v_i'v_i = y'Dv \tag{4.63}$$
where: \( D = \text{diag}(h_i/q_i)I q_i \), \( i = 1,2...q \)

By writing an arbitrary quadratic form in \( y \) as:

\[
Y'AY = \begin{bmatrix} y \\ \beta \end{bmatrix}' \begin{bmatrix} U'AU & U'AX \\ X'AU & X'AX \end{bmatrix} \begin{bmatrix} y \\ \beta \end{bmatrix}
\]

we see that the quantity to be minimized is:

\[
\|U'AU - D, U'AX\|^2 \quad (4.64)
\]

We will show in 4.3.2. and 4.3.5. that if we use the usual Euclidean norm and minimize over the classes \( Q(U,I,h) \) (4.20) and \( Q(U,h) \) (4.6), then the resulting MINQE,s have the same form as the LMVUE,s of 4.2. but having minimum variance at points \( \theta = \alpha \), for \( \alpha > 0 \), if the model had been normal.

We may, however, have some prior information about the parameters in the model, for example, a prior value \( s \neq \alpha \) for \( \theta \) and a prior value \( b \) and precision \( K \) for \( \beta \), \( K^{-1} \) is a prior covariance matrix for \( \beta \). One way to incorporate this information into the minimum norm method and to produce estimators with good properties at points as \( \theta \in \Omega_{\theta} \) is to consider the weighted Euclidean norm:

\[
\| \begin{bmatrix} D(s)^{1/2} & 0 \\ 0 & K \end{bmatrix} \begin{bmatrix} U'AU - D, U'AX \\ X'AU & X'AX \end{bmatrix} \begin{bmatrix} D(s)^{1/2} \\ 0 \end{bmatrix} \|^2 \quad (4.66)
\]

where: \( D(s) = \text{diag}(s_i, q_i), \ i = 1,2...q \).

For normal models this norm produces the locally minimum variance estimators at points \( \theta = \alpha \) in \( \Omega_{\theta} \).

Use of the weighted norm (4.66) is equivalent to using the unweighted norm on a transformed model:

\[
Y^* = X^\theta + U^*v^*_1 + ... + U^*v^*_q = X^\theta + U^*v^* \quad (4.67)
\]
where \( \gamma^* = \gamma - X\beta, X^* = XK^{-1}, \beta^* = K^{-1}(\hat{\beta} - b), \)
\[ U_i^* = \sqrt{s_i}U_i \text{ and } v_i^* = (1/\sqrt{s_i})v_i \]

The natural estimator of \( \gamma = h'\theta \) becomes
\[ \hat{\gamma} = h'\theta = \Sigma (h_i s_i/q_i) v_i^* v_i^* = v_i^* Dv_i^* \]  
(4.68)

where
\[ D = \text{diag}\left((h_i s_i/q_i)I_{q_i}, i=1,2...q\right) \]  
(4.69)

Then \( \gamma = \gamma^* + Xb = X\beta + U^*v^* \) and the quantity to be minimized is:
\[
\begin{vmatrix}
U'^*AU^* - D, U'^*AX^* \\
X'^*AU^*, X'^*AX^*
\end{vmatrix}^2
= \text{tr}\left((U'^*AU^* - D)(U'^*AU^* - D)\right) + 2\text{tr}(U'^*AXKX'^*AU^*)
\]  
(4.70)

which is identical to (4.66).

The obvious estimator in this case reflects the model structure. The MINQE technique is therefore able to utilize the structure where other methods ignore it.

In the general model (2.1), the choice of natural estimator is not as obvious as for the structured model. However, given prior information \( s_i, b \) and \( K \) with the transformed model:
\[ \gamma^* = X\beta^* + \Lambda(s) e^* \]  
(4.71)

where
\( \gamma^*, X^* \) and \( \beta^* \) are as in (4.67),

\( \Lambda(s) \) is a p.d. square root of \( V(s) \)

so that \( \Lambda(s)\Lambda(s) = V(s) \)

and \( e^* = \Lambda(s)^{-1}e \)
If $e^*$ were observable and normal, it would have model:

$$e^* \sim N(\theta, V^*(\theta))$$  \hspace{1cm} (4.72)

where

$$V^*(\theta) = \sum \theta_i V_i^*$$

and

$$V_i^* = \Lambda(s)^{-1} V_i \Lambda(s)^{-1}$$

Hence from (4.33) the LMVUE of $\gamma = h^T\hat{\theta}$ given $\Sigma$ would be:

$$\hat{\gamma} = e^* T e^*$$  \hspace{1cm} (4.73)

where

$$T = \sum A_i^* V_i^*$$

$A^*$ is any solution to $H(s) A^* = h$

and

$$H(s) = (\text{tr}(V^*(s)^{-1} V_i^* V^*(s)^{-1} V_j^*))$$

$$= (\text{tr}(V(s)^{-1} V_i V(s)^{-1} V_j))$$

The simplifications over (4.33) being due to the centrality and the fact that $V^*(s) = I$.

Similarly to (4.65), we see that the quantity to be minimized is:

$$\begin{bmatrix} \Lambda(s) & A \Lambda(s) \\ X^* & A X^* \end{bmatrix}^2$$

$$= \text{tr}((\Lambda(s) A \Lambda(s) - T)(\Lambda(s) A \Lambda(s) - T))$$

$$+ 2 \text{tr}(\Lambda(s) A X K X^* \Lambda(s)) + \text{tr}(X'A X K X'A X K)$$  \hspace{1cm} (4.74)
4.3.2. **Minimum Norm in Quadratic, Unbiased and Invariant Estimators - MINQE(U,I).**

In the class $Q(U,I,h)$ (4.20), the conditions:

$$AX = 0 \text{ and } \text{tr}(AV_i) = h_i, \ i=1,2,...,q \quad (4.75)$$

simplify the quantity (4.70) or (4.74) to be minimized. In particular, for the general model, (4.74) becomes:

$$\text{tr}(V(s)AV(s)A) - 2\text{tr}(A\Lambda(s)\Lambda(s)) + \text{tr}(TT)$$

which is independent of $K$, and from the definition of $T$, (4.73), we obtain:

$$\Lambda(s)\Lambda(s) = \Sigma i \lambda_i^* V_i$$

and therefore the second term becomes: $\Sigma i \lambda_i^* \text{tr}(AV_i) = h^t \lambda^*$ from (4.75), which is independent of $A$. Hence the quantity to be minimized is:

$$\text{tr}(V(s)AV(s)A)$$

(4.76)

subject to $A$ satisfying (4.75).

Given $s$ and $h$ such that $Q(U,I,h)$ is non-empty, we know from (4.22) that there exists $\lambda$ satisfying:

$$H_{U,I}(s)\lambda = h$$

where $H_{U,I}(s) = (\text{tr}(N(s)V_iN(s)V_j))$.

Under these conditions the optimal choice of $A$ which minimizes (4.76) is

$$A^* = \Sigma i \lambda_i N(s)V_iN(s)$$

(4.77)

This follows because $y'A^*y$ is clearly in $Q(U,I,h)$ and if $A$ is any other matrix satisfying (4.75), then $A = A^* + B$ for some $B$ satisfying:

$$B \neq 0, \ B = B^t, \ \text{tr}(BV_i) = 0, \ \text{for } i=1,2,...,q$$

and $BX = 0$ so that $(I - P(s))B = (I - P(s)^t)B = B$. 
Hence, \[ \text{tr}(V(s)AV(s)A) = \text{tr}(V(s)A^*V(s)A^*) + 2\text{tr}(A^*BV(s)V(s)) \]
\[ + \text{tr}(BV(s)V(s)) \]  
(4.78)

but \[ \text{tr}(A^*BV(s)V(s)) = \sum_i \text{tr}(N(s)N_i V(s)V(s)) = \sum_i \text{tr}(BV_i) = 0 \]  
(4.79)
because \[ N(s)V(s) = (I - P(s))'. \]

Since the last term of (4.78) is non-negative we have that:
\[ \text{tr}(V(s)AV(s)A) = \text{tr}(V(s)A^*V(s)A^*) \]  
(4.80)

and hence, MINQE(U, I) given \( s \), of \( \gamma = h^{\theta} \) is:
\[ \hat{\gamma} = \gamma^t A^* \gamma = \sum_i \gamma_i^t N_i V_i N(s) = \lambda^t r_{U, I}(s) \]  
(4.81)
where: \( \lambda \) is any solution to \( H_{U, I}(s) \lambda = h \)
\[ H_{U, I}(s) = (\text{tr}(N(s)V_i N(s)V_j)) \]
and \( r_{U, I}(s) = (\gamma_i^t N(s)V_i N(s) \gamma_i, i = 1, 2 \ldots q)' \)

One common difficulty with MINQE(U, I) is that cases occur
where \( Q(U, I, h) \) is empty and then the estimator is not available.

We note that MINQE(U, I) is independent of the model structure. If we had chosen to minimize (4.70) for the structured model, we would choose \( A^* \) to minimize:
\[ \text{tr}(U^*AU^*A^*U^*) = \text{tr}(V(s)AV(s)A) \]  
(4.82)
since \[ U^*U' = \sum_i V_i = V(s). \]

MINQE(U, I) is also independent of the fixed effect parameters \( \beta \), as expected for invariant estimators.

Under normality MINQE(U, I) reduces to the LMMUUE (4.54),
and as for that estimator we can write (4.81) in the form:
\[ \hat{\gamma} = h^{\hat{\theta}} \]
where \( \hat{\theta} \) satisfies:
\[ H_{U, I}(s) \hat{\theta} = r_{U, I}(s) \]  
(4.83)
Putting $\hat{\theta}_0 = s$ we can define an iterative procedure for eliminating the influence of the starting value $s$:

$$H_{U,I}(\hat{\theta}_{i-1})\hat{\theta}_i = F_{U,I}(\hat{\theta}_{i-1})$$

(4.84)

If the procedure converges to a solution $\hat{\theta} \in \Omega_{\theta}$ then $\hat{\theta}$ is called iterated MINQE, IMINQ(U,I). Under normality IMINQE(U,I) is also MVUE (4.59), and we will see (5.37) that these equations (4.84) are also the marginal maximum likelihood estimators.

Variants of MINQE(U,I) given $s$ exist for cases where no prior knowledge of $s$ is available. One of these variants is MINQEO(U,I) for models with a residual error, obtained by taking $s$ to have zero components, except for the one corresponding to the residual effect, which is taken as unity.

$$\text{MINQEO}(U,I)$$

(4.85)

This estimator has the advantage that it is relatively easy to compute (Goodnight 1978a).

Another variant MINQEI(U,I) is obtained by setting all the elements of $s$ equal to 1.

4.3.3. The W-Transformation.

Computing elements of the equation systems (4.83) and (4.84), proves to be a formidable task for general models, since it requires $V(s)^{-1}$, the inverse of an nxn matrix, where $n$ will typically be large.

Even if this was possible, elements such as $tr(N(s)V_i N(s)V_j)$ and $\sum_{i=1}^{n-1} N(s)V_i N(s)V_j$ are expensive to compute.

One suggested solution is to restrict $s$, so as to make $V(s)^{-1}$ easy to calculate, MINQEO of (4.85) is one such solution.
However, the computing problems are considerably eased, even for general \( s \) in structured variance component models with residual errors (2.23).

\[
\mathbf{y} = \mathbf{x}_0 + \mathbf{U}_1 \mathbf{v}_1 + \ldots + \mathbf{U}_{q-1} \mathbf{v}_{q-1} + \mathbf{e}
\]

\[
= \mathbf{x}_0 + \mathbf{U} \mathbf{v} + \mathbf{e}
\]

so that

\[
\text{Cov}(\mathbf{y}) = \mathbf{V}(\bar{\theta}) = \mathbf{U} \mathbf{D}(\bar{\theta}^*) \mathbf{U}' + \theta I
\]

where

\[
\bar{\theta}^* = (\theta_1 \ldots \theta_{q-1})', \quad \theta_1 \geq 0, \theta > 0
\]

and

\[
\mathbf{D}(\bar{\theta}^*) = \text{Diag}(\theta_i \mathbf{I}_{q_i}, i=1,2 \ldots q-1)
\]

Writing \( \mathbf{y} + (\theta_i / \theta) \mathbf{v}, i=1,2 \ldots q-1 \)' we have:

\[
\mathbf{V}(\bar{\theta}) = \theta \mathbf{H}(\mathbf{y})
\]

where \( \mathbf{H}(\mathbf{y}) \) is not related to \( \mathbf{H}(\mathbf{y}) \) of (2.3) but,

\[
\mathbf{H}(\mathbf{y}) = \mathbf{U} \mathbf{D}(\mathbf{y}) \mathbf{U}' + \mathbf{I}
\]

It is easy to show (A.5a) that,

\[
\mathbf{H}_1(\mathbf{y}) = \mathbf{I}_n - \mathbf{U} \mathbf{D}(\mathbf{y}) (\mathbf{I}_m + \mathbf{U}' \mathbf{D}(\mathbf{y}))^{-1} \mathbf{U}'
\]

\[
= \mathbf{I}_n - \mathbf{U} (\mathbf{D}(\mathbf{y})^{-1} + \mathbf{U}' \mathbf{U}^{-1}) \mathbf{U}'
\]

The first form does not require \( \gamma_i > 0 \) for all \( i \) and hence is preferable. Also, since \( \theta > 0 \)

\[
\mathbf{V}(\bar{\theta})^{-1} = (1/\theta) \mathbf{H}(\mathbf{y})^{-1}
\]

In this situation, we only require the inverse of \( \mathbf{I}_m + \mathbf{U}' \mathbf{U} \), which is \( \mathbf{I}_n - \mathbf{U} \mathbf{D}(\mathbf{y})^{-1} \mathbf{U}' \),

\[
\text{max} \text{ when } m = \sum_{i=1}^{q-1} q_i \text{ and } m \text{ is typically much smaller than } n.
\]
Furthermore, given $s$ such that $V(s)$ is p.d., and the model (4.86), we let

$$c = \left( \frac{s_i}{s_q}, \ i=1,2,...,q-1 \right)$$

and

$$W_0 = \begin{bmatrix} U'U & U'X & U'Y \\ \lambda_1 U'U & \lambda_1 U'X & \lambda_1 U'Y \\ \lambda_2 U'U & \lambda_2 U'X & \lambda_2 U'Y \end{bmatrix} = \begin{bmatrix} W_{0,1}, W_{0,2}, W_{0,3} \end{bmatrix}$$

(4.89)

$c$ and $W_0$ are easy to compute and writing $H$ for $H(c)$ let:

$$W_1 = \begin{bmatrix} U'\hat{H}U & U'\hat{H}X & U'\hat{H}Y \\ \lambda_1 U'\hat{H}U & \lambda_1 U'\hat{H}X & \lambda_1 U'\hat{H}Y \\ \lambda_2 U'\hat{H}U & \lambda_2 U'\hat{H}X & \lambda_2 U'\hat{H}Y \end{bmatrix}$$

(4.90)

Then, by substituting (4.88) into (4.90)

$$W_1 = W_0 - W_{0,1}D(I+U'UD)^{-1}W_{0,1}$$

(4.91)

where

$$D = D(c) = \text{diag}(c_i, i=1,2,...,q-1).$$

$W_1$ is easy to compute and provides all the elements required to form $H_{U,I}(s)$ and $r_{U,I}(s)$ as will be seen in 4.3.4.

This method of forming $W_1$ is known as the $W$-Transformation and was suggested by Hemmerle and Hartley (1973). Schemes for computing $W_1$ from $W_0$ and $D$ were developed by Thompson (1975), Hemmerle and Lorens (1976), Liu and Senturia (1977), Hemmerle and Downs (1978) and Goodnight and Hemmerle (1979). The latest methods rely on the observation that if a Cholesky or Sweep Operator (Goodnight 1978b) is applied to the $m$ columns of $U'U + D^{-1}$ in:
The resulting matrix is:
\[
\begin{bmatrix}
I & (U'U + D^{-1})^{-1} W_0 & 1
\end{bmatrix}
\begin{bmatrix}
0 & W_1
\end{bmatrix}
\]

Furthermore, since we are only interested in \( W_1 \) and since elements of \( U'U + D^{-1} \) are easy to obtain from \( W_0 \) and \( c \), we need never form the matrix (4.92), to achieve the transformation to (4.93).

This algorithm can be programmed to take a given \( c \) and produce the lower triangular part of \( W_1 \) in place of that of \( W_0 \). The programme can use the Sweep Operator of Goodnight (1978b) and is unaffected by small or zero elements in \( c \) provided, in place of \( (U'U + D^{-1})^{-1} \), the algorithm uses \( D(I + U'UD)^{-1} \) as in (4.91).


With structured models having a residual error (4.86), we have the \( W \)-Transformation of 4.3.3 to produce the matrix \( W_1 \) (4.90) from \( c \) and \( W_0 \) (4.89), which is derived from the model structure and the given prior value \( s \) for \( \theta \).

Applying the Sweep Operator (Goodnight 1978b) to the columns of \( W_1 \), containing \( X'H'X \), we get:

\[
W_2 = \begin{bmatrix}
U'MU & 0 & U'My
\end{bmatrix}
\begin{bmatrix}
RX'H'U & I & RX'H'y
\end{bmatrix}
\begin{bmatrix}
Y'MU & 0 & Y'My
\end{bmatrix}
\]

(4.94)
where

\[ M = M(c) = H(c)^{-1}(I - P(c)) \]
\[ P(c) = R(c)X'H(c)^{-1} \]
and \[ R(c) = (X'H(c)^{-1}X)^{-1} \]

\( I - P(c) \) is idempotent and \( \text{rank}(I - P(c)) = n - \text{rank}(X) \).

The lower triangular part of \( W_2 \) can be formed in place, from \( W_1 \). The Sweep Operator of Goodnight (1978b) can be programmed to leave \( R(c) \) instead of \( I \) in the central position of \( W_2 \) (4.95).

From \( W_2 \) we notice that the following quantities are easily calculated. If we consider \( U \) partitioned according to the random effect structure matrices;

\[ U = (U_1, U_2, \ldots, U_{q-1}) \]

Then let \( a_i = \text{tr}(U_i'MU_i) \) \( i=1,2,\ldots,q-1 \) (4.96)

be the trace of the \( i \)th block of \( U'MU \).

Let \( b_{ij} = \text{tr}(U_i'MU_iU_j'MU_j) \) \( i,j=1,2,\ldots,q-1 \) (4.97)

be the SS of all the elements in the \( i,j \)th block of \( U'MU \).

(Note: \( b_{ij} = b_{ji} \))

and let \( d_i = y'MU_iU_i'y \) \( i=1,2,\ldots,q-1 \) (4.98)

be the SS of elements in the \( i \)th block of \( U'My \).
These quantities can be computed from $W_1$, (4.90)
and, together with $\chi'M\chi$, are all that are required to form the
MINQE(U,I) equations. These equations can be formed and solved to
provide the estimates.

In models like (4.80), we have

$$v_i = U_iU_i' \quad i=1,2\ldots q-1, \quad V_q = I$$

and

$$N(s) = (1/s_q)M(c) = (1/s_q)M.$$  

Hence, elements of $s_q^2U_i(s)$ are:

$$s_q^2 tr(N(s)V_iN(s)V_j) = tr(U_i'MU_iU_j'MU_j)$$

$$= b_{ij} \quad i,j=1,2\ldots q-1 \quad (4.99)$$

For $j=q$, the $i,q$ th element for $i=1,2\ldots q-1$ is:

$$s_q^2 tr(N(s)V_iN(s)) = tr(MV_iM)$$

$$= tr(U_i'MMU_i)$$

$$= tr(U_i'MU_i) - \sum_{j=1}^{q-1}c_{ij} tr(U_i'MU_iU_j'MU_j) \quad (A.5d).$$

$$= a_i - Lc_j b_{ij} \quad (4.101)$$

Finally, the $q,q$ th element is:

$$s_q^2 tr(N(s)N(s)) = tr(XX')$$

$$= n - \text{rank}(X) - 2Lc_1 tr(U_i'MU_i) + \sum_{i,j} c_{ij} tr(U_i'MU_iU_j'MU_j)$$

$$= n - p - 2Lc_1 a_i + \sum_{i,j} c_{ij} b_{ij} \quad (A.5e) \quad (4.102)$$
For elements of $s^2 q U_i I(s)$,

$$s^2 q N(s) V_i N(s) Y = Y' M U_i U_i' M Y = d_i$$ of (4.98) \hspace{1cm} i = 1, 2, \ldots q - 1$$

and for the $q$th element,

$$s^2 q N(s) N(s) Y = Y' M M Y$$ \hspace{1cm} (4.104)

$$= Y' M Y + 2c_1 Y' M U_i U_i' M Y = Y' M Y + 2c_1 d_1$$ \hspace{1cm} (A.5f)

Note that if $s$ were the correct value of $\theta$, the generalized least squares estimator of the fixed effect parameters is:

$$\hat{\beta}(s) = (X' V(s)^{-1} X)^{-1} X' V(s)^{-1} Y$$

$$= s q R(c) X'(1/s q) H(c)^{-1} Y$$

$$= RX' H^{-1} Y$$ \hspace{1cm} (4.105)

which is available in $W_2$ of (4.94).

Also the $Cov(\hat{\beta}) = (X' V(s) X)^{-1}$ \hspace{1cm} (4.106)

is available in $W_2$ in view of (4.95).

However $s$ is only a prior value for the unknown $\theta$. We expect a good estimate of $\beta$ to be $\hat{\beta}(\hat{\theta})$ where $\hat{\theta}$ is the solution to the $MINQE(U, I)$ equations (4.83). This value, together with an estimate of $Cov(\hat{\beta}(\hat{\theta}))$ becomes available in $W_2$ if we start the algorithm with $\hat{\theta}$ as prior value.

These considerations also indicate how the computing method can be used to produce $IMINQE(U, I)$ estimates (4.84). This algorithm can be used to compute these values, when convergence of (4.84) occurs.
4.3.5. MINQE without Invariance.

For many models it is easy to find cases where $Q(U,I,h)$
(4.20) is empty. For example, in model (4.23), with
$h \neq (a,a)$ for $a \in \mathbb{R}$, $Q(U,I,h)$ is empty. In these situations,
conditions of invariance or unbiasedness must be abandoned. In either
case, the resulting estimators depend on the fixed effect parameters
and prior information about both $\theta$ and $\bar{\beta}$ is required. The
estimators will have minimum norm properties dependant on the prior
information.

For $\theta$ a prior value $s$, such that $V(s)$ is p.d., is required,
and for $\bar{\beta}$ a prior mean $b$ and p.d. dispersion $K_1$ can be
incorporated. \hspace{1cm} (4.107)
The mean is used to transform the model according to $y = X\bar{\beta}$. The
dispersion is used via its inverse $K$, which is a precision matrix and
is used with the norm (4.70) or (4.74), to weight the contribution of
the fixed effect parameters.

If $A$ satisfies the conditions for unbiasedness:

\[ X'AX = 0, \quad \text{tr}(AV_1) = h_1 \] \hspace{1cm} (4.108)

then the squared norm (4.74) becomes:

\[
\text{tr}((\Lambda(s)\Lambda(s) - T)(\Lambda(s)\Lambda(s) - T) \\
+ 2\text{tr}(\Lambda(s)AXX'\Lambda(s)))
\] \hspace{1cm} (4.109)

Terms involving $T$ in the expansion of (4.109) do not depend on $A$, as
at (4.75) - (4.76), because of the unbiasedness conditions (4.108).

Also, because $X'AX = 0$ we can write the terms of (4.109), which do
not contain $T$ as:
\[ \text{tr}((V(s) + XX') A (V(s) + XX')A) = \text{tr}(RRA) \]  

where  
\[ R = (V(s) + XX') \]
R is p.d. because \( V(s) \) is p.d. and XXX' n.n.d. Hence the quantity to be minimized over \( A \) satisfying (4.108) is (4.110).

Pringle (1974) gives an explicit expression for \( A^* \), the \( A \) matrix which minimizes (4.110), provided \( Q(U,h) \) is non-empty:

\[ A^* = \sum_{i=1}^{r} R^{-1}(V_i - P(R)V_i^TP(R))R^{-1} \]  

(4.111)

where  
\[ P(R) = X(X'R^{-1}X)X'R^{-1}, \quad R = (V(s) + XX') \]
\( \lambda \) is any solution of \( H(U,R)_x = h \)
\[ H(U,R) = \text{tr}(R^{-1}(V_i - P(R)V_i^TP(R))R^{-1}V_j)) \]
which has the same column space as \( H(U,H^*) \) and \( H(U,s) \) of (4.7 to 4.12).

Clearly \( \chi'A^*\chi \in Q(U,h) \) because  
\[ \text{tr}(A^*V_i) = h_i \quad (\text{since} \quad H(U,R)\lambda = h) \]
and  
\[ X'A^*X = 0 \quad (\text{since} \quad X'R^{-1}P(R) = X'R^{-1} \quad \text{and} \quad P(R)R^{-1}X = R^{-1}X) \]

If \( A \) is any other symmetric matrix satisfying (4.108), then  
\[ A = A^* + B \quad \text{with} \quad B \neq 0 \quad \text{and} \]
\[ \text{tr}(BV_i) = \text{tr}(AV_i) - \text{tr}(A^*V_i) = 0 \]
and  
\[ X'BX = X'A^*X - X'A^*X = 0 \]
Therefore (4.110) can be written as:

\[ \text{tr}(RARA) = \text{tr}(RA^*RA^*) + 2\text{tr}(RA^*RB) + \text{tr}(RB^*RB) \]

but

\[ \text{tr}(RA^*RB) = \sum_{i,j} \left((V_i - P(R)V_i P(R)'B) \right) \]

\[ = \sum_{i,j} \left(\text{tr}(V_i B) - \text{tr}(V_i P(R)'BP(R))\right) = 0 \]

Also \( \text{tr}(RB^*RB) > 0 \) since \( R \) is p.d. and therefore \( A^* \) is optimal.

\[ \text{MINQE}(U) \text{ given } s, b \text{ and } K \text{ is independent of the model structure, (4.67) or (4.71), and of the natural estimator, } T \text{ or } D, \]

but not of the prior precision \( K \) in the norm (4.70) or (4.74).

\( K \) weights the contribution of prior knowledge about \( \theta \) relative to \( \theta \) in the minimum norm criterion.

\[ \text{MINQE}(U) \text{ given } s, b \text{ and } K \text{ of } \gamma = h'\theta \text{ is:} \]

\[ \gamma = \sum_{i,j} \left(V_i - P(R)V_i P(R)'\right) \left(R^{-1}(V_i B) - \text{tr}(V_i P(R)'BP(R))\right) = 0 \]

where

\[ \lambda \text{ is a solution to } H_u(R)\lambda = h, \]

\[ R = (V(s) + XXX') \]

and

\[ H_u(R) = (\text{tr}(R^{-1}(V_i - P(R)V_i P(R)'R^{-1}V_j)) \]

If \( K = 0 \), then \( R = V(s) \) and \( \text{MINQE}(U) \) coincides with \( \text{INVUE} (4.33) \) for normal models.

We can write \( \gamma \) as \( h'\hat{\theta} \) where \( \hat{\theta} \) is any solution to:

\[ H_u(R)\hat{\theta} = \gamma \]

(4.113)

where

\[ \gamma = (V_i - Xh)^{-1}(V_i - P(R)V_i P(R)')(R^{-1}(V_i - Xh)) \]

\[ i=1,2,...q \]

(4.114)
Starting with $\hat{\beta}_0 = b$ and $\hat{\theta}_0 = s$ we can establish an iterative process using (4.113) and

$$\hat{\beta}_{i+1} = (X' V (\hat{\theta}_{i-1})^{-1}X')^{-1} X' V (\hat{\theta}_{i-1})^{-1} Y$$

(4.115)

If this converges to a value in the parameter space, it is called the iterated MINQE(U), IMINQE(U).

Variants of MINQE(U) are derived by taking $K$ to be $r^2 I$ or equivalently assuming $\beta$ to have prior distribution with mean $b$ and covariance $(1/r^2)I$. The resulting estimator (4.111) is called $r$-MINQE(U).

In an attempt to eliminate the influence of the fixed effects on the estimator, $\infty$-MINQE(U) was defined, (Kleffe 1977b), as the limiting $r$-MINQE(U), as $r$ tends to infinity when this limit exists. Rao, C.R. and Kleffe (1980), report that $\infty$-MINQE(U) coincides with MINQE(U,I), (4.81), when the latter exists. (4.116)

4.3.6. MINQE without Unbiasedness.

If we restrict attention to quadratic estimating functions, but do not require unbiasedness for $\gamma = h' \theta$, we still have three estimator classes of interest, (4.2), (4.15) and (4.18):

$$Q = \{y' A \ y : \ A \text{ symmetric (} A = A') \}$$

$$Q(\text{PU}) = \{y' A \ y : \ A = A' \text{ and } X' A X = 0 \}$$

and

$$Q(I) = \{y' A \ y : \ A = A' \text{ and } A X = 0 \}$$

The optimal solution to the minimum norm criterion over these classes, does however, depend on the choice of model structure and the natural estimator, because we no longer have the condition $\text{tr}(AV_i) = h_i, i = 1, 2, q$, ...
which made terms in the expansion of the norm involving the natural estimators $T$ or $D$ become independent of $A$.

In effect, without unbiasedness MINQE takes into account the structure of the error term in the model (2.16), through the use of this structure in deriving the natural estimator, (4.68). We have, therefore, two cases to consider: One with the structured model (4.67) and natural estimator $D$ of (4.68) and one with general model (4.71) and natural estimator $T$ of (4.73).

However, noting that $U^*$ is a square root of $V(s)$ in the sense that $V(s) = U^*U^{**}$ in the same way that $V(s) = \Lambda(s)\Lambda(s)$, we can write $C$ for $U^*$ or $\Lambda(s)$ and $E$ for $D$ or $T$ in (4.70) and (4.74). Then the norm to be minimized is:

$$\begin{bmatrix} C'AC - E, C'AX \\ X'AC & X'AX \end{bmatrix}^2$$

$$= \text{tr}(V(s)AV(s)A) - \text{tr}(C'ACE) - \text{tr}(EC'AC)$$

$$+ \text{tr}(EE) + \text{tr}(V(s)AXXX'A) + \text{tr}(X'AV(s)XX)$$

$$+ \text{tr}(X'AXXX'AXX) \quad (4.117)$$

This is minimized at $A^*$ in the unrestricted class of symmetric matrices if and only if the cross product terms in the expansion, (4.117) vanish for all symmetric $B$.

$A^*$, which satisfies this condition is given by:

$$A^* = (V(s) + XX')^{-1}C \text{EC'}(V(s) + XX')^{-1} \quad (4.118)$$

We note that:

$$\{A: A = A', X'AX = 0\} = \{B - P(s)'BP(s): B = B'\} \quad (4.119)$$

and

$$\{A: A = A', AX = 0\} = \{N(s)BN(s): B = B'\} \quad (4.120)$$
where
\[ P(s) = X(X'V(s)^{-1}X)^{-1}X'V(s)^{-1} \]
and
\[ N(s) = V(s)^{-1}(I - P(s)). \]

Hence, by substituting \( A^* + B - P(s)'BP(s) \) or \( A^* + N(s)BN(s) \) for \( A \) in the expansion (4.117) and equating the cross product terms to zero, we can obtain expressions for the optimal \( A^* \) in the classes \( Q(PU) \) and \( Q(I) \). These are:

\[ A^*(PU) = (V(s) + XXX')^{-1}(CEC' - P(s)CEC'P(s)'V(s) + XXX')^{-1} \quad (4.121) \]
and
\[ A^*(I) = N(s)CEC'N(s) \quad (4.122) \]

Then \( \text{MINQE} \) of \( h' \theta \) given \( s, b \) and \( K \) in the class \( Q \) is:
\[ (y' - xb)' A^*(y' - xb) \quad \text{for } A^* \text{ of (4.118)}, \quad (4.123) \]

\( \text{MINQE}(PU) \) of \( h' \theta \) given \( s, b \) and \( K \) in the class \( Q(PU) \) is:
\[ (y' - xb)' A^*(PU)(y' - xb) \quad (4.124) \]
and \( \text{MINQE}(I) \) of \( h' \theta \) given \( s \), in the class \( Q(I) \) is:
\[ y' A^*(I)y \quad (4.125) \]
which is independent of \( b \) and \( K \).

In the structured model (4.67), with natural estimator \( E = D \) of (4.68), we note that:
\[ CEC' = U^*DU'^* = \Sigma d_i V_i \quad (4.126) \]
where
\[ d_i = s_i^2 h_i / q_i \]

In the general model, (4.71) with natural estimator \( T \) of (4.73),
\[ \text{CEC}_i = \Lambda^T \Lambda(s) = \sum \lambda_i^* v_i \]  
(4.127)

where \( \lambda^* \) is any solution to \( H(s) \lambda^* = h \)  
and \( H(s) = (\text{tr}(V^{-1}(s)U_j V(s)^{-1}v_j)) \)

Hence MINQE without unbiasedness incorporates the knowledge of structure of the error term in the model through the choice of natural estimator.

From (4.125) and (4.126) we can obtain an expression for the MINQE(I) of \( \theta \) in the structured model (2.16) as:
\[
\hat{\theta} = \text{diag}(s_i^2/q_i, \ i=1,2...q) \cdot r_{U,l}(s) \quad (4.128)
\]

where
\[
r_{U,l}(s) = (y'N(s)V_i N(s)y, \ i=1,2...q)' \]

For the general model (2.1), using (4.121), we can write the MINQE(I) of \( \theta \) as:
\[
\hat{\theta} = H(s) \hat{\theta} = r_{U,l}(s) \quad (4.129)
\]

Both (4.128) and (4.129) suggest an iterative procedure -
\[
\text{IMINQE(I)} \quad \text{defined by setting} \quad s = \hat{\theta}_0.
\]

(4.130)

In section 5.1.2, we see that \( \text{IMINQE(I)} \) defined (4.129) is the maximum likelihood estimator under normality. The difference between (4.128) and (4.129) illustrates a failure on the part of maximum likelihood, to take account of the structure in structured variance component models.

given $s$, $b$ and $K$ and $MINQE(I)$ given $s$ are non-negative for non-negative functions $h^0$.

4.4. Minimum Norm Estimates of Variance Components for Example Data Sets

Minimum norm estimates of the variance components were calculated for the example data sets, described in 2.7. Estimates with unbiasedness and invariance properties, were calculated using the algorithm of 4.2.4.

4.4.1. Data Set 1.

As with the estimates obtained by Henderson's Method III, 3.4.1., all variates except LENB had negative estimates of variance components, both for MINQE(U,I) and MINQEl(U,I). For variable LENB the estimates were;

Table (4.1): Minimum Norm Estimates of Variance Components for Variable LENB of Data Set 1.

<table>
<thead>
<tr>
<th>COMPONENT</th>
<th>MINQE(U,I)</th>
<th>MINQEl(U,I)</th>
<th>IMINQE(U,I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIRE</td>
<td>35.945</td>
<td>34.805</td>
<td>36.646</td>
</tr>
<tr>
<td>SIRE X DBRD</td>
<td>60.067</td>
<td>52.901</td>
<td>55.293</td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>756.300</td>
<td>759.226</td>
<td>758.485</td>
</tr>
</tbody>
</table>
The IMINQE(U,I) estimates for variable LENB, converged after four iterations of (4.84), starting with the MINQEL(U,I) estimates. Exactly the same values were obtained with the marginal maximum likelihood method. Table (5.1).

4.4.2. Data Set 2.

For the data generated to follow the model for the cattle breeding experiment, better results were obtained. The minimum norm estimates for the ten variables are given in Table (4.2).

Table (4.2). Minimum Norm Estimates of Variance Components for Data Set 2.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>COMPONENT</th>
<th>MINQEO(U,I)</th>
<th>MINQEL(U,I)</th>
<th>IMINQE(U,I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIRE</td>
<td>13.814</td>
<td>15.384</td>
<td>15.425</td>
<td></td>
</tr>
<tr>
<td>SIRE X DBRD</td>
<td>2.198</td>
<td>1.931</td>
<td>1.935</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>8.662</td>
<td>8.222</td>
<td>8.221</td>
<td></td>
</tr>
<tr>
<td>SIRE</td>
<td>4.263</td>
<td>5.337</td>
<td>5.260</td>
<td></td>
</tr>
<tr>
<td>SIRE X DBRD</td>
<td>2.547</td>
<td>2.849</td>
<td>2.858</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>9.763</td>
<td>9.278</td>
<td>9.280</td>
<td></td>
</tr>
<tr>
<td>SIRE</td>
<td>7.674</td>
<td>9.250</td>
<td>9.200</td>
<td></td>
</tr>
<tr>
<td>SIRE X DBRD</td>
<td>3.934</td>
<td>3.322</td>
<td>3.411</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>9.126</td>
<td>8.802</td>
<td>8.797</td>
<td></td>
</tr>
<tr>
<td>SIRE</td>
<td>9.847</td>
<td>9.908</td>
<td>9.910</td>
<td></td>
</tr>
<tr>
<td>SIRE X DBRD</td>
<td>3.258</td>
<td>3.015</td>
<td>3.034</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>8.657</td>
<td>8.731</td>
<td>8.730</td>
<td></td>
</tr>
</tbody>
</table>

Table (4.2) contd.
Table (4.2) contd.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>COMPONENT</th>
<th>MINQUE(U,I)</th>
<th>MINQEL(U,I)</th>
<th>IMINQE(U,I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIRE</td>
<td>5.240</td>
<td>5.162</td>
<td>5.154</td>
<td></td>
</tr>
<tr>
<td>5 SIRE X DBRD</td>
<td>4.095</td>
<td>3.941</td>
<td>3.967</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>8.323</td>
<td>8.405</td>
<td>8.403</td>
<td></td>
</tr>
<tr>
<td>SIRE</td>
<td>7.462</td>
<td>7.995</td>
<td>7.885</td>
<td></td>
</tr>
<tr>
<td>6 SIRE X DBRD</td>
<td>0.895</td>
<td>0.795</td>
<td>0.918</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>9.136</td>
<td>8.982</td>
<td>8.968</td>
<td></td>
</tr>
<tr>
<td>SIRE</td>
<td>8.061</td>
<td>8.864</td>
<td>8.871</td>
<td></td>
</tr>
<tr>
<td>7 SIRE X DBRD</td>
<td>5.257</td>
<td>4.533</td>
<td>4.550</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>7.162</td>
<td>7.154</td>
<td>7.152</td>
<td></td>
</tr>
<tr>
<td>SIRE</td>
<td>28.048</td>
<td>25.780</td>
<td>25.732</td>
<td></td>
</tr>
<tr>
<td>8 SIRE X DBRD</td>
<td>2.563</td>
<td>2.805</td>
<td>2.792</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>7.124</td>
<td>7.940</td>
<td>7.942</td>
<td></td>
</tr>
<tr>
<td>SIRE</td>
<td>4.887</td>
<td>4.212</td>
<td>4.231</td>
<td></td>
</tr>
<tr>
<td>9 SIRE X DBRD</td>
<td>3.596</td>
<td>4.039</td>
<td>4.016</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>7.813</td>
<td>7.876</td>
<td>7.877</td>
<td></td>
</tr>
<tr>
<td>SIRE</td>
<td>19.659</td>
<td>17.004</td>
<td>16.915</td>
<td></td>
</tr>
<tr>
<td>10 SIRE X DBRD</td>
<td>1.528</td>
<td>1.302</td>
<td>1.390</td>
<td></td>
</tr>
<tr>
<td>RESIDUAL</td>
<td>6.996</td>
<td>8.000</td>
<td>7.993</td>
<td></td>
</tr>
</tbody>
</table>

The IMINQE(U,I) values agreed with the marginal maximum likelihood estimates, computed with programme BMDP3V (Dixon and Brown (1977)).
4.4.3. Data Set 3.

For the small generated data set of 2.7.3, the minimum norm estimates, like the Henderson Method, III estimates, 3.4.3, had numerous negative values. The negative values prevented convergence of the iterative scheme (4.84), for IMINQE(U,I).

Table (4.3). Minimum Norm Estimates of Variance Components for Data Set 3.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>ESTIMATOR</th>
<th>VARIANCE COMPONENT FOR:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R1</td>
</tr>
<tr>
<td></td>
<td>MINQEL(U,I) 43.630</td>
<td>25.083</td>
</tr>
<tr>
<td>2</td>
<td>MINQEO(U,I) 22.151</td>
<td>21.841</td>
</tr>
<tr>
<td></td>
<td>MINQEL(U,I) 27.086</td>
<td>20.094</td>
</tr>
<tr>
<td>3</td>
<td>MINQEO(U,I) 25.945</td>
<td>-10.052</td>
</tr>
<tr>
<td></td>
<td>MINQEL(U,I) 4.559</td>
<td>16.516</td>
</tr>
<tr>
<td>6</td>
<td>MINQEO(U,I) 86.940</td>
<td>18.571</td>
</tr>
<tr>
<td></td>
<td>MINQEL(U,I) 58.329</td>
<td>16.622</td>
</tr>
<tr>
<td>7</td>
<td>MINQEO(U,I) 30.049</td>
<td>43.450</td>
</tr>
</tbody>
</table>

Table (4.3) contd.
Table (4.3) contd.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>ESTIMATOR</th>
<th>VARIANCE COMPONENT FOR:</th>
<th>R1</th>
<th>R2</th>
<th>R1 X F</th>
<th>R1 X R2</th>
<th>RESIDUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>R1</td>
<td>R2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MINQEL(U,I)</td>
<td>34.005</td>
<td>3.239</td>
<td>-0.552</td>
<td>1.541</td>
<td>21.114</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>MINQE(U,I)</td>
<td>84.012</td>
<td>14.212</td>
<td>-5.389</td>
<td>6.388</td>
<td>11.182</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MINQEL(U,I)</td>
<td>59.474</td>
<td>15.506</td>
<td>6.891</td>
<td>11.180</td>
<td>11.328</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>MINQE(U,I)</td>
<td>21.348</td>
<td>13.262</td>
<td>-0.971</td>
<td>-11.094</td>
<td>28.471</td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER 5

Maximum Likelihood Methods of Variance Component Estimation in Normal Models.

Maximum likelihood estimation of variance components was examined by Hartley and Rao, J.N.K. (1967) and reviewed by Harville (1977). Apart from the appeal of the principle, it produces estimators with desirable properties. In particular, the maximum likelihood estimators (MLEs) are constrained to lie in the parameter space and hence positive parameters can only have positive estimates. Thus, at least conceptually, one major problem of other estimating methods is overcome.

When a theoretically tractable and practically applicable notion of a limit of size for variance component models is available, the MLEs also have the desirable property of sufficiency, consistency and limiting normality. Hartley and Rao, J.N.K. (1967) and Miller (1977), used different notions of the limit to obtain these results. Where these limit definitions are applicable to specific models, the ML approach provides some measure of the variance of the estimators through Fisher's information matrix.

Drawbacks of the ML approach are computational difficulties, the fact that the estimators may be unacceptably biased in some cases and the requirement for assuming normality in the model.
The computational problems stem from two sources. Firstly, maximizing the likelihood is a constrained non-linear optimization problem. The constraints are just that the solution must lie in the parameter space. The very feature of ML that allows conceptual solution of the negative estimators problem now becomes a computing problem. Secondly, no closed form solution seems available, except for balanced models and so iterative techniques are required. Further, evaluation of the likelihood requires the inverse of the covariance matrix. This problem has been overcome to some extent for structured models with residual errors, through the development of the W-algorithm, section 4.3.3. Jennrich and Sampson (1976) review the computing methods available and have produced a programme, BMDP3V, which works for a commonly used range of models, (Dixon and Brown (1977)).

The problem of unacceptable bias in MLEs for some models can be viewed as a failure of the technique to take account of uncertainty about the fixed effect parameters. Patterson and Thompson (1971 and 1974) and later, Corbeil and Searle (1976a) suggested maximizing the marginal or integrated likelihood of the variance components, MMLE. This technique seems to perform well in practice, Corbeil and Searle (1976b).

Evidence of robustness of the MLRs and MMLEs to non-normality, comes from the observation that cases of
iterated minimum norm techniques produce the same estimating equations for non-normal models as MLEs and MMLEs do for normal cases.


We assume the response in model (2.1) follows the normal distribution:

\[ \mathbf{y} = \mathbf{X}\beta + \mathbf{e}, \quad \text{Cov}(\mathbf{y}) = \Sigma = \Sigma_1 I = \mathbf{V} \]  

(5.1)

\[ \mathbf{y} \sim \mathcal{N}(\mathbf{X}\beta, \mathbf{V}(\theta)), \quad \beta \in \Omega_\beta, \quad \theta \in \Omega_\theta \]  

(5.2)

We also assume \( \mathbf{V}(\theta) \) is p.d. for all \( \theta \in \Omega_\theta \), but no assumption is made about the sign of \( \theta \) in this model.

The log likelihood function of \( \beta \) and \( \theta \) for this model is derived from (2.5) as:

\[ L(\hat{\beta}, \hat{\theta} | \mathbf{y}) = -\frac{1}{2} \log(2\pi) - \frac{1}{2} \log(\det(\mathbf{V}(\theta))) - \frac{1}{2}(\mathbf{y} - \mathbf{X}\hat{\beta})' \mathbf{V}(\theta) (\mathbf{y} - \mathbf{X}\hat{\beta})^{-1} \]  

(5.3)

and the MLE of \( \beta \) and \( \theta \) is the value \( (\hat{\beta}, \hat{\theta}) \)
such that \( \hat{\beta} \in \Omega_\beta \) and \( \hat{\theta} \in \Omega_\theta \) and

\[ L(\hat{\beta}, \hat{\theta} | \mathbf{y}) \geq L(\tilde{\beta}, \tilde{\theta} | \mathbf{y}) \quad \text{for all} \ (\tilde{\beta}, \tilde{\theta}) \in \Omega_\beta \times \Omega_\theta \]  

(5.4)

5.1.1. The Maximum Likelihood Equations.

The general procedure for obtaining expressions for the MLEs, \( \hat{\beta} \) and \( \hat{\theta} \) of (5.4), is to equate the first order partial derivatives of the log likelihood (5.2) to zero.
This gives the set of maximum likelihood equations: (from A.6h).

\[ x' V(\hat{\theta})^{-1} \hat{x} = x' V(\hat{\theta})^{-1} y \]  
(5.5)

and

\[ \text{tr}(V(\hat{\theta})^{-1}v_i) = (y-x\hat{\theta})' V(\hat{\theta})^{-1} v_i v(\hat{\theta})^{-1} (y-x\hat{\theta}) \]  
(5.6)

\[ i=1, 2, \ldots, q \]

When these equations are all satisfied by values \( \hat{\beta} \) and \( \hat{\theta} \), such that \( (\hat{\beta}, \hat{\theta}) \in \hat{\Omega}_n \times \hat{\Omega}_q \), then \( \hat{\beta} \) and \( \hat{\theta} \) are the MLEs.

Attempts to write (5.5) and (5.6) as explicit expressions for \( \hat{\beta} \) and \( \hat{\theta} \) fail. However, writing \( \hat{\beta}(\hat{\theta}) \) as a solution to (5.5) for given \( \hat{\theta} \), we have

\[ \hat{x}(\theta) = x (x' V(\theta)^{-1} x)^{-1} x' V(\theta)^{-1} y = P(\theta)^{-1} y \]  
(5.7)

and substituting this for \( x \) in (5.6), while noting that

\[ \text{tr}(V(\theta)^{-1}v_i) = \text{tr}(V(\hat{\theta})^{-1} v_i v(\theta)^{-1} v(\hat{\theta})) \]

\[ = \sum_{j=1}^{q} \text{tr}(v_i v(\theta)^{-1} v_j) \]  
(5.8)

we obtain:

\[ H(\theta) = \mathbb{E}_y, I(\theta) \]  
(5.9)

where

\[ H(\theta) = (\text{tr}(V(\theta)^{-1} v_i v(\theta)^{-1} v_j)) \]  
(5.10)

\[ \mathbb{E}_y, I(\theta) = (y' N(\theta) v_i N(\theta) v_j, i=1, 2, \ldots, q) \]  
(5.11)

Equations (5.7) and (5.9) suggest an iterative procedure for obtaining MLEs, provided the system converges to values in the parameter space.
5.1.2. Properties of the Maximum Likelihood Equations.

The MLE of \( \hat{\theta} \), is invariant to translations of \( y \) by \( X \beta \) for any \( \beta \in \Omega \), since from (5.11) it is a function of a maximal invariant \( N(\hat{\theta}) \mathbf{y} \) (4.16). In fact (5.9) is identical to equation (4.129), which was the basis for defining \( \text{IMINQE}(I) \) and hence in normal models \( \text{IMINQE}(I) \) is MLE.

When \( \theta \) is identifiable, that is, when \( \{ v_1 \ldots v_q \} \) are independent, 2.1.1, \( H(\theta) \) of (5.10) has full rank, since \( H_I(\theta) = T \Gamma' \), where \( T, q \times n^2 \) has ith row \( \text{Vec'}(v_i v(\theta)^{-1}) \) and \( \{ v_1 \ldots v_q \} \) independent implies \( v_1 v(\theta)^{-1} \ldots v_q v(\theta)^{-1} \) is independent and so \( \text{rank}(H(\theta)) = \text{rank}(T) = q \). In this case, the iterative procedure for solving (5.9) can be written as:

\[
\hat{\theta}_{i+1} = H(\hat{\theta}_i)^{-1} \mathbf{s}_{U,I}(\hat{\theta}_i)
\]  

One difficulty with the ML equations reported in Rao, C.R. (1979) is that even when \( \theta \) is identifiable in the model (5.1), it may not be in the model for a maximal invariant. For example, in the model (4.23), \( V_1 \) and \( V_2 \) are independent, but \( NV_1 N = NV_2 N \). In such cases, the likelihood function does not have a maximum and solutions to (5.12) exhibit functional relationships, which may not hold for the true parameter values.

The MLEs are biased since, if (5.9) holds

\[
E(s_{U,I}(\hat{\theta})) = H_{U,I}(\hat{\theta})' \hat{\theta} \neq H(\hat{\theta}) \hat{\theta}
\]  

(5.13)
where

\[ H_{U,I}(\theta) = (\text{tr}(N(\theta) V_1 N(\theta) V_j)) \]

and

\[ H(\theta) = (\text{tr}(V(\theta)^{-1} v_i V(\theta)^{-1} v_j)) \]

If we define an estimator by equating \( X_{U,I}(\theta) \)
(5.11) to its expected value after the spirit of the ANOVA
estimators, we obtain:

\[ X_{U,I}(\theta) = H_{U,I}(\theta) \theta \]

(5.14)

which is identical to (4.84), the defining equation for
\( \text{MINQE}(U,I) \) and will be seen to be the marginal maximum
likelihood equations.

5.1.3. The Information Matrix for MLEs.

One means of getting an estimate of the precision
of the MLEs, is via Fisher's Information Matrix, which is
the inverse covariance matrix of the limiting distribution
of the MLEs. The notion of limits is difficult to formalize
in variance component models and it is not known in what
circumstances of model or data size the use of the Informa-
tion Matrix is justified.

Searle (1970) derives the Information Matrix as:

\[
I \left( \begin{array}{c}
\theta \\
\theta \\
\end{array} \right) = \left[ \begin{array}{cc}
X'V(\theta)^{-1}X & 0 \\
0 & I(\theta) \\
\end{array} \right]
\]

(5.15)

where

\[ I(\theta) = \frac{1}{2} (\text{tr}(V(\theta) V_1 V(\theta) V_j)) = \frac{1}{2} H(\theta) \]

(5.16)
This follows from the definition of the information matrix: the negative expectation of the second order partial derivatives. The derivatives are given in (A.6h).

5.1.4. Computation of MLEs in Structural Models having a Residual Error.

Since closed form solutions to the ML equations are only available for some balanced models, iterative techniques must be used. These techniques require the inversion of the covariance matrix at each step. The computational burden of this requirement limits the practical application of ML to structural models with residual errors, where inversion via (4.88) and the W-algorithm of section 4.3.3. are available.

Several techniques for solving the equations (5.7) and (5.9) are available. The most direct, is to iterate (5.9) and update (5.7), at each cycle. Miller (1979), shows this method to be related to the Fisher Scoring Algorithm, but reports difficulty in imposing the non-negativity constraints and ensuring that, when the system converges to a feasible solution, it is a maximum of the likelihood function.

Hartley and Rao (1967), Hartley and Vaughn (1972) and Hemmerle and Hartley (1973), proposed schemes, while developing the W-Transformation, which are essentially hybrids
of two classical methods of non-linear optimization: the Newton-Raphson and Fisher Scoring Algorithms. Jennrich and Sampson (1976) and Hemmerle and Downs (1978), compare and develop hybrids of these two methods, which appear to work well on many models. Jennrich and Sampson (1978) discuss the combination of the two basic algorithms into a programme BMDP3V (Dixon (1977)). This programme takes advantage of the scoring algorithm's ability to correct poor initial values, and the Newton-Raphson ability to use the quadratic form of the log likelihood to converge quickly from good approximate values.

We consider computation of the components required for both algorithms. The Structured Model with residual error (2.23) has form:

\[ \mathbf{y} = \mathbf{X}\beta + \mathbf{U}_1\mathbf{v}_1 + \mathbf{U}_2\mathbf{v}_2 + \ldots + \mathbf{U}_{q-1}\mathbf{v}_{q-1} + \mathbf{e} \]  
(5.17)

\[ = \mathbf{X}\beta + \mathbf{U}\mathbf{v} + \mathbf{e} \]  
(5.18)

where

\[ \text{Cov}(\mathbf{y}) = \mathbf{V}(\bar{\theta}) = \mathbf{H}(\mathbf{y}) \]

\[ \mathbf{H}(\mathbf{y}) = \mathbf{U}\mathbf{D}(\mathbf{y})\mathbf{U}' + \mathbf{I}_n \]

\[ \mathbf{D}(\mathbf{y}) = \text{diag}(\gamma_1\mathbf{I}_{q_1}, i=1,2,...,q-1) \]

\[ \mathbf{y} = (\theta_1/\theta_q, \theta_2/\theta_q, ..., \theta_{q-1}/\theta_q)' \]  
(5.19)

If the values of \( \bar{\beta} \) and \( \bar{\theta} \) at the start of any iteration are \( h \) and \( s \),

let \( \mathbf{c} = (s_1/s_q, ..., s_{q-1}/s_q)' \) be the value for \( \mathbf{y} \). As in the
description of the \( W \)-Transformation, 4.3.3, we write \( H \)
and \( D \) interchangeably with \( H(c) \) and \( D(c) \).

Starting with \( b, s \) and \( W_0 \) of (4.89), the \( W \)-
Transformation produces \( W_1 \) (4.90), which is easily
transformed to \( W_2 \):

\[
W_2 = \begin{bmatrix}
U'\bar{H}^{-1}U & U'\bar{H}^{-1}X & U'\bar{H}^{-1}z \\
X'\bar{H}^{-1}U & X'\bar{H}^{-1}X & X'\bar{H}^{-1}z \\
z'\bar{H}^{-1}U & z'\bar{H}^{-1}X & z'\bar{H}^{-1}z
\end{bmatrix}
\]

(5.20)

where: \( z = y - xb \) and the transformation is accomplished
via:

\[
z'\bar{H}^{-1}U = y'\bar{H}^{-1}U - b'x'\bar{H}^{-1}U \\
z'\bar{H}^{-1}X = y'\bar{H}^{-1}X - z'x'\bar{H}^{-1}X \\
\]

and

\[
z'\bar{H}^{-1}z = y'\bar{H}^{-1}y - 2b'x'\bar{H}^{-1}y + b'x'\bar{H}^{-1}xb
\]

(5.21)

Noting that \( V(\theta) = \theta H(y) \) and using A.5a) and b), \( W_2 \)
provides all components necessary to evaluate the log
likelihood (5.3) and its first and second order derivatives.
Hence the equations for the next estimated values and the
information matrix (5.15) can be established from \( W_2 \).

We make the following notational definitions for
the arrays of first and second order partial derivatives of
the log likelihood evaluated at \( b \) and \( s \):
<table>
<thead>
<tr>
<th>NOTATION</th>
<th>ORDER OF</th>
<th>DERIVATIVE</th>
<th>DERIVATIVE WITH RESPECT TO</th>
<th>MATRIX SIZE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_b$</td>
<td>1</td>
<td>$\theta$</td>
<td>$p \times 1$</td>
<td></td>
</tr>
<tr>
<td>$R_s$</td>
<td>1</td>
<td>$\theta$</td>
<td>$q \times 1$</td>
<td></td>
</tr>
<tr>
<td>$S_{bb}$</td>
<td>2</td>
<td>$\theta, \theta$</td>
<td>$p \times p$</td>
<td></td>
</tr>
<tr>
<td>$S_{sb} = S_{bs}$</td>
<td>2</td>
<td>$\theta, \theta$</td>
<td>$p \times q$</td>
<td></td>
</tr>
<tr>
<td>$S_{ss}$</td>
<td>2</td>
<td>$\theta, \theta$</td>
<td>$q \times q$</td>
<td></td>
</tr>
</tbody>
</table>

$E_{SS} = \text{Expectation of } S_{\theta, \theta}$ $q \times q$

(5.22)

The forms of the derivatives are in (A.6h) and using the property $\bar{H}^1(Y) = \theta q \bar{V}(\theta)^{-1}$ A.5 a) and b) and noting that $V_i = U_i U_i^T$ and $V_q = I$, we may calculate these components as follows:

$$R_b = \frac{1}{s_q} x' \bar{H}^1 z$$

(5.23)

$$R_s = \frac{1}{2s_q^2} \left( (z' \bar{H}^1 U_i U_i^T \bar{H}^1 z - \text{tr}(U_i^T \bar{H}^1 U_i) \right) \text{ i=1,2...q-1}$$

and for i=q:

$$\frac{1}{2s_q^2} \left( (z' \bar{H}^1 z - z' \bar{H}^1 U_U \bar{H}^1 z - n + \text{tr}(U' \bar{H}^1 UD))$$

(5.24)

$$S_{bb} = -\frac{1}{s_q} x' \bar{H}^1 x$$

(5.25)

$$S_{bs} = -\frac{1}{s_q^2} \left( x' \bar{H}^1 U_j U_j^T \bar{H}^1 z \right) \text{ j=1,2...q-1}$$

and for j=q:

$$-\frac{1}{s_q^2} \left( x' \bar{H}^1 z - x' \bar{H}^1 U_U \bar{H}^1 z \right)$$

(5.26)
and for \( j = q \):

\[
\frac{1}{2} s_j^2 \left( \text{tr}(U_i' \bar{H}^1 U_j) - \text{tr}(U_i' \bar{H}^1 U_j \bar{H}^1 U_i) \right)
\]

and for \( i = j = q \):

\[
\frac{1}{2} s_j^2 \left( n - 2 \text{tr}(U' \bar{H}^1 U) + \text{tr}(U' \bar{H}^1 U \bar{H}^1 U) \right)
\]

\[
- \frac{1}{s_j^2} \left( z^2 \bar{H}^1 U_i + z^2 \bar{H}^1 U_i' \bar{H}^1 U_i' \bar{H}^1 U_i \right)
\]

Finally,

\[
\mathbf{S}_{ij} = \frac{1}{2} s_j^2 \left( \text{tr}(U_i' \bar{H}^1 U_j) - \text{tr}(U_i' \bar{H}^1 U_j \bar{H}^1 U_i) \right) \quad i, j = 1, 2, ..., q - 1
\]

and for \( j = q \):

\[
\frac{1}{2} s_j^2 \left( n - 2 \text{tr}(U' \bar{H}^1 U) + \text{tr}(U' \bar{H}^1 U \bar{H}^1 U) \right)
\]

\[
- \frac{1}{s_j^2} \left( z^2 \bar{H}^1 U_i + z^2 \bar{H}^1 U_i' \bar{H}^1 U_i' \bar{H}^1 U_i \right)
\]

Having calculated the components of (5.22), for given values of \( \beta \) and \( \delta \), the likelihood can be evaluated and new estimates of the parameters computed so as to increase the likelihood by either of two standard methods.

a) The Newton Raphson Algorithm:

This algorithm computes new estimates \( b_1 \) and \( s_1 \) from \( b \) and \( s \), according to:

\[
b_1 = b - \delta \quad \text{and} \quad s_1 = s - \delta
\]

where \((\delta, \delta')\) is the solution to:

\[
\begin{bmatrix}
S_{bb} & S_{bs} \\
S_{sb} & S_{ss}
\end{bmatrix}
\begin{bmatrix}
\delta_b \\
\delta_s
\end{bmatrix}
= \begin{bmatrix}
\mathbf{E}_b \\
\mathbf{E}_s
\end{bmatrix}
\]
b) The Fisher Scoring Algorithm.

This method computes the new estimates \( \hat{b}_1 \) and \( \hat{s}_1 \) as:

\[
\hat{b}_1 = b - \hat{\delta}_b \quad \text{and} \quad \hat{s}_1 = s - \hat{\delta}_s
\]

where

\[
(\hat{\delta}_b \ ' \hat{\delta}_s)'
\]

is the solution to:

\[
\begin{bmatrix}
S_{bb} & 0 \\
0 & SS_{ss}
\end{bmatrix}
\begin{bmatrix}
\delta_b \\
\delta_s
\end{bmatrix}
= 
\begin{bmatrix}
I_b \\
I_s
\end{bmatrix}
\]

(5.32)

5.2. Marginal Maximum Likelihood Estimators in the General Normal Model - MMLE.

The maximum likelihood estimators are biased and do not reduce to the ANOVA estimators in balanced models. Corbeil and Searle (1976b), show that the bias may be considerable in models with numerous fixed effect parameters. In an attempt to remedy these 'deficiencies', Patterson and Thompson (1971) and (1974) suggested maximizing the likelihood of 'contrasts' of the response, which have zero expectation. That is, statistics of the data which are invariant to translations in the fixed effect parameters. As in 4.1.2, under the invariance principle, we need only consider maximal invariants \( B \) where \( BX = 0 \) and rank \( B \) is \( n\)-rank(\( X \)).

As noted in 5.1.2, the MLEs are also functions of
a maximal invariant and Patterson and Thompson (1974), argue that this indicates that the MLEs can contain no information about $\theta$, which is not contained in the likelihood function for a maximal invariant.

This procedure has a Bayesian justification from the point of view of marginalizing a posterior distribution over nuisance parameters, 6.1.4. In the classical approach, ordinary Lebesgue measure is used, in a Bayesian approach other measures on the parameter space might appear preferable. Hence we refer to the method as marginal maximum likelihood estimation (MMLE). It is also known as restricted or modified maximum likelihood estimation.

5.2.1. The Marginal Maximum Likelihood Equations.

If $B\tilde{y}$ is a maximal invariant (4.17), it has distribution $N(0, BV(0)B')$, since $BX = 0$. Hence the log likelihood of $B\tilde{y}$ is:

$$L_1(\theta/B\tilde{y}) = -\frac{n\log(2\pi)}{2} - \frac{\log(\det(BV(0)B'))}{2} - \frac{\gamma'B'(BV(0)B')^{-1}B\tilde{y}}{2}$$

Differentiating with respect to $\theta_i$ and setting the resulting expressions to zero, we obtain the MML Equations: (A.6i).

$$\text{tr}((BV(0)B')^{-1}B\tilde{y}, B') = \gamma'B'(BV(0)B')^{-1}B\tilde{y}, B'(BV(0)B')^{-1}B\tilde{y}$$

$$i = 1, 2, \ldots q$$

These equations are independent of the particular full rank maximal invariant used, since for any $B$ with size $(n - \text{rank}(X)) \times n$ having maximal rank and for which $BX = 0$, we have:
\[ \mathbf{B}'(\mathbf{B}'\hat{\mathbf{\theta}}\mathbf{B}')^{-1}\mathbf{B} = \mathbf{V}(\hat{\mathbf{\theta}})^{-1}(\mathbf{I}-\mathbf{X}'\mathbf{V}(\hat{\mathbf{\theta}})^{-1}\mathbf{X}')\mathbf{V}(\hat{\mathbf{\theta}})^{-1} = \mathbf{N}(\hat{\mathbf{\theta}}) \]

Searle (1979 p.27).

Hence the MML equations are:

\[ \text{tr}(\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_i) = \mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_i\mathbf{N}(\hat{\mathbf{\theta}}) \quad i=1,2,...q \]  

(5.36)

or, noting that \( \mathbf{N}(\hat{\mathbf{\theta}}) = \mathbf{N}(\hat{\mathbf{\theta}})^{-1}\mathbf{N}(\hat{\mathbf{\theta}}) \) we have:

\[ \text{tr}(\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_i) = \sum_j \text{tr}(\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_i\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_j) \]

and the equation can be written:

\[ \mathbf{H}_{U,I}(\hat{\mathbf{\theta}}) = \mathbf{r}_{U,I}(\hat{\mathbf{\theta}}) \]  

(5.37)

where

\[ \mathbf{H}_{U,I}(\hat{\mathbf{\theta}}) = (\text{tr}(\mathbf{V}_i\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_j\mathbf{N}(\hat{\mathbf{\theta}}))) \]

and

\[ \mathbf{r}_{U,I}(\hat{\mathbf{\theta}}) = (\mathbf{V}'\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_i\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_j, i=1,2,...q) \]

(5.38)

We note that equation (5.37) is just the defining equation for IMINQE(U,I) (4.84) and is unbiased in the sense that

\[ \mathbf{E}(\mathbf{r}_{U,I}(\hat{\mathbf{\theta}})) = \mathbf{H}_{U,I}(\hat{\mathbf{\theta}}). \]

The MNL equations also reduce to the ANOVA equations for balanced models. (section 5.3).

5.2.2. The Information Matrix for MMLEs.

The Fisher Information Matrix is obtained as the negative expectation of the log likelihood (5.33) and from (A.6i), is:

\[ \mathbf{I}(\hat{\mathbf{\theta}}) = \frac{1}{2} \text{tr}(\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_i\mathbf{N}(\hat{\mathbf{\theta}})\mathbf{V}_j) = \frac{1}{2} \mathbf{H}_{U,I}(\hat{\mathbf{\theta}}) \]  

(5.39)

This is the inverse of the asymptotic covariance matrix of the MMLEs. Conditions of size or design for the models, which make \( \mathbf{I}(\hat{\mathbf{\theta}}) \) a reasonable estimate of \( \mathbf{I}(\hat{\mathbf{\theta}}) \) are unknown, as in the case of the information matrix for MLEs (5.15).
5.2.3. **Computation of MMLEs in Structural Models having a Residual Error.**

Essentially the same problems are associated with computing MMLEs as were encountered with IMINQEs and MLEs. There is no closed form solution to the MMLE equations (5.37), and so iterative procedures must be used. Further, the components of the equations, or evaluation of the log likelihood, require the inversion of the covariance at each step. The computational burden of this last requirement means that MMLE is not feasible in large general models.

Rao, C.R. (1979) quotes some special cases of hierarchical classification models and orthogonal block designs where the inverse is easy to find. The most general case, however, is for structured models having a residual error (2.23), where the inversion form (4.88) and the W-transformation of 4.3.3, are available. (Corbeil and Searle (1976a)).

Direct iterative application of (5.37) does produce the MMLEs, when convergence occurs and the limit is in the parameter space. This method is a simple iteration of the MINQE(U,I) algorithm of 4.3.4. and is recommended by Miller (1979). Problems of slow convergence, due to oscillating values and difficulty in applying the parameter space constraints were encountered, as in Miller (1979).

The first of these problems is solved by detecting the occurrence of oscillation and taking a new starting value between two oscillations.
Better procedures may be to use the Newton Raphson or Fisher Scoring Algorithms to locate the maximum of the marginal likelihood, in the same way as for MLEs 5.1.4. A combination of the two is used by Jennrich and Sampson (1976) and (1978) in the programme BMDP3V (Dixon and Brown (1977)). All components required to compute the second order partial derivatives (A.6i) are available in \( W_1 \) (4.90) from the W-Transformation and \( W_2 \) (4.90) obtained from \( W_1 \) via the sweep operator.


The balanced variance component model (2.58), has the form:

\[
Y = X \beta + \varepsilon \tag{5.40}
\]

\[
\text{Cov}(Y) = \sum \omega_i Q_i = V(\omega)
\]

where

\( Q_i, i=1,2,\ldots,q \) are symmetric, idempotent and mutually orthogonal,

and \( R(X) \) is invariant to \( Q_i, i=1,2,\ldots,q \).

The parameter space \( \Omega_\omega \) is restricted by linear constraints \( C \), and the parameters of interest are linear functions of \( \omega \),

\[ \theta = B_1 \omega. \]
5.3.1. Maximum Likelihood Estimation - MLEs.

From (2.74), the log likelihood of model (5.40), with the normal distribution assumptions, is proportional to:

$$-\|X(\hat{\beta} - \beta)\|^2_{V(\omega)} - \sum_{i=1}^{q} \left( m_i \log(\omega_i) + (1/\omega_i) y'NQ_iNy \right)$$

where $m_i = \text{rank}(Q_i)$.

For each $\omega \in \tilde{\Omega}_w$ (5.41) is maximized at $\hat{\beta} = \hat{\beta} = (X'X)^{-1}X'y$

which is independent of $\omega$.

With $\hat{\beta}$ taking its maximizing value, the first term of (5.41) vanishes and the remainder is maximized for each term of the sum when:

$$\omega_i = \hat{\omega}_i = (y'NQ_iNy)/\text{rank}(Q_i)$$

(5.42)

These maximum likelihood estimators are biased by a factor of:

$$\text{tr}(NQ_i)/\text{tr}(Q_i) = (m_i - \text{tr}(PQ_i))/m_i$$

This bias can be appreciable when there are many fixed effects which results in $\text{tr}(PQ_i)$ being large.

The MLE of $\theta$ is $\hat{\theta} = B^1\hat{\omega}$

(5.43)

where $\hat{\omega}$ has elements defined by (5.42).

5.3.2. Marginal Maximum Likelihood Estimation - MMLE.

If $B$ is $n \times (n - \text{rank}(X))$ with full column rank and $B'X = 0$ then:

a) $B'y$ is a maximal invariant (4.17).

b) $B'B$ has full rank.

c) $R(B)$ is the orthogonal complement to $R(X)$ and therefore $B(B'B)^{-1}B' = N$ and $B'N = B'$, $NB = B$. (5.44)
In the model (5.40) with the normal distribution assumptions, \( B'y \sim N(0, B'V(w)B) \)

Now, \( (B'V(w)B)^{-1} = (B'B)^{-1}B'V(w)B(B'B)^{-1} \) (5.45)

and \[ \det(B'V(w)B) = \det(B'B) \det(B'B)^{-1}B'V(w)B \]

However, \( (B'B)^{-1}B'V(w)B(B'B)^{-1}B_i B = \omega_i (B'B)^{-1}B_i Q_i B \)

so that the eigenvalues of \( (B'B)^{-1}B'V(w)B \) are \( \omega_i \) with multiplicity \( \text{rank}((B'B)^{-1}B_i Q_i B) = \text{tr}((B'B)^{-1}B_i Q_i B) = \text{tr}(Q_i N) \)

because of idempotency. Hence,

\[ \det(B'V(w)B) = \det(B'B) \prod_{i=1}^{q} \omega_i^{\text{mi-ri}} \]

where \( \text{mi-ri} = \text{tr}(Q_i) - \text{tr}(PQ_i) = \text{tr}(NQ_i) \).

Thus the log likelihood is proportional to:

\[ -\sum_{i=1}^{q} \left( (\text{mi-ri}) \log(\omega_i) + \frac{1}{\omega_i} y'NQ_i N y \right) \] (5.46)

and this is maximized when:

\[ \hat{\omega}_i = \omega_i = (y'NQ_i N y) / \text{rank}(NQ_i) \] (5.47)

which is just the ANOVA estimator (3.10) and hence is the UMVUE.

The same estimators are derived from a logical Bayesian point of view in 6.1.3.
5.4. Maximum Likelihood Estimates of Variance Components for Example Data Sets.

Maximum likelihood and marginal maximum likelihood estimates for the example data sets of 2.7. were computed using the programme BMDP3V (Dixon and Brown (1977)).

5.4.1. Data Set 1.

The SIRE and SIRE X DBRD components were constrained to be zero in all variables except for LENB and MASW which had the following estimates.

Table (5.1): ML and MML Estimates of Variance Components for Variables LENB and MASW of Data Set 1.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>COMPONENT</th>
<th>ML ESTIMATES</th>
<th>MML ESTIMATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIRE</td>
<td></td>
<td>17.482</td>
<td>36.646</td>
</tr>
<tr>
<td>LENB</td>
<td>SIRE X DBRD</td>
<td>19.166</td>
<td>55.293</td>
</tr>
<tr>
<td></td>
<td>RESIDUAL</td>
<td>753.831</td>
<td>758.485</td>
</tr>
<tr>
<td>SIRE</td>
<td></td>
<td>4.793</td>
<td>24.871</td>
</tr>
<tr>
<td>MASW</td>
<td>SIRE X DBRD</td>
<td>0.</td>
<td>0.</td>
</tr>
<tr>
<td></td>
<td>RESIDUAL</td>
<td>565.151</td>
<td>576.496</td>
</tr>
</tbody>
</table>

The MML estimates for LENB agreed with the IMINQE(U,I) estimates of 4.4.1. The iterative scheme (4.84) did not converge for variable MASW.
5.4.2. **Data Set 2.**

The ML estimate for the data generated to follow the model assumed for data set 1, were in good agreement with the Henderson Method III estimates 3.4.2, and the MINQE estimates 4.4.2. The MML estimates agreed exactly with the IMINQE(U,I). estimates of Table (4.2).

**Table (5.2) ML Estimates of the Variance Components for Data Set 2.**

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VARIANCE COMPONENT FOR:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIRE</td>
</tr>
<tr>
<td>----------</td>
<td>------</td>
</tr>
<tr>
<td>1</td>
<td>9.684</td>
</tr>
<tr>
<td>2</td>
<td>3.134</td>
</tr>
<tr>
<td>3</td>
<td>5.619</td>
</tr>
<tr>
<td>4</td>
<td>6.127</td>
</tr>
<tr>
<td>5</td>
<td>3.058</td>
</tr>
<tr>
<td>6</td>
<td>4.960</td>
</tr>
<tr>
<td>7</td>
<td>57.398</td>
</tr>
<tr>
<td>8</td>
<td>16.227</td>
</tr>
<tr>
<td>9</td>
<td>2.489</td>
</tr>
<tr>
<td>10</td>
<td>10.671</td>
</tr>
</tbody>
</table>

The actual variance component values were 10.0, 3.0 and 8.0 respectively.
5.4.3. **Data Set 3.**

The ML estimators for the small generated example of 2.7.3, are given in the following table:

**Table (5.3) ML and MML Estimates of Variance Components for Data Set 3.**

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>ESTIMATOR</th>
<th>VARIANCE COMPONENT FOR:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R1</td>
</tr>
<tr>
<td>1</td>
<td>MML</td>
<td>44.482</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>31.656</td>
</tr>
<tr>
<td>2</td>
<td>MML</td>
<td>20.630</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>13.889</td>
</tr>
<tr>
<td>3</td>
<td>MML</td>
<td>24.136</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>16.711</td>
</tr>
<tr>
<td>4</td>
<td>MML</td>
<td>0.606</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>MML</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>MML</td>
<td>50.959</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>37.602</td>
</tr>
<tr>
<td>7</td>
<td>MML</td>
<td>13.362</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>10.959</td>
</tr>
<tr>
<td>8</td>
<td>MML</td>
<td>28.903</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>19.668</td>
</tr>
</tbody>
</table>

*Table (5.3) contd.*
Table (5.3) contd.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>ESTIMATOR</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MML</td>
<td>51.049</td>
<td>18.300</td>
<td>6.851</td>
<td>15.289</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>34.268</td>
<td>7.945</td>
<td>0.0</td>
<td>18.785</td>
</tr>
<tr>
<td>10</td>
<td>MML</td>
<td>29.412</td>
<td>2.256</td>
<td>10.888</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>19.521</td>
<td>0.0</td>
<td>4.446</td>
<td>0.0</td>
</tr>
</tbody>
</table>

The actual variance component values were: 30.0, 10.0, 3.0, 6.0 and 12.0 respectively.
CHAPTER 6

Bayesian Approaches to Estimation in Normal Variance Component Models.

Bayesian inferences and estimating functions have not been constructed for the covariance parameters of the general linear model, (2.1), even for the normal case.

Lindley and Smith (1972) consider Bayesian influence for the location parameters of the general linear model, assuming the covariance structure to be known. Smith (1973) extends the ideas to models with random effects represented as location parameters having a known covariance structure. No Bayesian methods of estimating this covariance structure are considered. Dempster, Rubin and Tsutakawa (1981) suggest estimating the covariance matrix of random effects by ML or MML and then using the Bayesian approach of Lindley and Smith (1973) to estimate the location parameters. They also consider an algorithm for this purpose, the E-M algorithm.

Bayesian estimation of covariance parameters has only been considered in simple models. Klotz, Milton and Zacks (1969), considered balanced one-way classification models with a quadratic loss function. Zacks (1970) considered the same model with squared error loss, but restricted the class of estimating functions to the set:

\[ \{ f(y) : f(s(y + b)) = s^2 f(y), s > 0, b \in \mathbb{R}^n \} \]

The resulting Bayes estimators are termed Bayes Equivariant Estimators.

Tiao and Box (1967), Box and Tiao (1973) and Sahai (1975), consider simple balanced classification models with non-informative
reference priors. Portnoy (1971) considers the use of scale invariant loss functions for the balanced single factor classification model.

Results for the simple models do not generalize well, but do illustrate two approaches to the problem. Firstly, restricting the model, so as to provide tractable results and secondly, restricting the class of candidate estimating functions.

Considering the first approach, that of restricting the model, Rudolph (1976) achieves the most general results by considering a balanced variance component model (2.58) without any restrictions on the variance component parameter space, which is taken to be $\mathbb{R}^q$. Classical approaches yield UMVUEs for these models. Rudolph (1976), uses the conjugate family of Normal-Gamma distributions. Rudolph's technique requires choosing a normal-gamma prior density for transformed values of the parameters of interest. The resulting posterior distribution for the variance components of interest involves an expectation, which must be evaluated for each model. The practicality of the results is severely limited by these difficulties, together with the loss of applicability, due to ignoring the constraints in the parameter space.

We will consider balanced variance component models and derive non-informative prior distributions from the logical Bayesian view developed by Villegas (1977a and b). Like Box and Tiao (1973) we ignore the constraints, while developing the prior and re-introduce them by truncating the posterior distribution. The logical prior turns out to be the same as Jeffreys' prior, used by Box and Tiao (1973), for
special cases of balanced classification models.

The second approach to Bayesian estimation, that of restricting the class of estimating functions and minimizing a Bayes risk, simplifies the problem of choosing a prior distribution in many cases because the risk associated with certain classes of functions, depends only on the first two moments of a prior distribution. Kleffe and Pincus (1974b) and Kleffe (1975) consider the structured variance component model without the assumption of normality. They show that the risk associated with unbiased quadratic estimators under squared error loss, depends only on the first two moments of the prior distribution and the first four moments of the response distribution. No readily applicable forms of the estimators appear to be available.

We will consider the general normal model and some sub-classes of quadratic estimating functions.


The balanced variance component model, (2.50), has the form:

\[ y = X\theta + \epsilon \]  
\[ \text{Cov}(y) = V(\sigma) = \Sigma \Sigma Q_i \]  

where

\[ Q_i, i=1,2,...q \text{ are symmetric, idempotent and mutually orthogonal} \]  
\[ R(X) \text{ is invariant to } Q_i, i=1,2,...q \]

The parameters of interest are linear functions of \( \omega \), say \( \theta = B^T \omega \).

We consider \( X \) to have full column rank. If this is not the case, the
original model can be re-parameterized to make $X$ have full rank. The
parameter space of $\omega$, $\Omega$ is a subset of $\mathbb{R}^{q^+}$, with linear restrictions
$C: \{ B_1 \omega = \theta > 0, B_2 \omega = 0 \}$. In some applications, (Box and Tiao (1973)
Ch. 5 and 6), $B_2$ is void and $B_1 \omega > 0$ reduces to:

$$0 < \omega_1 \leq \omega_2 \leq \ldots \leq \omega_q$$

(6.5)

From (2.74), the likelihood for model (6.1) with the normal
distribution assumptions is proportional to:

$$\prod_{i=1}^{q-1} \frac{1}{\omega_i} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{q} (1/2 \omega_i) X_i' N_i X_i + \frac{1}{2} \sum_{i=1}^{q} X_i (\beta - \hat{\beta})^2 \right\}$$

(6.6)

where $\omega_i = \text{rank}(Q_i)$, $\hat{\beta} = (X'X)^{-1}X'y$


The sample space of model (6.1) is $\mathbb{R}^n$. We consider the set
$G$ of transformations of this sample space defined by:

$$g(Y, \lambda) = V(\lambda)Y + X\gamma$$

for $Y \in \mathbb{R}^p, \lambda \in \mathbb{R}^{q^+}$

(6.7)

where

$$V(\lambda) = \Sigma \lambda_i Q_i$$

$V(\lambda)Y = V(\lambda)X\hat{\beta} + V(\lambda)e$ and $R(X)$ being invariant to $V(\lambda)$, means

that $V(\lambda)X = XB(\lambda)$ where $B(\lambda) = \Sigma \lambda_i (X'X)^{-1}X'Q_i X$ from (2.63)and (2.64).

Let $G = \{ g(Y, \lambda) : Y \in \mathbb{R}^p, \lambda \in \mathbb{R}^{q^+} \}$

(6.8)

Then for $g_1$ and $g_2$ in the set $G$,

$$g_2 \circ g_1(Y) = V(\lambda_2) V(\lambda_1)Y + V(\lambda_2)X\gamma_1 + X\gamma_2 = g_3(Y)$$

(6.9)

where;

$$g_3 = g(\gamma_3, \lambda_3) \text{ with } \gamma_3 = B(\lambda_2) \gamma_1 + \gamma_2$$

and

$$\lambda_3 = (\lambda_1, \lambda_2, \ldots, \lambda_q)$$
The set $G$ with the binary operation, $g_2 \cdot g_1$ defined by (6.9), is a group. Closure follows by observing that $y_3 \in \mathbb{R}^p$ and $\lambda_3 \in \mathbb{R}^{q^+}$, so that $g_3 \in G$. Associativity follows from the mutual orthogonality and idempotency of $Q_i$, (6.3), which allow $V(\lambda_1)$ and $V(\lambda_2)$ and therefore, $B(\lambda_1)$ and $B(\lambda_2)$ to commute. The identity element is $g(0, 1)$, since $V(1) = I$ by (2.67). The inverse of $g(y, \lambda)$ is $g(-y, \lambda^{-1})$, where $\lambda^{-1} = (1/\lambda_1, 1/\lambda_2, \ldots, 1/\lambda_q)' \in \mathbb{R}^{q^+}$.

$G$ induces a homomorphic group $\overline{G}$ of transformations of the parameters in the space $\mathbb{R}^p \times \mathbb{R}^{q^+}$. This is the parameter space if we ignore the constraints.

$$\overline{G} = \{g(y, \lambda)' : y \in \mathbb{R}^p, \lambda \in \mathbb{R}^{q^+}\} \quad (6.10)$$

$$\overline{g}(y, \lambda) = (B, \omega) = (B^*, \omega^*)$$

$$\overline{B}^* = B(\lambda) \overline{B} + y \quad \text{and} \quad \overline{\omega}^* = (\lambda^2 \omega_i, i=1,2,\ldots,q)'$$

The model (6.1) is invariant to $G$, in the sense of Villegas (1981), meaning that, if $y$ has distribution with parameters $B$ and $\omega$, then $g(y, \lambda)y$ has distribution with parameters $\overline{g}(y, \lambda)(\overline{B}, \overline{\omega})$. (6.11)

This follows from (6.7):

$$g(y, \lambda)y = V(\lambda)y + XY$$

$$= V(\lambda)x\overline{B} + XY + V(\lambda)e$$

$$= x(B(\lambda)\overline{B} + y) + V(\lambda)e$$

$$= x\overline{B}^* + \overline{e}^*$$

and

$$\text{Cov}(g(y, \lambda)y) = \text{Cov}(\overline{e}^*) = V(\lambda)\overline{V}(\omega)\overline{V}(\lambda)$$

$$= \sum \sum \lambda_i \lambda_j \omega_{ij} \overline{Q}_i \overline{Q}_j = \sum \lambda^2_k \omega_k \overline{Q}_k \quad \text{by (6.3)} = \overline{V}(\omega^*)$$

\[ (6.12) \]
It is important to note however, that the transformed parameters may violate the constraints (6.5). Some consequences of this will be considered in subsequent sections. However, if we ignore the constraints, model (6.1) is invariant to $G$ and hence a statistical $G$ model (Villegas (1981)).

We are interested in separate inference about $\beta$ and $\omega$ and so we factor $G$ into subgroups:

$$G = G_\omega G_\beta$$  \hspace{1cm} (6.13)

where, $G_\omega$ is a direct product of groups $G_i$, for $i=1,2...q$.

where:

$$G_i = \{g(0,\rho)_i : \rho_i = 1 \text{ except for component } i \text{ which has value } \lambda_i > 0\}$$  \hspace{1cm} (6.14)

and

$$G_\beta = \{g(\gamma,1) : \gamma \in \mathbb{R}^p\}$$  \hspace{1cm} (6.15)

$G_\beta$ is isomorphic to the group of translations of $\beta$ in $\mathbb{R}^p$, since $V(1) = B(1) = I_n$. $G_\omega$ is isomorphic to the direct product of $q$ groups of multiplication by positive scalars.

$G$ factors, because $G_\beta$ and $G_i$ are subgroups of $G$ and

$$g(0, \rho_1) \times g(0, \rho_2) \times ... \times g(0, \rho_q) = g(0, \rho) \in G_\omega$$

and

$$g(0, \lambda) \cdot g(\gamma, 1) = g(\gamma, \lambda) \in G$$  \hspace{1cm} (6.16)

With the factorization (6.13) and the invariance to $G$, we have a statistical bi-group model (Villegas (1982)).
6.1.2. The Logical Prior Distribution.

Box and Tiao (1973) consider examples of balanced classification models and derive Jeffreys' prior for \( \beta \) and \( \omega \), assuming independence of \( \beta \) and \( \omega \) and ignoring the constraints on \( \beta \) and \( \omega \) (6.5). Under the same assumptions, the balanced variance component model (6.1), is a statistical bi-group model, as developed in 6.1.1. Following the principles of logical Bayesian inference for multi-group models (Villegas, 1981 and 1982), we will derive the logical prior, which turns out to be identical to Jeffreys' prior:

\[
\pi(\beta, \omega) d\beta d\omega = \prod_{i=1}^{q} \left( \frac{1}{\omega_i} \right) d\beta d\omega
\] (6.17)

While this prior assigns positive probability to parts of \( \mathbb{R}^{q+} \), known to be impossible according to the constraints (6.5), it does provide tractable results and the constraints can be conveniently re-introduced by truncating the prior or posterior distribution and dividing by a normalizing factor as in Box and Tiao (1973) p67.

Two principles are used in deriving logical priors for statistical multi-group models. An invariance principle (Villegas, 1977a) and a conditionality principle (Villegas, 1977b).

The invariance principle states that the prior, representing ignorance, should be the measure on the parameter space, which is invariant under the action of the group \( \overline{G} \), to which the model is also invariant. (6.10). The intuition behind the principle is that ignorance priors should only represent information about the parameters
which is contained in the model. In a group model, this information has been expressed by the invariance of the model to the group of transformations. The prior, therefore, should also be invariant to this group. In our situation, we have ignored information contained in the constraints (6.5), in order to develop the group structure.

When inference is required separately for different subsets of the parameters, anomalies may occur whereby conditional inferences, given values for one parameter subset, differ from inferences obtained by starting with a model having the appropriately reduced parameter set. The conditionality principle states that the logical prior should avoid such anomalies.

In multi-group models a set of reduced models can be obtained by repeated conditioning of the full model on all but one of the parameter subsets of interest. These reduced models are invariant to the appropriate transformation sub-group. Villegas (1982) shows that, in this situation, application of the conditionality principle results in the logical prior being the product of the logical priors for each reduced model.

The first sub-model to consider is (6.1), with $\omega$ known. This reduced model has parameter $\beta$ and is invariant under $G_{\beta}$ (6.15), the group of translations in $\mathbb{R}^p$. This is a location model and the measure invariant under $G_{\beta}$ is the constant function: $\pi_{\beta}(d\beta) = d\beta$ (6.18)

The other sub-model of interest is obtained by assuming that $\beta$ is known. This reduced model is invariant to $G_{\omega}$ (6.14), a direct product of $q$ groups of multiplication by positive scalers.
The measure which is invariant to this group, is the product

$$
\pi_{\theta}(d\omega) = \prod_{i=1}^{q} \frac{1}{\omega_i} d\omega_i
$$

Hence the logical prior for the bi-group model is (6.17), which corresponds to the prior derived through Jeffreys' rule. (Box and Tiao (1973)).

6.1.3. The Posterior Distribution

The joint posterior distribution is obtained as the product of the prior (6.19) and the likelihood (6.6). The constraints (6.5) are reintroduced, either by truncating the prior or the posterior, as is done in the method of Box and Tiao (1973) p 67 and p 279. The posterior differential is proportional to:

$$
\prod_{i=1}^{q} \omega_i^{-m_i/2} \exp\left(-x'NQ_iN\omega_i/2\omega_i\right) \frac{1}{\omega_i} d\omega_i
$$

$$
x \exp\left(-1/2 \|x(p - \theta)\|^{2} v(\omega)\right) d\theta
$$

for $0 < \omega_q \leq \omega_{q-1} \leq \ldots \leq \omega_1$

where $m_i = \text{rank} (Q_i) = \text{tr}(Q_i)$.

Hence, conditionally on $\theta$, $\beta$ has a normal distribution. Integrating over $\Omega_\beta$ and using (2.70), we obtain the marginal posterior of $\omega$ with differential proportional to:

$$
\prod_{i=1}^{q} \omega_i^{-m_i - r_i/2} \exp\left(-x'NQ_iN\omega_i/2\omega_i\right) \frac{1}{\omega_i} d\omega_i
$$

for $0 < \omega_q \leq \omega_{q-1} \leq \ldots \leq \omega_1$

where $r_i = \text{rank}(PQ_i) = \text{tr}(PQ_i)$

hence, $m_i - r_i = \text{rank}(Q_i - PQ_i) = \text{rank}(NQ_i)$. 
From this joint posterior, we see that, ignoring the constraints, the \( \omega_i \) are independently distributed as inverse-\( \chi \)-square random quantities, (Box and Tiao (1973) p 88). That is:

\[
\omega_i \sim \chi'^{Nq_i N_y} \chi^{-2} \quad \text{for } i = 1, 2 \ldots q
\]  

(6.22)

Ignoring the constraints, the mode of the distribution (6.21) occurs at \( \hat{\omega} \) with components:

\[
\hat{\omega}_i = \chi'^{Nq_i N_y} / (\text{rank}(N_{Q_i}) + 2)
\]  

(6.23)

The mode of the constrained distribution will occur at the same values, \( \hat{\omega}_i \), provided they do not violate the constraints in (6.21), in which case the mode occurs at a boundary of the parameter space.

The point estimator \( \hat{\omega} \) (6.23) suffers from two disadvantages: Firstly, it is biased and does not coincide with the MMLE (5.46) which is UMVUE (3.10). Secondly, it will not be invariant to transformations in the way that maximum likelihood estimators are. We will generally be interested in transformations of \( \omega \). The reason for these disadvantages is that we have maximized the derivative of the differential (6.21) with respect to an arbitrary measure, the Lebesgue measure. This measure is arbitrary in the sense that it is not an integral part of the model, and is not relatively invariant under power transformations of the parameters.

The natural measure for the parameter space \( Q_{\omega} \) is the prior (6.19) and maximizing the derivative of (6.21) with respect to this measure results in estimators which avoid the two difficulties. This derivative is:

\[
\prod_{i=1}^{q} \omega_i^{-(m_i - r_i)/2} \exp\{ \chi'^{Nq_i N_y} \} \]  

(6.24)

which is just the marginal likelihood (5.46). Its maximum is attained
at the MMLE (5.46), which are also the ANOVA estimates (3.10) and are UMVUE.

This provides an interesting justification of the Marginal Maximum Likelihood approach, which can be extended to the general model.


Any prior distribution for $\theta$ and $\beta$ in the general model (2.1), which specifies a uniform measure for $\beta$ and prior independence of $\beta$ and $\theta$, has the form:

$$\pi(d\theta)d\beta$$

If the model is parameterized so that $X$ has full rank and the likelihood factored as in (2.6), then the joint posterior is proportional to:

$$\det(V(\theta)^{-1}) \det(X'V(\theta)^{-1}x) \exp\left\{-\frac{1}{2}y'N(\theta)y\right\} \pi(d\theta)$$

$$x (2\pi)^{P/2} \det((X'V(\theta)^{-1}x)^{-1}) \exp\left\{-\frac{1}{2}\|\hat{\beta}(\theta) - \beta\|^2 \right\} (x'V(\theta)^{-1}x)^{-1} d\theta$$

(6.25)

Hence conditionally on $\theta$, $\beta$ is normally distributed, and therefore the first term of (6.25) is proportional to the marginal differential for $\theta$. Maximizing the derivative of this with respect to the prior measure, $\pi(d\theta)$ provides point estimators of $\theta$ even when the form of the prior is unknown. These estimators must satisfy the equations:

$$\text{tr}\left(-x'V(\theta)^{-1}x \right) + \text{tr}(V(\theta)^{-1}v) = y'N(\theta)v, N(\theta)y$$

or

$$\text{tr}(N(\theta)v_i) = y'N(\theta)v, N(\theta)y \quad i=1,2,...,q$$

(6.26)
These are just the marginal maximum likelihood equations (5.36).

6.2. **Bayesian Estimators in Restricted Classes of Functions.**

The problem of finding applicable prior densities, which give rise to tractable posterior forms, remains unsolved for the general model. One approach that has been considered however, is to investigate the expected risk under squared error loss over classes of estimating functions. Portnoy (1971) considered the one-way balanced model. Harville (1974) showed that for the general normal model, consideration of functions invariant to translations in the fixed effect parameters, meant that the posterior distribution is independent of prior knowledge of the fixed effect parameters. Kleffe and Pincus (1974a) consider the normal variance component model:

\[ y = X\theta + e \]  
\[ \text{Cov}(y) = V(\theta) = \sum_{i=1}^{q} \theta_i v_i \]

(6.27)  
(6.28)

together with classes of unbiased and invariant quadratic plus linear functions.

In some classes of quadratic plus linear functions, the expected risk under squared error loss depends only on the first and second moments of the prior distributions. We consider the prior information to be summarized by independence of \( \theta \) and \( \theta_i \), together with:
where $K$ and $M$ have full column rank.

$M$ can be partitioned by columns $M = (m_1, m_2 \ldots m_m)$.

6.2.1. **Estimating Functions with Bayes' Risk Determined by the First Two Moments of the Prior Distribution.**

Let $q_i$ be the vector of estimators for $r$ linearly independent functions, $h_i' \theta$ $i=1,2\ldots r$ of the variance or covariance components. The risk matrix under squared error loss for particular parameter values, $\beta$ and $\theta$ has $i,j$th component:

$$r_{ij} = E_{Y}(q_i - h_i' \theta)(q_j - h_j' \theta) \text{ i,j=1,2,}\ldots r$$  \hspace{1cm} (6.30)

where

$E_{Y}$ denotes expectation over the distribution of $Y$.

The Bayes risk is the expected risk over the prior distribution of $\beta$ and $\theta$:

$$E_{\beta, \theta}(r_{ij}) \text{ i,j=1,2,}\ldots r$$  \hspace{1cm} (6.31)

Restricting the estimating functions $q_i$ to be in the class:

$$QL(\text{PU}) = \{y'Ay + a'y : A = A', X'AX = 0, a'X = 0\}$$  \hspace{1cm} (6.32)

which have bias independent of the fixed effect parameters, the Bayes' risk is determined by the first two moments of the prior distribution and is independent of the functional form, apart from independence of $\beta$ and $\theta$. This follows by considering the form of risk for functions in $QL(\text{PU})$. 
\[ r_{ij} = \text{Cov}(Y' A_i Y, Y' A_j Y) + \text{Cov}(a_i' Y, a_j Y) \]
\[ + \text{Cov}(a_i' Y' A_j Y) + \text{Cov}(a_i' Y' a_j) \]
\[ + (\text{tr}(A_i V(\theta)) - h_i' \theta) (\text{tr}(A_j V(\theta)) - h_j' \theta) \]

(6.33)

This follows by considering the covariance and product of bias, separately, with (3.7) and the properties of \( A \) and \( a \) (6.32). Using (3.14) and (3.15), the forms for the covariances, we obtain:

\[ r_{ij} = 2\text{tr}(A_i V(\theta) A_j V(\theta)) + 4\theta' X' A_i V(\theta) A_j X \theta \]
\[ + 2 a_i' V(\theta) A_j A_i X + 2 a_j' V(\theta) A_i X_a + a_i' V(\theta) a_j \]
\[ + (\text{tr}(A_i V(\theta)) - h_i' \theta) (\text{tr}(A_j V(\theta)) - h_j' \theta) \]

(6.34)

Taking the expectation over \( \theta \), we note that the second term is

\[ 4\text{tr}(A_i V(\theta) A_j X \theta (\theta' X')') \]. For expectation over \( \theta \), we write each term as a sum \( \sum_i \sum_j \theta_i \theta_j f(V_i, V_j) \) or \( \sum_i \theta_i f(V_i) \) of linear functions of the known matrices \( V_i \) and \( V_j \). From (6.29), we note that

\[ E_{\theta} \theta_i \theta_j \] can be written as: \( \sum_{m=1}^{M} m_{ik} m_{jk} \) where \( M = (m_{ik}) \). Also,

\[ E(\theta_i) = s_i, i=1,2...q. \]

Hence (6.44) becomes:

\[ E_{\theta} r_{ij} = \]
\[ \sum_{k=1}^{m} (2\text{tr}(A_i V(m_k) A_j V(m_k)) + (\text{tr}(A_i V(m_k)) - h_i' m_k) (\text{tr}(A_j V(m_k)) - h_j' m_k)) \]
\[ + 4 \text{tr}(A_i V(s) A_j X \theta (\theta' X')') + 2 a_i' V(s) A_j X \theta \]
\[ + 2 a_j' V(s) A_j X \theta + a_i' V(s) a_j \]

(6.35)

where \( m_k \) is the \( k \)th column of \( M \) (6.29).
Although the Bayes' risk (6.35), is independent of the functional form of the prior distribution, there appears to be no workable, or enlightening, solution to the problem of minimizing (6.35) over $A_i$ and $A_j$, satisfying the conditions of $QL(\mathbf{P}U)$ (6.32).

The problem is similar to that of obtaining $MINQE(\mathbf{P}U)$ (4.124), but we notice that in the Bayes case, we are optimizing over $m+1$ prior values $m_k$, $k=1,2...m$ and so the resulting estimator should have good minimum norm properties over a wider set of parameter values than the $MINQE$ estimator.

As in the case of $MINQE$, the functional forms can be restricted to subsets of $QL(\mathbf{P}U)$, while maintaining independence from the functional form of the prior. Kleffe and Pincus (1974a) considered Bayes' Quadratic plus linear unbiased estimators $BAQE(\mathbf{U}, h_i, i=1,2..r)$.

The minimization problem reduces to:

$$\sum_{k=1}^{m} 2\text{tr}(A_i V(m_k) A_j V(m_k)) + 4\text{tr}(A_i V(s) A_j X^T X)$$

$$+ 2a_i' V(s) A_i X b + 2a_j' V(s) A_j X b + a_i' V(s) a_j$$

with $A_i, a_i$ satisfying requirements of $QL(\mathbf{U}, h_i)$ and similarly for $A_j, a_j$. Kleffe and Pincus (1974a) derive conditions for $A_i, a_i, A_j, a_j$ to exist and be optimal and conclude that it is sufficient to optimize for each function $h_i$ independently.

If invariance is required of the estimators then $AX = 0$ and the optimal value of $a$ is zero, so the minimization for $BAQE(\mathbf{U}, I, h)$,
the Bayes' quadratic unbiased and invariant estimator, becomes:

$$\sum_{k=1}^{m} \text{tr}(AV(m_k) \ AV(m_k))$$

subject to A satisfying conditions for Q(U, I, h). This will exist provided Q(U, I, h) is non-empty, (4.21) and minimizing each term of the sum is the MINQE(U, I, h) problem of 4.3.2.
CHAPTER 7

Linear Estimation of Variance Components in Derived Models.

In 2.6 we observed that quadratic estimation of covariance parameters in the general model (2.1) is equivalent to linear estimation of location parameters in a derived model:

\[
\tilde{y} = \tilde{x} \beta + \tilde{e}
\]  

(7.1)

with

\[
\text{Cov}(\tilde{y}) = F
\]

where

\[
\tilde{y} = \text{Vec}( (y - X\beta)(y - X\beta)' ) = (y - X\beta) \otimes (y - X\beta)
\]

\[
X = (\text{Vec}(V_1), \text{Vec}(V_2), \ldots, \text{Vec}(V_p))
\]

\[
E(e) = 0
\]

\[
F \text{ is the } n^2 \times n^2 \text{ matrix of fourth order central moments.}
\]

If we further restrict estimators to invariant quadratic forms in \( y \), we need only consider functions of a maximal invariant. One such invariant is \( N_y \) where \( N = I - X(X'X)' \) and then we have derived model (2.91):

\[
\tilde{y}_N = \tilde{x}_N - e_N
\]  

(7.2)

with

\[
\text{Cov}(\tilde{y}_N) = F_N = (N \otimes N)F(N \otimes N)
\]
where \( Y_N = \text{Vec}(NY'N) = NY \otimes NY \)
\[ = N \otimes N Y \otimes Y = N \otimes NY \]
\[ = N \otimes N X \]
and \( E(e_{-N}) = 0 \)

As mentioned in 2.6, difficulties with these derived models include dealing with a restricted sample space and complicated covariance structures, \( F \), which, in general, are functions of \( \beta \) and \( \theta \).

Using results on linear estimation theory, several researchers have derived quadratic variance component estimators with various optimal properties. Pukelsheim (1976) demonstrates the equivalence of minimum mean square error and minimum norm for quadratic estimators to best linear estimators in the derived model. Pukelsheim (1977), applies the best linear estimation results to the structured variance component model. Gnot, Klonecki and Zmyslony (1977), consider uniform minimum variance estimators amongst quadratic and quadratic plus linear functions. They make extensive use of dispersion mean correspondence. Drygás (1977) and Kleffe (1977) consider best simultaneous estimation of location and covariance parameters.

### 7.1. Ordinary Least Squares Estimation in Derived Models.

The OLS estimator of \( \theta \) in model 7.1 is the solution to:

\[ \hat{\theta} = \tilde{X}'\tilde{X}^{-1}\tilde{Y} \quad (7.3) \]

or

\[ \hat{\theta} = \tilde{H}^{-1}\tilde{X}'\tilde{Y} \quad (7.4) \]

where \( \tilde{H} = (\text{trace}(V_iV_j)) = \text{Vec}(V_i)\text{Vec}(V_j) = \tilde{X}'\tilde{X} \) by (2.78).

It has full rank if \( \theta \) is identifiable, 2.1.1.
This estimator is not known to have any desirable properties, unless \( \theta \) were known, when its only property appears to be unbiasedness, unless \( F \) is proportioned to \( I \).

With the inclusion of invariance, we can use OLS on model (7.2) and obtain the MINQUEO \((U,I)\) (4.85) estimator, since:

\[
X_N'X_N = (\text{Vec}'(V_1)\text{Vec}(NV_1)) = (\text{tr}(NV_1NV_1)) = H_{U,I} \quad (4.21)
\]

and

\[
X_NV_N = (V_1'NV_1) = 1 = E_{U,I}
\]

Hence the OLS equations are,

\[
H_{U,I} \hat{\theta} = E_{U,I} \quad (7.5)
\]

with \( \hat{\theta} \) having minimum norm at the value of \( \theta \in \Omega_\theta \), which makes

\[
V(\hat{\theta}) = I. \text{ This value is } (0,0,...1) \text{' for models with a residual error.}
\]

7.2. Generalized Least Squares and Best Linear Unbiased Estimation.

For any linear model:

\[
\gamma = X\theta + e \quad (7.6)
\]

with \( \text{Cov}(\gamma) = F. \quad (7.7) \)

A GLS estimate of \( \theta \) is a solution, \( \hat{\theta} \) to the equations:

\[
X'F^-X\hat{\theta} = X'F^-\gamma \quad (7.8)
\]

where \( F^- \) is a generalized inverse of \( F. \)

Zyskind and Martin (1969), give a Generalized Gauss-Markov theorem to the effect that \( \hat{\theta} \) of (7.8) is the best linear unbiased
estimator of \( \hat{\theta} \), provided \( F^- \) belongs to a specific class of generalized inverses of \( F \).

In the particular case where \( R(X) \subseteq R(F) \), this class includes all generalized inverses. (Zyskind and Martin (1969) Cor.(1.1)). Searle (1979) gives an equivalent condition for \( R(X) \subseteq R(F) \) as

\[ FP^- X = X. \]  

(7.9)


For the normal general linear model with covariance parameters,

\[ Y \sim N(X\beta, \Sigma) \]  

where \( \Sigma = \Sigma_1 \Sigma_2 \) \( \Sigma_1 \) \( \Sigma_2 \)

(7.10)

we have seen 2.6.5 that the covariance of the general derived model is:

\[ F = (V(\theta) \otimes V(\theta)) (I + I_{(n,n)}) \]  

(7.11)

Using the properties of the \( \text{Vec}-\text{permutation} \) matrices (2.84) to (2.86), it is easy to show that a generalized inverse of \( F \) is given by:

\[ F^- = (1/4) (V^{-1} \otimes V^{-1})(I + I_{(n,n)}) \]  

(7.12)

where \( V \) is written for \( V(\theta) \).

Furthermore,

\[ F F^- X = (1/4)(I + I_{(n,n)}) (V \otimes V)(V^{-1} \otimes V^{-1})(I + I_{(n,n)}) X \]  

\[ = (1/2)(I + I_{(n,n)}) X \]  

\[ = X \text{ since } I_{(n,n)} \text{Vec}(V_1) = \text{Vec}(V_1) \text{ by (2.85).} \]  

(7.13)

and hence the solution, \( \hat{\theta} \) to the equations:

\[ X'F^- X \hat{\theta} = X'F^- Y \]  

(7.14)

is the BLUE of \( \theta \).
These generalized least squares, (GLS) equations, reduce to the ML equations when we estimate $\beta$ by the GLS estimator in the original model:

The equations (7.14) are:

$$(1/4) \tilde{x}'(v^{-1} \otimes v^{-1})(I + \tilde{I}_{n,n})\tilde{x} = (1/4) \tilde{x}'(v^{-1} \otimes v^{-1})(I + \tilde{I}_{n,n})\tilde{x}.$$

But since $\tilde{I}_{n,n}x = x$ (2.85), these reduce to:

$$\tilde{x}'(v^{-1} \otimes v^{-1})\tilde{x} = \tilde{x}'(v^{-1} \otimes v^{-1})vec((y - \tilde{x}\beta)(y - \tilde{x}\beta)'),$$

(7.15)

Also,

$$\text{Vec}'(v_i)v^{-1} \otimes v^{-1}\text{Vec}(v_j) = \text{Vec}'(v_i)v^{-1}\text{Vec}(v_j) = \text{tr}(v^{-1}v_i'v_i^{-1}v_j) \quad \text{by} \quad (2.77)$$

(7.16)

and

$$\text{Vec}'(v_i)(v^{-1} \otimes v^{-1})\text{Vec}((y - x\beta)(y - x\beta)')$$

$$= \text{tr}(v^{-1}v_i'v^{-1}(y - x\beta)(y - x\beta)')$$

$$= (y - x\beta)'v^{-1}v_i'v^{-1}(y - x\beta)$$

(7.17)

Substituting the GLSE of $x\beta$ in (7.17), we obtain:

$$x\beta = x(x'v(\hat{\beta})^{-1}x)^{-1}x'v(\hat{\beta})^{-1}y = p(\hat{\beta})y$$

(7.18)

and

$$(y - x\beta) = (I - p(\hat{\beta}))y.$$  

Hence the GLS equations are (7.18) and

$$h(\theta) = x_{u,i}(\hat{\theta})$$

(7.19)

where

$$h(\theta) = (tr(v(\hat{\theta})^{-1}v_i'v(\hat{\theta})^{-1}v_j))_{i,j=1,2...q}$$

$$x_{u,i}(\hat{\theta}) = (y'n(\hat{\theta})v_i'n(\hat{\theta})y_i, i=1,2...q)'$$
and

\[ N(\theta) = (I - P'(\theta))V(\theta)^{-1} = V(\theta)^{-1}(I - P(\theta)) \]

which are exactly the ML equations (5.7) and (5.9). Hence simultaneous BLUE of \( \beta \) and \( \theta \) in the derived model is ML estimation in the original normal model.


In model (7.2), we have that linear estimation corresponds to invariant quadratic estimation in the original model. From (2.96), we have that, under normality,

\[ \text{Cov}(\tilde{X}_N) = (NV(\theta)N) \otimes (NV(\theta)N) \{I + I_{(n,n)}\} = F_N \]

where

\[ N = I - X(X'X)^{-1}X' \]

if

\[ K(\theta) = V(\theta)^{-1}(I - P(\theta)). \]

then

\[ NN(\theta) = N(\theta)N = N(\theta). \]

so

\[ N(\theta) \text{ is a generalized inverse of } NV(\theta)N. \]

Hence,

\[ (1/4) \{N(\theta) \otimes N(\theta)\} \{I + I_{(n,n)}\} = F_N \]

Furthermore, \( P_NF_NX_N = X_N \), so (7.9) is satisfied and the solution to the generalized least squares equations is the BLUE.

In the same way as the equations of 7.3 reduced to the ML equations, we have that the GLS equations for the invariant model reduces to:

\[ X_N(\theta) \otimes N(\theta)X_N = X_NN(\theta) \otimes N(\theta) \theta_N \]

or

\[ H_{U,I}(\theta) \hat{\theta} = F_{U,I}(\theta) \]

(7.24)

(7.25)
where

\[ H_{U,I}(\theta) = \text{tr}(N(\theta)V_i V_j N(\theta)V_j^\prime) \]

\[ \varepsilon_{U,I}(\theta) = (Y_i N V_i^\prime N Y_i, \ i=1,2,...,q) \]

On substituting an a priori value \( s \), for \( \theta \) in (7.25), we obtain exactly the \( \text{MINQE}(U,I) \) equations (4.83). We have already noted that these lead to unbiased and invariant quadratic estimates which, under normality, have locally minimum variance at \( s \in \Omega \) (4.58).
Appendix Mathematical Results.

A.1. The Vec Operator

For a matrix $A = (a_{ij})$ for $i=1,2...m, j=1,2...n$, Vec$(A)$ is the $mn \times 1$ vector:

$$(a_{11}, a_{21}, ..., a_{m1}, a_{12}, a_{22}, ..., a_{m2}, ..., a_{1n}, a_{2n}, ..., a_{mn})'$$

Properties of the Vec operator and its relationship to the Kronecker product are given in chapter 2, (2.77) - (2.79) and (2.83) - (2.86). Henderson and Searle (1979) discuss these results in detail.

A.2 $R(H_J) = R(H_J^*)$ (4.8)

Given $V_1', V_2', ..., V_q$ where $V_i$ are $n \times n$ symmetric matrices, and $X$ an $n \times p$ matrix,

Let $P = X(X'X)^{-1}X'$ and $N = I_n - P$, then $NP = PN = 0$

Let $H_J = (tr(V_i V_j))$ for $i,j=1,2,...q$,

$H_J^* = (tr((V_i - PV_i P)V_j))$ for $i,j=1,2,...q$,

$B = sp\{NV_i : i=1,2,...q\}$

and $B^* = sp\{V_i - PV_i P : i=1,2,...q\}$

Then the following results hold:

a) $Dim(B) = Dim(B^*)$

Proof: If $\Sigma a_i(V_i - PV_i P) = (V - PVP) = 0$ (V = $\Sigma a_i V_i$) then:

$VN - PVPN = VN = 0$ and $NV - NPVP = NV = 0$,

hence,  

$NV + VN = \Sigma a_i(NV_i + V_i N) = 0$  

On the other hand if $\Sigma a_i(NV_i + V_i N) = 0$ then $NVP + VNP = NPVP = VP - PVP = 0$ so $VP = PVP$ and similarly $PV = PVP$. 

Hence, firstly:

\[ NV = V - PV = V - VP = VN \] so that \( 0 = NV + VN = 2NV \)

and secondly,

\[ V - PVP = V - PV = NV = 0 \text{ or } \sum a_i (V_i - PV_i P) = 0. \]

b) \( B \cap B^* = \{0\} \)

Proof: Suppose \( B \in B \cap B^* \) then \( B = \sum a_i (NV_i + V_i N) \)

\[ = NV + VN \text{ for some } V = \sum a_i V_i \text{ and } \text{tr}(BA) = 0 \]

for all \( A \in B^* \).

In particular, \( V - PVP \in B^* \) so \( \text{tr}((NV + VN)(V - PVP)) = \)

\[ 2\text{tr}(VNV) = 2\text{tr}((VNV)(VNV)) = 0 \text{ since } NN = N. \]

However \( \text{tr}(AA') \) is the SS of elements of \( A \) so if

\( \text{tr}(AA') = 0 \) then \( A = 0 \). Hence \( NV = 0 = VN \) and therefore \( B = 0 \).

c) \( S = B + B^* \) where \( S \) is the space of \( n \times n \)

symmetric matrices.

Proof: If \( A \in S \), \( A \) can be written as \( B_1 + B_2 \) with

\( B_1 \in B^* \) and \( B_2 \in B^* \). However \( B_1 \in B \) because \( B \) and \( B^* \) have

the same dimension and \( B \cap B^* = \{0\} \). Hence \( S = B + B^* \).

d) \( R(H_U) \subseteq R(H_U^*) \)

Proof: Suppose \( h \neq 0 \) and \( h = H_U a \) then

\[ h_i = \sum a_j \text{tr}(V_i V_j) \text{ for } i=1,2...,q. \]

Let \( A = \sum a_j/2 (NV_j + V_j N) \)

Then \( \text{tr}(A(V_i - PV_i P)) = h_i \)
However, if we write $\text{tr}(A(V_i - PV_i P))$ as $\text{Vec}'(V_i - PV_i P)\text{Vec}(A)$ then we have $h = T\text{Vec}(A)$ where $T$ is the $q \times n^2$ matrix with $i$th row: $\text{Vec}'(V_i - PV_i P)$.

Hence, $h \in R(T)$ but since, $H_u^* = TT'$, $R(T) = R(H_u^*)$ and so $h \in R(H_u^*)$.

e) $R(H_u^*) \subseteq R(H_u)$

Proof: Suppose $h \neq 0$ and $h = H_u^*a = TT^*a$.

We have that $T^*a = \Sigma a_j\text{Vec}(V_j - PV_j P) = \text{Vec}(\Sigma a_j(V_j - PV_j P)) = \text{Vec}(A)$ where $A = \Sigma a_j(V_j - PV_j P)$ is symmetric.

Also $h_i = \text{Vec}'(V_i - PV_i P)\text{Vec}(A) = \text{tr}(A(V_i - PV_i P))$ and since $h_i \neq 0$ all $i$, $A \notin B^*$.

Further, $A \in S$ so $A = B_1 + B_2$ with $B_1 \neq 0$ and $B_1 \in B$ by c).

Hence, $h_i = \text{tr}((B_1 + B_2)(V_i - PV_i P)) = \text{tr}(B_1(V_i - PV_i P))$ because $B_2 \in B^*$. Also $B_1 \in B$ so there exists $b$ such that $B_1 = \Sigma b_j(NV_j + V_j N)$.

Hence $h_i = \text{tr}(B_1(V_i - PV_i P)) = 2\Sigma b_j\text{tr}(V_i NV_j)$

or $h = 2H_u^*b$ and so $R(H_u^*) \subseteq R(H_u)$.

A.3. For $B$ p.d. $R(H_u(B)) = R(H_u^*)$ (4.12)

If $\gamma$ is a random variable with model:

$$\gamma = \chi B + \epsilon$$ and $\text{Cov} (\gamma) = \Sigma \epsilon_i V_i$

then we know that $h^T \theta$ is unbiasedly estimable by quadratic functions, $\gamma' A \gamma$ with $A$ symmetric if and only if

$h \in R(H_u^*)$ (4.8)
If we let $D$ be the symmetric p.d square root of $B$ then we can consider the model:

$$y^* = x^*B + e^* \text{ with } \text{Cov}(y^*) = \Sigma i V_i^*$$

where $$y^* = D^{-1}y, \quad x^* = D^{-1}x, \quad e^* = D^{-1}e$$

and $$V_i^* = D^{-1}V_i D^{-1}.$$ 

Clearly, $E(y^'Ay) = h'\theta$ if and only if $E(y^*'BAdy^*) = h'\theta$

In which case $R(H^*_U, I(B)) = R(H_{U,I}).$

A.4. For $B$ p.d. $R(H^*_U, I(B)) = R(H_{U,I}).$

If $y$ is a random variable with model:

$$y = x_0 + e \text{ and } \text{Cov}(y) = \Sigma i V_i,$$

then we know that $h'\theta$ is quadratically ad invariantly estimable if and only if $h \in R(H^*_U, I)$

If we let $D$ be the p.d. square root of $B$, then we can consider the transformed model:

$$y^* = x^*B + e^*, \text{ Cov}(y^*) = \Sigma i V_i^*$$

where $$y^* = D^{-1}y, \quad x^* = D^{-1}x, \quad e^* = D^{-1}e$$

and $$V_i^* = D^{-1}V_i D^{-1}$$

Clearly, $E(y^'Ay) = h'\theta$ if and only if $E(y^*'BAdy^*) = h'\theta$

In which case, $R(H^*_U, I) = R(H_{U,I})$

where $H^*_U, I = (\text{tr}((V_i^* - P^*V_i^*P^*)V_j)), \quad P^* = X^*(X^*X^*)^{-1}X^*$

but with the cyclic property of trace, $H^*_U, I = H_{U,I}(B)$
A.5.

Let \( H = H(c) = U \cdot D(c) \cdot U' + I_n = I_n + UDU' \)

where \( D(c) = D = \text{diag}(c_1, q_1, \ldots, q_{i=1,2, \ldots, q-1}) \)

and \( U = (U_1, U_2, \ldots, U_{q-1}) \).

\[ a) \quad H^{-1} = I_n - UD(I + UD)'^{-1}U' \]

proof: \[ H^{-1} = (I + UD')^{-1}((I - UD(I + UD)'^{-1}U') \]
\[ = I + UD' - UD(I + UD)'^{-1}U' \]
\[ - UDU'UD(I + UD)'^{-1}U' \]
\[ = I + UD' - UD(I + UD)(I + UD)'^{-1}U' = I. \]

(A more general version of this result is available for \( H \) with form \( R + UDU' \). Searle (1979) p 14).

\[ b) \quad H^{-1} = I - UDU'H^{-1} \quad \text{and} \quad H^{-1}H^{-1} = H^{-1}H^{-1} = UDU'H^{-1} \]

Proof: \( (I - UDU'H^{-1})H = H - UDU' = I + UDU' - UDU' = I. \)

\[ c) \quad \text{Let} \quad P = P(c) = X(X'H^{-1}X)^{-1}X'H^{-1} \quad \text{and} \]
\( Q = Q(c) = I - P(c) \quad \text{Then} \quad Q \quad \text{is symmetric, idempotent and} \)
\( \text{rank}(Q) = n^2 - \text{rank}(X) \)

\( \text{and Let} \quad M = M(c) = H^{-1}Q. \quad \text{Then} \quad MM = MH^{-1}Q = M(I - UDU'H^{-1})Q \]
\[ = MQ - MUHU'H^{-1}Q = M - MUHU'Q \quad \text{since} \quad M = H^{-1}Q \]

\( \text{and} \quad Q \quad \text{is idempotent}. \)

\[ d) \quad \text{tr}(U_i'MMU_i) = \text{tr}(U_i'MU_i') - \text{tr}(U_i'MU'DU'MU_i') \quad \text{by} \ c \]

However, \( UDU' = \Sigma_{c} U_j U'_j \) so that:

\( \text{tr}(U_i'MMU_i) = \text{tr}(U_i'MU_i') - \Sigma_{c} \text{tr}(U_i'MU_j U_j'MMU_i') \)
A.6. Matrix Differentiation Results.

a) Let \( A = (a_{ij}(x)) \), \( B = (b_{ij}(x)) \)

Define \[ \frac{dA}{dx} = \left( \frac{d}{dx} a_{ij}(x) \right) = (a^*_{ij}(x)) \] with equivalent definitions of partial derivatives, where \( x \) is a vector.

\[
\begin{align*}
\text{(b) } \frac{d}{dx} \frac{d}{dx} \frac{d}{dx} & = A \frac{d}{dx} B + \frac{dA}{dx} B \\
\text{Proof: } & \quad \text{If } AB = C = (c_{ij}(x)), \\
& \quad \text{then } c_{ij}(x) = \sum_{k} \frac{a_{ik}(x) a_{kj}(x)}{k} \\
& \quad \text{Hence } c_{ij}(x) = \sum_{k} (a^*_{ik}(x)b_{kj}(x) + a_{ik}(x)b^*_{kj}(x)) \\
& \quad \text{and the result follows.}
\end{align*}
\]
c) \( \frac{dA^{-1}}{dx} = -A^{-1} \frac{dA}{dx} A^{-1} \)

Proof: \( A A^{-1} = I \) and \( \frac{dI}{dx} = 0 \)

Hence \( 0 = \frac{dA}{dx} A^{-1} + A \frac{dA^{-1}}{dx} \) by b),

so, \( -A^{-1} \frac{dA}{dx} A^{-1} = \frac{dA}{dx} A^{-1} \)

\( \frac{d}{dx} \det(A) = \det(A) \text{ tr}(A^{-1} \frac{dA}{dx}) \)

Proof: \( \det(A) = \sum_{P} a_{k1} a_{k2} \cdots a_{kn} \)

where \( P = \{(i_1, i_2 \cdots i_n) \) permutations of \((1,2 \cdots n)\}\}

Differentiating and grouping the terms of the sum;

\( \frac{d}{dx} \det(A) = \sum_{P} a^*_{k1} (a_{k2} \cdots a_{kn}) + a^*_{k2} (a_{k1} a_{k3} \cdots a_{kn}) + \cdots \)

\( \frac{d}{dx} \det(A) = \sum_{i,j} \frac{\partial a^*_{ij}}{\partial \theta} A_{ij} \) where \( A_{ij} \) is the \( ij \)th cofactor of \( A \).

\( = \text{tr}(dA \ adj(A')) \)

where \( adj(A) \), the classical adjoint, is \( (A_{ij})' \).

However, \( adj(A) = \det(A) A^{-1} \)

so \( adj(A') = \det(A) A^{-1} \) and the result follows.

e) \( \frac{d}{dx} \text{tr}(A) = \text{tr}(\frac{dA}{dx}) \)

Proof: \( \frac{d}{dx} \text{tr}(A) = \frac{d}{dx} \sum a_{ii}(x) = \sum a^*_{ii}(x) = \text{tr} \frac{dA}{dx} \)
f) \[ \frac{d}{dx} \text{tr}(A^{-1}B) = -\text{tr}(A^{-1} \frac{dA}{dx} A^{-1}B) + \text{tr}(A^{-1} \frac{dB}{dx}) \]

Proof follows from d), b) and c).

\[ g) \text{For vector } \mathbf{b} = (b_1(x), \ldots, b_m(x))' \text{ and constant symmetric matrix } A \text{ with } i \text{ th column } a_i. \]

\[ \int \frac{d}{dx} \mathbf{b}'A \mathbf{b} = 2 \frac{d}{dx} \mathbf{b}'A \mathbf{b} \]

and \[ \frac{d}{dx} A \mathbf{b} = A \frac{d}{dx} \mathbf{b} \]

Proof: \[ \mathbf{b}'A \mathbf{b} = \sum \sum b_i b_j a_{ij} \]

Hence, \[ \frac{db}{dx}'A \mathbf{b} = \sum \sum b_i b_j a_{ij} + b_i b_j a_{ij} \]

by symmetry \[ = \sum \sum b_i b_j a_{ij} = 2 \frac{dB}{dx} A \mathbf{b}. \]

In particular,

\[ \frac{\partial}{\partial \mathbf{\beta}_i} \mathbf{\beta}'X'A \mathbf{\beta} = 2x'_i A X \mathbf{\beta} \text{ where } x_i \text{ is the } i \text{ th column of } X. \]

Hence, \[ \frac{\partial}{\partial \mathbf{\beta}} \mathbf{\beta}'X'A \mathbf{\beta} = 2X'AX \mathbf{\beta}. \]

Similarly,

\[ \frac{\partial^2}{\partial \mathbf{\beta}_i \partial \mathbf{\beta}_j} \mathbf{\beta}'AX \mathbf{\beta} = 2x'_i A x_j \]

so,

\[ \frac{\partial^2}{\partial \mathbf{\beta}^2} \mathbf{\beta}'AX \mathbf{\beta} = 2X'AX. \]
h) Derivatives of the log likelihood.

\[ L(\beta, \theta; y) = -(n/2) \log(2\pi) - (1/2) \log(\det(V(\theta))) \]

\[ - (1/2) (y - x\bar{\theta})' V(\theta)^{-1} (y - x\bar{\theta}) \]

\[ \frac{\partial L}{\partial \theta_i} = x'y(\theta)^{-1}y - x'y(\theta)^{-1}x\bar{\theta} = x'y(\theta)^{-1}(y - x\bar{\theta}) \]

\[ \frac{\partial L}{\partial \theta_i} = -\frac{1}{2} \text{tr}(V(\theta)^{-1}v_j) + \frac{1}{2} (y - x\bar{\theta})'(V(\theta)^{-1}v_i V(\theta)^{-1}(y - x\bar{\theta}) \]

\[ i=1,2,...q \]

\[ \frac{\partial^2 L}{\partial \theta^2} = -x'v(\theta)^{-1}x \]

\[ \frac{\partial^2 L}{\partial \theta \partial \theta_i} = \left( \frac{\partial^2 L}{\partial \theta_1 \partial \theta_i} \right)' = -x'v(\theta)^{-1}v_i V(\theta)^{-1}(y - x\bar{\theta}) \]

\[ i=1,2,...q \]

\[ \frac{\partial^2 L}{\partial \theta_1 \partial \theta_j} = +\frac{1}{2} \text{tr}(V(\theta)^{-1}v_i V(\theta)^{-1}v_j) \]

\[ - (1/2) (y - x\bar{\theta})' V(\theta)^{-1}v_j V(\theta)^{-1}v_i V(\theta)^{-1} \]

\[ + V(\theta)^{-1}v_i V(\theta)^{-1}v_j V(\theta)^{-1} (y - x\bar{\theta}) \]

\[ \tau = (1/2) \text{tr}(V(\theta)^{-1}v_i V(\theta)^{-1}v_j) - (y - x\bar{\theta})' V(\theta)^{-1}v_i V(\theta)^{-1}v_j V(\theta)^{-1}(y - x\bar{\theta}) \]

\[ i,j=1,2,...q \]

\[ \mathbb{E} \frac{\partial^2 L}{\partial \theta^2} = -x'v(\theta)^{-1}x \]

\[ \mathbb{E} \frac{\partial^2 L}{\partial \theta \partial \theta_i} = 0 \]

\[ \mathbb{E} \frac{\partial^2 L}{\partial \theta_1 \partial \theta_j} = -\frac{1}{2} \text{tr}(V(\theta)^{-1}v_i V(\theta)^{-1}v_j) \]

\[ i,j=1,2,...q \]

Using (3.7).
i) Derivatives of the log likelihood of a maximal invariant:

\[ L_1(\hat{\theta}, B^\prime) = \frac{-n \log(2\pi)}{2} - \frac{1}{2} \log(\det(BV(\hat{\theta})B^\prime)) \]

\[ - \frac{1}{2} Y'B'(BV(\hat{\theta})^{-1}B'B)^\prime B Y \]

\[ \frac{\partial L_1}{\partial \theta_1} = - \frac{1}{2} \text{tr}((BV(\hat{\theta})B')^{-1}B_i B') \]

\[ \quad + \frac{1}{2} Y'B'(BV(\hat{\theta})B')^{-1}B_i B' B_i B'B(\hat{\theta})B'B Y \]

\[ i=1,2...q. \]

\[ \frac{\partial^2 L_1}{\partial \theta_i \partial \theta_j} = \frac{1}{2} \text{tr}((BV(\hat{\theta})B')^{-1}B_j B'(BV(\hat{\theta})B')^{-1}B_i B') \]

\[ \quad - Y'B'(BV(\hat{\theta})B')^{-1}B_j B'(BV(\hat{\theta})B')^{-1}B_i B'(BV(\hat{\theta})B')B Y \]

\[ i,j=1,2...q \]

\[ \mathbb{E} \frac{\partial^2 L_1}{\partial \theta_i \partial \theta_j} = - \frac{1}{2} \text{tr}((BV(\hat{\theta})B')^{-1}B_j B(BV(\hat{\theta})B')^{-1}B_i B') \]

\[ i,j=1,2...q \] Using (3.7).

Note: \[ B'(BV(\hat{\theta})B')^{-1}B = V(\hat{\theta})^{-1}(I - X'(V(\hat{\theta})^{-1}X)^{-1}X)V(\hat{\theta})^{-1} \]

\[ = N(\hat{\theta}) \]

(Searle (1979) p.27).


