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CHAPTER 1

INTRODUCTION

The term "Relational Database System" has been widely used since E.F. Codd published his influential paper on this topic [CODD-70]. The relational model suggests that all data in a database management system may be represented by a set of simple two-dimensional tables named relations. Within each relation the columns are usually referred to as attributes (or domains), and the rows as tuples (or records). Each attribute is associated with a field name. An example of a relation describing students information is shown in Figure 1.1. This relation consists of three tuples, each of which is made up of three different fields: STUDENT_NUMBER, NAME, and ADDRESS.

<table>
<thead>
<tr>
<th>STUDENT_NUMBER</th>
<th>NAME</th>
<th>ADDRESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>78233-7731</td>
<td>Ann Cooper</td>
<td>607 Keel St., Van.</td>
</tr>
<tr>
<td>79161-2435</td>
<td>Qing D. Li</td>
<td>1933 Esi Drive, Van.</td>
</tr>
<tr>
<td>79313-4971</td>
<td>Wen R. Lewis</td>
<td>565 High Park Ave., Van.</td>
</tr>
</tbody>
</table>

Figure 1.1 A relation R.

Tuples of relations are stored in physical (or secondary) storage space which is divided into fixed-size blocks called pages. The unit of
storage allocation and the unit of transfer between main storage and secondary storage is a page. The transfer of a page from secondary storage to main storage is called a page fetch. In order to access a tuple from a page, a page fetch is incurred if the page does not already reside in main storage.

Queries to a database for extracting desired data are posed through a specialized language called query language. The query language is usually designed from a high-level computer language and made easy to use for inexperienced users. Relational queries (questions about a relational database) can be expressed in high-level query languages simply and concisely. A wide variety of query languages have been proposed. Such as, QUEL, run under INGRES; QUERY-BY-EXAMPLE and SQL, run under SQL/Data System. There are a number of methods for accessing data in response to queries. Since a page fetch is costly, these methods attempt, through different approaches, to minimize the number of page fetches needed for answering a query.

Answering a query very often requires computing joins of relations. However, the join operation is the most time consuming and difficult operation, for a great number of page fetches are often required. Much has been done on the investigation of different approaches for computing joins of relations [AHO-79, ASTR-80, DEMO-80, IBAR-82, KIM-80, MERR-83, PERC-76, ROSE-80, SELI-79, WONG-70, YAO-79]. These optimization studies in query evaluation include simplistic exhaustive searches as well as complex heuristic methods. The purpose of this work is to investigate the nested loops methods for computing joins in a relational database. These methods attempt to determine the optimal nesting order of relations in the query
evaluation program. Optimal nesting order is defined as the nesting order which minimizes the number of page fetches.

In Chapter 2, important assumptions and different strategies for query evaluation programs will be presented and discussed.

Chapter 3 will discuss the nested loops method with special construction [IBAR-82]. The expected number of page fetches needed for answering a query is a function of the nesting structure of relations. This function is defined as the cost function we want to minimize. Since the true minimization of the expected number of page fetches is NP-hard, several heuristic algorithms are developed. It will be also shown that in two special cases the problem can be solved exactly when the assumptions of cost function hold.

Two sets of experiments will be conducted in Chapter 4. In the first set, the algorithms proposed in this thesis as well as the existing ones are run. The input query structures contain cycles. The heuristic solutions are compared with the optimal solutions obtained by exhaustive search. In the second set of experiments, "tree queries" will be tested. The comparison criteria for the experiments are 1) the closeness of the solution obtained by a heuristic algorithm to the optimal solution and 2) the running time of the algorithm.

In Chapter 5 a scheme is developed for improving the heuristic solutions obtained by the heuristic algorithms of Chapter 4. A set of experiments will be conducted for determining improvements achieved by this scheme.
In Chapter 6, we shall compare the number of page fetches required in the nested loops method with that of the sort-merge method.

The appendices consist of the notation used and the formal descriptions of the algorithms discussed in this thesis.
2.1. Notations and Assumptions

The relations referenced in a given query are denoted as \( R_1, R_2, \ldots, R_n \). \( R_i.A \) is the attribute \( A \) of relation \( R_i \). A query \( Q \) is defined as a conjunction of simple predicates:

\[
Q = P_1 \land P_2 \land \ldots \land P_n,
\]

where

\[
P_i = R_i.A \Theta R_k.B
\]

and \( \Theta \) is one of the following comparison operators,

\[
\Theta \in \{=, <, >, \leq, \geq \}.
\]

It should be noted that the set of comparison operators does not include the not-equal (\( \neq \)) sign. Rosenkrantz [ROSE-80] proves that when \( \neq \) comparisons between variables are allowed, minimization as well as most of the corresponding approximation problems are NP-hard.

The predicates are generally grouped into three categories:

1. \( R_i.A \Theta c \)

\( c \) represents a constant. This type of predicate is known as a one-relation predicate [WONG-76]. In order to test a predicate of this type, all the tuples of relation \( R_i \) have to be checked (that is, scan the relation -- all the data pages that store the tuples must be fetched) through the attribute \( A \).
2. \(R_i \land \theta R_j \land B\)

This form of predicate is also known as a one-relation predicate because there is only one relation involved. However, \(R_i\) has to be scanned only once.

3. \(R_i \land \theta R_j \land B\) (\(i \neq j\))

This type of predicate, involving two relations, is called a join-predicate. Both of the relations \(R_i\) and \(R_j\) are examined in processing the predicate.

The join operation is the most time consuming and difficult operation. In the present thesis, only the JOIN operation is considered. The one-relation predicates are not of direct interest. Intuitively, the cost of processing a one-relation predicate is linear in the number of tuples of the relation involved. It is often desirable to process the one-relation predicates before the join-predicates are considered. It has been shown that this tactic is beneficial [STON-76]. For instance, after processing a one-relation predicate the size of the relation involved is smaller. The unqualified tuples — which do not satisfy the one-relation predicate — need not be examined in the following join operations.

In what follows, the sizes of relations are assumed to be those after the processing of one-relation predicates. The number of tuples of a relation \(R_i\) is denoted by \(N_i\). \(M_i\) is the number of pages that is needed to store all the tuples of \(R_i\). It is assumed that tuples from different relations do not co-reside in a page.

Given a predicate \(P = R_i \land \theta R_j \land B\), the selectivity factor \(f_p\) associated with \(P\) is defined as the probability that a randomly chosen tuple pair from
R_i and R_j satisfies P. The selectivity factors of predicates are assigned by the system program [SELI-79], which computes the selectivity factors from the known parameters such as N_i, M_i, number of distinct values in a join attribute. The distribution of the values in a join attribute is assumed to be uniform. This assumption is adopted from [IBAR-82].

Graphical Representation

A query may be represented graphically. Each relation is represented by a node in the graph. An edge between two nodes indicates the existence of a predicate P in which both relations are referenced. Such an edge is labelled by its associated predicate P.

\[ G(Q) = (V, E) \]

where \( V \) is the set of relations referenced in query Q,

\[ E = \{(i, j) \mid i, j \in V \text{ and there exists some predicate of } \emptyset \text{ which references relation } R_i \text{ and } R_j\} \]

Example

Given query : \( Q = P_1 \wedge P_2 \wedge P_3 \wedge P_4 \)

where \( P_1 = (R_1.A = R_2.B) \), \( P_2 = (R_2.C = R_3.D) \),

\( P_3 = (R_3.E = R_4.F) \), \( P_4 = (R_1.G = R_3.H) \).

and \( f_{P_1} = 0.001 \), \( f_{P_2} = 0.002 \), \( f_{P_3} = 0.002 \), \( f_{P_4} = 0.003 \).

The corresponding query graph \( G(Q) \) is shown in Figure 2.1.
2.2. Different Strategies for Query Evaluation Program

The query evaluation programs attempt to process queries from different approaches. This section gives a brief introduction to the proposed strategies.

2.2.1. Sort-Merge

The major operations of this method are the sorting and merging of relations. Given a predicate, the first step is to sort the relations individually on their join attributes. If a $z$-way merge-sort is used for sorting, the cost (in number of page fetches) of sorting a relation $R_i$ can be given as [BLAS-77]:

\[ \text{sort cost} = 2^{\lceil M_i \log z M_i \rceil} \]

The next step is to merge the two sorted relations. Both of them need to be scanned only once since they are already sorted on the join attribute. The scanning cost (in terms of page fetches) is simply the total number of pages of the relations referenced.
Although the basic strategy of sort merge is rather straightforward, it can be costly to implement. For queries with many predicates, the sequence of evaluating the predicates obviously affects the number of page fetches required. The process of selecting the optimal order of predicates tends to be very complicated. If there are \( m \) predicates involved, there can be as many as \( m! \) different sequences. The overheads in computing the estimated costs are far too high if each sequence is attempted. Much research has been done on this problem of finding the optimal sequence [SELI-79, MERR-83].

2.2.2. Decomposition

The general procedure for this strategy [WONG-76] is to decompose the multi-variable query (a query which references more than one relation) into a sequence of single-variable (that is, single-relation) queries by applying reduction of query and tuple substitution. Reduction is a process of breaking off the components of the query which are joined to it by a single variable. When these components cannot be further detached to single-variable subqueries, tuple substitution is used to complete the decomposition. One of the variables is selected for substituting a tuple at a time.

2.2.3. Nested Loops Method

The loop is the major structure of this method. Figure 2.2 shows the basic structure of a nested loops program. Assume that relations \( R_1 \) and \( R_2 \) consist of \( M_1 \) and \( M_2 \) pages, respectively. In order to compute the join of the two relations, for each data page of \( R_1 \), all the data pages of \( R_2 \) must be examined if \( R_1 \) is nested outside (see Figure 2.2) \( R_2 \). Thus the total
total number of page fetches needed to compute the join is $M_1 + M_2$.

For $i = 1$ to $M_1$ do
   Begin
   For $j = 1$ to $M_2$ do
      Begin
      Access the tuple pair $(i, j)$
      End
   End

Figure 2.2 A nested loops structure.

This method is quite straightforward. However, for queries referencing many relations, the evaluation can be costly. Suppose, for example, that five relations are referenced in a given query. The corresponding sizes are $M_1 = 10$, $M_2 = 20$, $M_3 = 30$, $M_4 = 40$, $M_5 = 50$. The cost formula

$$M_1 + M_2 + M_3 + M_4 + M_5$$

gives a total number of page fetches, which is over twelve million.

One way to reduce the total number of page fetches is given by [KIM-80]. Instead of automatically scanning the relation $R_2$ of Figure 2.2 in a top-down manner (i.e., fetching the data pages from the first page to the last page), some conditions are added. After the first scan of relation $R_2$, the second page of $R_1$ is fetched. Since the last page of $R_2$ is still in the main memory, the join operation can be performed without fetching a new page from $R_2$. Thus the scanning of $R_2$ is carried out in bottom-up
manner and we save one page in fetching. The next scan of $R_2$ starts from the top again and one page is saved for the first page of $R_2$ is already in the memory. It can be seen that the savings are insignificant if the sizes of the relations are large.

Another way of reducing the number of page fetches is shown in [IBAR-82]. More structure is superimposed and a data page is fetched only if it is necessary to do so. We shall see this in Chapter 3.
3.1. Reasons for Using Nested Loops Method

The nested loops method in processing relational queries is the approach taken in the present thesis. It has various advantages over the other methods. The ease of programming is highly attractive to programmers. Furthermore, the number of page fetches needed in this method can be kept small in the situation where all the data pages of each relation are not automatically fetched [IBAR-82] (This differs from the automatic fetch tactic used, for example, in [PERC-76]). Some tests are performed before the above access is made, the details of which are presented in the following section.

3.2. Nested Loops Method with Special Pointers

3.2.1. Basic Structure

The structure of the nested loops method with special pointers is based on the following idea:

Some useful pointers associated with relations are created during the sorting of relations. These pointers are used in query evaluation programs to fetch only those pages of the corresponding relations which contain the tuples satisfying a predicate of an input query [IBAR-82].
Without loss of generality, $R_1, R_2, ..., R_n$ are assumed to be processed in that order. For a predicate $P_i = R_k \land \theta \land R_i \cdot y, k < 1$, $R_1$ is assumed to be sorted on attribute $y$. For each tuple in $R_k$, two pointers associated with $P_i$ are created. One of them points to the first page of $R_1$ on which there is a tuple such that the tuple pair (i.e., a tuple from $R_k$ and a tuple from $R_1$) satisfies the predicate. The other pointer points to the last such page. The following example will make this clear.

Given query graph:

\[ Q = P_1 \land P_2 \lor P_3 \]

where $P_1 = (R_1 \cdot A = R_2 \cdot B)$, $P_2 = (R_2 \cdot C = R_3 \cdot D)$,

$P_3 = (R_1 \cdot E = R_3 \cdot F)$.

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>E</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B</th>
<th>C</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>D</th>
<th>F</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

a tuple

\[ a \text{ tuple} \]

\[ a \text{ page} \]

Relations $R_1$, $R_2$, and $R_3$ are processed in that order. $R_2$ and $R_3$ are sorted on the join attributes $B$ and $D$ respectively. For instance, the join
attribute A of the first tuple of \( R_1 \) has value 3. The pointers (associated with \( P_1 \)) of the this tuple both point to the first page of \( R_2 \) because this page contains both the first and the last tuples which satisfy the predicate \( P_1 \). For the first tuple in \( R_2 \), the join attribute C has value 1. The tuples of \( R_3 \), which satisfy \( P_2 \) with \( R_2.C=1 \), span the first two pages of the relation. Thus the corresponding pointers of the first tuple of \( R_2 \) point to pages 1 and 2 in \( R_3 \) respectively. Note that there is no pointer created for \( P_3 \) as it can be processed after a page of \( R_3 \) is fetched by \( P_2 \).

### 3.2.2. Construction of the pointers

In [IBAR-82], the pointers from \( R_k \) to \( R_i \) with respect to \( P_1 \) \((P_1=R_k.a \theta R_i.b)\) are created in the following way, without any additional page fetches:

1. While sorting the relation \( R_i \) a list is constructed in main memory.
2. For each page of \( R_i \), the distinct values of \( R_i.b \) are kept in the list.
3. The list is maintained until the pointers for \( R_k \) with respect to \( P_1 \) are constructed.

Step 2 can in fact be improved by storing, for each page of \( R_i \), merely the minimum and maximum values of \( R_i.b \).

### 3.2.3. Cost Function

Some definitions are first introduced.

\[
\text{pred}(i) = \{P\mid P='R_k.a \theta R_h.b', \; k,h \leq i\}
\]

\[
F_1 = \text{PRODUCT} \left[ \text{FOR P IN pred}(i) \right] \text{OF } f_P
\]
Using the nested loops method without pointers, the total number of page fetches for $R_i$ is $M_1 M_2 \ldots M_i$. Let $P_i = R_{k \cdot a} \Theta R_i \cdot b$, Ibaraki [IBAR-82] shows that using the pointers technique this number can actually be reduced to

$$H_i = F_{i-1} N_1 \ldots N_{i-1} f_{P_i} M_i, \quad \ldots(3.1)$$

where $F_{i-1} N_1 \ldots N_{i-1}$ is the expected number of tuple combinations (from $R_1 \ldots R_{i-1}$) that satisfy the $\text{pred}(i)$. $M_1 \ldots M_i$ is indeed reduced by the factor

$$(F_{i-1} N_1 \ldots N_{i-1}) \cdot f_{P_i} / (M_1 \ldots M_{i-1}).$$

Note that formula (3.1) is only an approximation function of the general function derived in [IBAR-82]. The general function of (3.1) has been given as follows:

$$M_1 \ldots M_i [1-(1-f_{P_i})^{K_{i-1}}].$$

$K_{i-1}$ is the average distinct $R_k \cdot a$-value. Other important parameters used in the general cost function have been given as follows:

1. $K_{i-1} = r_k \cdot (1-1/r_k)^{J_{i-1}}$
2. $J_{i-1} = (s/t_k)(1-(1-t_k)/s)^{I_{i-1}}$
3. $I_{i-1} = F_{i-1} N_1 \ldots N_{i-1} / M_1 \ldots M_{i-1}$

$r_k$ is the number of distinct values that $R_k \cdot a$ can take. $J_{i-1}$ is the expected number of distinct tuples chosen from a page of $R_k$ and $I_{i-1}$ is the
tuple combinations per page combination of \( R_1, \ldots, R_{i-1} \). Using the approximation formula

\[
1 - (1-a)^N = 1 - \exp(-aN) \quad \text{for small } a
\]

\[
\approx -aN \quad \text{for small } aN,
\]

\[1 - (1 - f_{p_i})^{K_{i-1}}\] is approximated as \((1 - \exp(-f_{p_i}K_{i-1}))\) under the assumption that \( f_{p_i} \ll 1 \). Furthermore, \( K_{i-1} \) is approximated as \( I_{i-1} \) when \( f_{p_i}, J_{i-1}/r_k, \) and \( t_kI_{i-1}/s \) are all small. Hence, if \( f_{p_i}I_{i-1} \ll 1 \), the function

\[M_1 \ldots M_i[1 - \exp(-f_{p_i}I_{i-1})]\]

is approximated as (3.1). This approximation is valid only when the assumptions stated above are all valid. Thus, the assumptions made in this thesis are adopted from [IBAR-82].

There are \( n \) relations involved in a query. Only the relation nested in the outermost loop need not be sorted whereas the others have to be sorted at most once. The cost formula we want to minimize is:

\[
\text{COST} = M_1 + \sum_{i=2}^{n} (H_i + S(P_i)) \quad \ldots(3.2)
\]

where \( S(P_i) \) is the number of page fetches for sorting \( R_i \) on \( R_{i.b} \), i.e.,

\[
S(P_i) = \begin{cases} 
0 & \text{if } i=1 \text{ or } R_i \text{ is already sorted on } R_{i.b} \\
& \text{prior to the evaluation of query } Q, \\
2 \left[ M_i \log_2 \frac{Z_i}{k} \right] & \text{otherwise,}
\end{cases}
\]

assuming that a \( z \)-way merge sort is used.
3.2.4. Role of Nesting Structure

The expected cost (i.e., number of page fetches) is a function of the nesting structure of relations. Given a nesting order, the corresponding estimated cost can be computed from (3.2). However, the greatest difficulty is the determination of the best order of the relations. To find the optimal order from among the n! possible choices by exhaustive search may not be practical. In fact true minimization is NP-hard. Therefore, we utilize some heuristic search methods.

3.3. Algorithms for Finding Good Nesting Order

3.3.1. Algorithm A. [IBAR-82]

This algorithm is applicable to general queries. The method is based on the assumption that $H_n$ is the most dominant term in (3.2), followed by $H_{n-1}, \ldots, H_1$. Thus, $H_i$'s are minimized in this order. The algorithm is shown in Appendix 2.

Ties may occur in choosing $R_i$ (step 2.1a of the Appendix) when there is more than one minimum $H_i$. In the worst case, all the possibilities are explored, and the running time of the algorithm may increase exponentially. This gives a time complexity of $O(n!)$.

3.3.2. Algorithm B. [IBAR-82]

This algorithm applies to the special case where the input query is a "tree query". It gives the optimal solution of a tree query only if all the assumptions made for the approximation cost function (3.1) are valid. In the algorithm, rank values are computed for single relations or groups
of relations (see Appendix 3). Relations are then ranked in such a way that the corresponding rank values are in ascending order. The optimal solution is produced in polynomial time. The time complexity is $O(n^2 \log n)$. The details of the algorithm are shown in Appendix 3.

3.3.3. Algorithm C

This algorithm is applied to general queries. Its basic structure is supported by algorithm B. A minimum spanning tree of the input query graph is first determined. Using this tree, the nesting order of relations is then computed by B. Cost for the input query graph is finally computed from the formula (3.2).

The edges of the input query graph are weighted by selectivity factors. The smaller the selectivity factors used, the fewer the needed number of page fetches of relations. The graphical representation of the following example makes this clear. Given the query graph shown in Figure 3.1a, there are three possible spanning trees (3.1b,c,d).

![Figure 3.1 A 3-node query graph.]

Suppose that relations 1, 2, and 3 are of the same size $M$, and have the same number of tuples $N$. For each spanning tree, the total number of page fetches needed is as follows:
spanning tree b: M+0.01NM+0.01*0.02NNM;
spanning tree c: M+0.01NM+0.01*0.03NNM;
spanning tree d: M+0.02NM+0.02*0.03NNM.

Figure 3.1b is clearly the best choice among the three. In choosing the predicate, the one with smaller selectivity factor has higher priority to be picked. The algorithm is shown in Appendix 4.

A drawback of this algorithm is that if a given n-node query graph is complete and all the selectivity factors are the same, there are \( n^{n-2} \) minimum spanning trees in which case the time complexity is \( O(n^n \log n) \) for each tree requires \( O(n^2 \log n) \) time. In order to avoid such excessive computation, in algorithm C, we test minimum spanning tree.

3.3.4. Algorithm D

We now take a closer look at the \( H_1 \) formula:

\[
H_1 = M_1
\]
\[
H_2 = F_1N_1f_2M_2
\]
\[
H_i = F_{i-1}N_1 \cdots N_i f_{p_i} M_i
\]
\[
H_{i+1} = F_1N_1 \cdots N_i f_{p_{i+1}} M_{i+1}
\]

Suppose that \( R_1 \) to \( R_{i-1} \) have been chosen in the above order. The factor \( F_{i-1}N_1 \cdots N_{i-1} \) (hereafter \( FN_{i-1} \) factor) in \( H_i \) cannot be changed at the later stages. This \( FN_{i-1} \) factor becomes the common factor in the
remaining \( H_1 \)'s \( (H_{i+1}, H_{i+2}, \ldots, H_n) \). This implies that it is highly desirable to keep the smallest common factor at every step of choosing \( R_1 \). Thus, in order to choose \( R_1 \), we use a one-step look ahead method. The \( F_{Ni} \) factor in \( H_{i+1} \) is first minimized. The relation associated with the smallest \( F_{Ni} \) is chosen as \( R_1 \). The next step is to determine \( f_{pi} \) from the set of selectivity factors which are associated with the predicates in \( \text{pred}(i) - \text{pred}(i-1) \). We simply pick the one with minimum value.

When there are more than one minimum \( F_{Ni} \), all the possible choices for \( R_1 \) are tried. In the worst case, the time needed for running the algorithm grows exponentially. This is same as the time complexity of algorithm A \((O(n!))\). The complete algorithm D is presented in Appendix 5.

3.3.5. Algorithm D2

In algorithm D, the relation with minimum \( F_i N_i \ldots N_i \) is picked as \( R_i \) without considering the \( f_{Pi} M_i \) factor in \( H_i \). In this algorithm we try to take the neglected factor into account when \( R_i \) is being considered. Some useful symbols are defined as follows:

\[
PRED(x,i) = \{ P | P = 'R_k \cdot a \theta R_x \cdot b' \text{ and } k \leq i \}
\]

(the set of predicates which reference only relations \( R_x \) and \( R_k \) with \( k \leq i \)),

\[
F\{1,2,\ldots,i\}=F_i \quad \text{(the product of all the selectivity factors associated with the predicates in \( \text{pred}(i) \))},
\]

\[
F\{1,2,\ldots,i|x\}=\text{the product of all the selectivity factors associated with the predicates in} \ PRED(x,i).
\]
Given \( R_1, R_2, \ldots, R_{i-1}, R_x, R_y \), without loss of generality it is assumed \( R_1, R_2, \ldots, R_{i-1} \) are chosen in that order. The next step is to choose \( R_i \) from \( R_x \) and \( R_y \). There are two possible cases:

1. \( R_i = R_x, \ R_{i+1} = R_y \);
2. \( R_i = R_y, \ R_{i+1} = R_x \).

In the first case the total number of page fetches for \( H_1 \) to \( H_{i+1} \) is shown as

\[
s(x, y) = H_1 + H_2 + \cdots + F\{1, 2, \ldots, i-1\} N_1 \cdots N_{i-1} f_p M_x^x + F\{1, 2, \ldots, i-1, x\} N_1 \cdots N_{i-1} f_p M_y^y \quad \ldots (3.3)
\]

\( s(x, y) \) indicates that \( R_x \) is followed by \( R_y \) in the nesting order. The latter case is shown as

\[
s(y, x) = H_1 + H_2 + \cdots + F\{1, 2, \ldots, i-1\} N_1 \cdots N_{i-1} f_p M_y^y + F\{1, 2, \ldots, i-1, y\} N_1 \cdots N_{i-1} f_p M_x^x \quad \ldots (3.4)
\]

We subtract (3.4) from (3.3) and obtain

\[
s(x, y) - s(y, x) = F\{1, 2, \ldots, i-1\} N_1 \cdots N_{i-1} f_p M_x^x + F\{1, 2, \ldots, i-1, x\} N_1 \cdots N_{i-1} f_p M_y^y + F\{1, 2, \ldots, i-1\} N_1 \cdots N_{i-1} f_p M_y^y - F\{1, 2, \ldots, i-1, y\} N_1 \cdots N_{i-1} f_p M_x^x
\]

If \( s(x, y) - s(y, x) \geq 0 \) then

\[
s(x, y) \geq s(y, x) \quad \Leftrightarrow \quad \ldots
\]
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Both sides are divided by $F(1,...,i-1)$,

$$\frac{(F(1,...,i-1,y)N_y - F(1,...,i-1)}{f_{p}M_{y} \leq \frac{(F(1,...,i-1,x)N_x - F(1,...,i-1))}{f_{p}M_{x}}$$

For a relation $R_k$, let

$$\text{Ratio}(k)= \frac{(F(1,...,i-1|k)N_k - 1)}{f_{p}M_{k}}$$

Therefore,

$$s(x,y) \geq s(y,x) \iff \text{Ratio}(x) \geq \text{Ratio}(y).$$

The derivation implies that the nesting order $R_1, R_2, ..., R_{i-1}, R_y, R_x$ is better than $R_1, R_2, ..., R_{i-1}, R_x, R_y$ if and only if $\text{Ratio}(y)$ is less than $\text{Ratio}(x)$. Therefore, to choose $R_1$ from a set of relations we simply compute the $\text{Ratio}$ for each of those relations. Among those relations the one with the smallest $\text{Ratio}$ is selected as $R_1$. Similarly, ties may occur in choosing $R_1$, for there may be more than one minimum $\text{Ratio}$. If the $\text{Ratios}$ corresponding to $R_1$ are all same and each choice of $R_1$ is attempted, the time complexity of this algorithm is $O(n!)$. 
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Incorrect Ratio

Let us take a closer look at the Ratio derived from the above section. We find that the \( f_p \) in (3.3) does not necessarily have the same value as the one in (3.4) because the former, \( f_p \), is the minimum selectivity factor chosen from the set of selectivity factors associated with \( \text{PRED}(x,i-1) \), whereas the latter is chosen from the set associated with \( \text{PRED}(x,i) \). These two sets of predicates may contain different predicates. The choices of \( f_p \)'s in (3.3) and (3.4) can be different. Similarly in the case of \( f_p \).

In order to distinguish the difference, the \( f_p \) in (3.4) is replaced by \( f_p' \), and \( f_p \) in (3.3) by \( f_p'' \). The derivation in (3.5) is no longer valid because \( f_p M_x \) and \( f_p M_y \) cannot be factored. Instead, we have the following expression:

\[
(F\{1,\ldots,i-1\} N f_p' f_p') / M_x \leq (F\{1,\ldots,i-1\} N f_p f_p') / M_y.
\]

Hence, the measure of the Ratio is actually not correct if \( f_p \neq f_p' \) and \( f_p \neq f_p' \). The drawback caused by the incorrect Ratios is shown in the experiments conducted in Chapter 4.
3.3.6. General Query Involving Three Relations

Given query \( Q \) with the following selectivity diagram SD(Q):

\[
\begin{align*}
\text{SD}(Q) &= \\
\xymatrix{ & f_p \ar[dr] & \\
R_a \ar[r] & R_b \ar[r] & R_c,}
\end{align*}
\]

\[Q = P_x \land P_y \land P_z,\]

where \( P_x = (R_a.A = Ra.B) \), \( P_y = (R_a.C = Ra.D) \), \( P_z = (Ra.E = Ra.F) \),

and \( f_{p_x}, f_{p_y}, \) and \( f_{p_z} \) are the corresponding selectivity factors.

The query can be solved in constant time as follows: The three given relations are named \( R_a, R_b, \) and \( R_c \). The choice of \( R_a \) is important whereas the choice of \( R_b \) and \( R_c \) is not important. Each given relation referenced in the query is chosen as \( R_a \) in turn. For each choice of \( R_a \), the nesting order \( R_a \circ R_b \circ R_c \) is better than \( R_a \circ R_c \circ R_b \) if and only if the following is true:

\[
\frac{f_p \cdot N \cdot \text{MIN}(f_p, f_p) - f_p}{x \cdot y \cdot z} \leq \frac{f_p \cdot N \cdot \text{MIN}(f_p, f_p) - f_p}{y \cdot x \cdot z} \leq \frac{f_p \cdot N \cdot \text{MIN}(f_p, f_p) - f_p}{x \cdot z \cdot y}.
\]

Proof.

Let \( s(a,b,c) \) denote the total cost of the nesting order \( a \circ b \circ c \), and let \( \text{MIN}(f_p, f_p) \) be the minimum of \( f_p \) and \( f_p \). We have

\[
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\]
\[ s(a,b,c) = M_c + N \cdot f_p \cdot M_c + f_p \cdot N \cdot N \cdot \text{MIN}(f_p, f_p) \cdot M_c \]
\[ s(a,c,b) = M_c + N \cdot f_p \cdot M_c + f_p \cdot N \cdot N \cdot \text{MIN}(f_p, f_p) \cdot M_c \]

\[ s(a,b,c) - s(a,c,b) \]
\[ = N \cdot f_p \cdot M_c + f_p \cdot N \cdot N \cdot \text{MIN}(f_p, f_p) \cdot M_c \]
\[ - N \cdot f_p \cdot M_c - f_p \cdot N \cdot N \cdot \text{MIN}(f_p, f_p) \cdot M_c \]
\[ = N \cdot b \cdot [f_p - f_p \cdot N \cdot \text{MIN}(f_p, f_p)] \]
\[ - N \cdot c \cdot [f_p - f_p \cdot N \cdot \text{MIN}(f_p, f_p)] \]

If \( s(a,b,c) - s(a,c,b) \geq 0 \) then

\[ s(a,b,c) \geq s(a,c,b) \iff \]
\[ M_b \cdot [f_p - f_p \cdot N \cdot \text{MIN}(f_p, f_p)] \geq \]
\[ M_c \cdot [f_p - f_p \cdot N \cdot \text{MIN}(f_p, f_p)] \]
\[ \iff [f_p - f_p \cdot N \cdot \text{MIN}(f_p, f_p)] / M_c \geq \]
\[ [f_p - f_p \cdot N \cdot \text{MIN}(f_p, f_p)] / M_b \]
\[ \iff [f_p \cdot N \cdot \text{MIN}(f_p, f_p) - f_p] / M_b \geq \]
\[ [f_p \cdot N \cdot \text{MIN}(f_p, f_p) - f_p] / M_c \]

O.E.D.
Since each given relation is chosen as $R_a$ in turn, the optimal solution is, therefore, determined from the three choices. The algorithm is formally described in Appendix 7.

3.3.7. Loop Queries

We can now describe a polynomial algorithm, which gives the optimal solution, when the input query is a loop query. The query graph of a loop query involving $n$ relations is a cycle with exactly $n$ nodes and $n$ edges. By removing one edge at a time, there are at most $n$ spanning trees. Each of them can be solved individually by applying algorithm B. Since the removed edge of each tree would not be used in the cost formula (3.1), algorithm B gives the exact ranks and provides the optimal nesting order for that spanning tree. Among the $n$ nesting orders produced from different spanning trees, the one with smallest cost is chosen as the optimal nesting order. The details of the algorithm are shown in Appendix 8. The time complexity is $O(n^3 \log n)$. 
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4.1. Assumptions

Performance is a significant factor in the choice of algorithms. The predictability of algorithm performance is important to the user. In this section we investigate the performance of the various algorithms introduced in Chapter 3. Simulation experiments are conducted to evaluate the algorithms. The major criteria of evaluation are: closeness of the solution obtained by an algorithm to the optimal solution, and the running time of the algorithm. The following data for the experiments are generated by random number generators:

(1) \( M_i \): number of pages of relation \( R_i \).

(2) \( s/t_i \): number of tuples per page of relation \( R_i \).

\[ N_i : \text{number of tuples of } R_i \text{ is computed by } M_i \times s/t_i. \]

(3) Selectivity factors associated with predicates.

The following ranges are assumed:

(1) \( 10 \leq M_i \leq 500 \), for all \( i \);

(2) \( 10 \leq s/t_i \leq 30 \), for all \( i \);

(3) \( 0 < f_p \leq 0.02 \), for all \( P \);
(4) \( z = 4 \), i.e., 4-way merge sort is used;

(5) \( s = 512 \) bytes, page size.

We believe that the ranges (1 and 2) chosen above are sufficiently large because the sizes of relations are assumed to be the sizes after processing the one-relation predicates. The irrelevant tuples and columns are eliminated. The range of \( s/t_1 \) is adopted from the example used in [BLAS-77]. In his paper an average number of tuples per page from a relation is 20. The \( s/t_1 \) range chosen above includes this value.

The choice of \( f_p \) is based on the assumptions made for the \( H_1 \) cost formula (3.1). The range of \( f_p \) must be sufficiently small (see Chapter 3) such that the approximation is valid. For convenience, we adopt the range used in [IBAR-82].

The choice of 4 as the merge factor in sorting is not restrictive because the relationships between two merge factors, say \( z_1 \) and \( z_2 \), can always be found as follows:

\[
\log_{z_1} X = \frac{\log_2 X}{\log_2 z_1} \quad \text{and} \quad \log_{z_2} X = \frac{\log_2 X}{\log_2 z_2}
\]

Hence,

\[
\log_2 z_1 \log_{z_1} X = \log_2 z_2 \log_{z_2} X
\]
and,
\[
\log_{z2} X = \frac{\log_{z1} X}{\log_{z2} z1}
\]

Therefore, if we want to change the merge factor \( z1 \) to \( z2 \) we simply multiply the sort cost \( M \log_{z1} M \) (before it is doubled) by the factor \( \log_{z2} z1/\log_{z2} z2 \).

Typically a page size ranges from 256 bytes to 4K bytes. In these experiments, we have adopted 512 bytes as our page size.

4.2. Normalization

In order to normalize the performance of the algorithms, heuristic solutions are compared with the optimal solutions. These optimal solutions can be obtained by exhaustive search. The normalization of a heuristic solution is denoted by performance ratio (PR), which is defined as follows:

\[
PR = \frac{\text{cost obtained by heuristic solution}}{\text{optimal cost}} \quad \ldots (4.1)
\]

The PR indicates the closeness of the heuristic solution to the optimal solution. It is either greater than or equal to 1. It cannot be less than 1 as the cost obtained by a heuristic cannot be smaller than the optimal cost.
4.3. General Queries

In the following experiments, algorithms A, C, D, and D2 are evaluated. A collection of 11 query structures were chosen:

(1) Q1:

(2) Q2:

(3) Q3:

(4) Q4:

(5) Q5:
(6) $Q_6$:

(7) $Q_7$:

(8) $Q_8$:

(9) $Q_9$:

(10) $Q_{10}$:

(11) $Q_{11}$:
4.3.1. Page Fetches

For each query structure, 24 sets of random numbers were generated. The heuristic solutions to these inputs are normalized as explained above. The following values are computed for the purpose of comparing the performance of the different algorithms:

1. PR range.
2. Average PR for each query structure.
3. Range of average PR's.
4. Standard deviation of the PR's.

The PR range is defined to be the difference between the largest and the smallest values in a set of PR's. The PR range of each algorithm is shown in the following table:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.6087</td>
</tr>
<tr>
<td>C</td>
<td>2.8660</td>
</tr>
<tr>
<td>D</td>
<td>1.3750</td>
</tr>
<tr>
<td>D2</td>
<td>109.5281</td>
</tr>
</tbody>
</table>

Table 4.1 The ranges of PR's of various algorithms.

Among the four algorithms, D has the smallest range of PR's. The expected number of page fetches needed in answering a query can be 37.50 percent more than the optimal solution. The range of PR's of algorithm A is slightly larger than this. The worst heuristic solution obtained for algorithm A in the above experiments is 60.87 percent larger than the
optimal solution. The PR range of C is fairly large. It varies from 1 to about 2.9. In other words, a heuristic solution produced by C can be almost triple the exact solution. The most unsatisfactory algorithm, as far as the PR range is concerned, is D2. One sample query produced a very large PR of 109.5281. This shows that the heuristic solution by D2 can be very costly.

Since the PR range of each algorithm appeared to be greatly affected by the query structure, the average of PR's was computed for each algorithm and query structure. For each query structure, 24 sets of random numbers were generated and the mean of 24 PR's was computed. In Figure 4.1, the curves show the relationship between the average PR's and the query structures used, Q1 to Q11. Each curve corresponds to one of the four algorithms. Among the four curves in the figure, curve A and D can hardly be distinguished, whereas curve C and D2 have some obvious high peaks which have very large values. In order to examine the curves A, C, and D more closely, curve D2 is not shown in Figure 4.2. It should be noted that the Y axis has been expanded in the figure. Table 4.2 below shows the ranges in terms of numerical values:

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th></th>
<th>C</th>
<th></th>
<th>D</th>
<th></th>
<th>D2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0009</td>
<td>1.0967</td>
<td>1.0061</td>
<td>1.2810</td>
<td>1.0044</td>
<td>1.0410</td>
<td>1.0004</td>
</tr>
</tbody>
</table>

Table 4.2 Average PR ranges of various algorithms.
It can be seen that the upper end of the range of average PR's for D2 is much smaller than the corresponding value in Table 4.1. This indicates that the PR's obtained by D2 are not uniformly distributed in the range shown in Table 4.1. The heuristic solutions obtained by D2 can be very bad. Due to this large variation in PR's, D2 is dropped from the experiments. Our interest will focus on algorithms A, C, and D. In Table 4.2, D, again, shows the smallest variation. Out of eleven average PR's, there is only one case (Q2) in which D has a value larger than the runner-up (A). Out of the eleven average PR's, there are seven values of A which are smaller than those of C. In addition, the range of average PR's for A is much smaller than that of C.

By comparing Tables 4.1 and 4.2 one can easily see that the PR range and the range of average PR's of each algorithm are very different. Variance ($S_x^2$), defined as follows, is used to measure the variation in PR's:

$$S_x^2 = \frac{\sum_{i=1}^{n'} (x_i^2 - n'X^2)}{(n'-1)}$$

where $x_i$ = data value, 
$X$ = the mean of the data values, 
$n'$ = number of data values.

In this experiment, data value, $x_i$, is the PR of each example; $X$ is the average PR for each query structure; and $n'$ is the number of samples tested (which is 24). We want to compute the variance for each query structure. Data fluctuating over a wide range of values will have a large variance. Conversely, a large variance indicates that the data have a wide spread about the mean. The standard deviation is defined as the positive
Figure 4.1 Average PR's for general query structures: A, C, D, D2

Figure 4.2 Average PR’s for general query structures: A, C, D
square root of the variance.

\[ S_x = \sqrt{S_x^2} \]

Figure 4.3 shows the standard deviation of each query structure. It can be seen that the standard deviation curves are similar to the corresponding average PR curves in Figure 4.2. That is to say, the algorithms with large average PR's also have large standard deviations. For example, for algorithm C, Q3 and Q8 have large average PR's as well as large standard deviations. This indicates that an algorithm that performs poorly does not perform poorly all the time. Namely, the PR is not consistently large for such an algorithm.

At this point a general conclusion can be stated. Among the four algorithms, D tends to produce the best heuristic solutions, whereas A gives reliable heuristic solutions which do not fluctuate widely. C is not as stable as the two algorithms. It tends to produce "unacceptable" as well as acceptable solutions.

4.3.2. Computation Time

In this section the average running time of each algorithm for 24 examples of each query structure is presented. Figure 4.4 shows the running time for each algorithm. There is no significant difference between the exhaustive search and the heuristic methods when the number of relations referenced in a query is less than 4. As for the exhaustive search method, when the number of relations is greater than 4, the time required grows exponentially, while the time required for the heuristic methods appears to grow much slower than the exhaustive search. Among the
heuristic methods, A requires more time than the others for most of the query structures, whereas C requires less time than A, and D needs the least time for computing a heuristic solution.

4.4. Tree Queries

When the assumptions being made in Chapter 3 for the approximation cost function are all valid, an optimal nesting order for a tree query can be solved efficiently. Algorithm B gives an optimal solution in polynomial time. In order to test the performance of algorithms A, and D when applied to tree queries, the following eight tree query structures were chosen as the input to the second set of experiments. For each query structure, 12 examples are tested.

(1) Q1:

(2) Q2:

(3) Q3:
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(4) 04:
\[
R_1 \rightarrow R_2 \rightarrow R_3 \rightarrow R_4 \rightarrow R_5
\]

(5) 05:
\[
R_1 \rightarrow R_2 \rightarrow R_3 \rightarrow R_4 \rightarrow R_5
\]

(6) 06:
\[
R_1 \rightarrow R_2 \rightarrow R_3 \rightarrow R_4 \rightarrow R_5 \rightarrow R_6
\]

(7) 07:
\[
R_1 \rightarrow R_2 \rightarrow R_3 \rightarrow R_4 \rightarrow R_5 \rightarrow R_6
\]

(8) 08:
\[
R_1 \rightarrow R_2 \rightarrow R_3 \rightarrow R_4 \rightarrow R_5 \rightarrow R_6
\]
Figure 4.3 Standard deviations of PR's for general query structures: A, C, D

Figure 4.4 Average running time for samples used of each general query structure
4.4.1. Page Fetches

In this set of experiments, the heuristic solutions obtained from algorithms A and D are also normalized as PR's. The optimal cost in formula (4.1) is substituted by the optimal cost obtained from algorithm B. Thus, the same set of statistics (that is, PR range, average PR for each query structure, range of average PR's, standard deviation of PR's) was collected for analysis. The average PR's for different query structures are shown in Table 4.3 and 4.4.

| A : 1 — 169.5106 | D : 1 — 1.1707 |

Table 4.3 The ranges of PR's of algorithms A and D.

| A : 1 — 15.2193 | D : 1 — 1.0207 |

Table 4.4 Average PR ranges of algorithms A and D.

It is surprising to note that algorithm A does not behave as well as it does in processing general queries (see Figure 4.2). Both ranges are much larger than the ranges shown in Tables 4.1 and 4.2. This makes algorithm A relatively unattractive compared to algorithm D.

Since algorithm B gives optimal solutions for tree queries, its average PR's have value 1. Figure 4.5 is included to show how the average PR's of D behave relative to those values 1 of B (A is not shown because
the corresponding range is too large). In general, the average PR's of D increase as the number of nodes in the query graph increase. That is, when a query references fewer relations, the heuristic solutions obtained from D are more accurate. The worst case appearing for D in the experiments is only 18 percent more than the optimal solution.

The standard deviations of heuristic solutions obtained from each algorithm are computed. Since the optimal curve B does not fluctuate at all, the standard deviation for algorithm B is zero. Among algorithms A and D, A has very large range whereas D does not deviate very much. In the worst case, Q8, the average PR given by D deviates only about 5 percent. Figure 4.6 shows the standard deviations of D in comparison with those of B.

4.4.2. Computation Time

Figure 4.7 shows the time required for running each algorithm. Algorithm A obviously requires more time than the others to produce a heuristic solution, whereas B and D need about the same amount of time. Generally the time required increases with the number of relations. However, as shown in Figure 4.7, the amount of time needed by algorithm A grows more rapidly than that required by the other algorithms.
Figure 4.5 Average PR's for tree query structures: D
Figure 4.6 Standard deviations of PR's for tree queries: D

Figure 4.7 Average running time for samples used of each tree query structure: A, B, D
CHAPTER 5

IMPROVING A HEURISTIC SOLUTION

5.1. Interchanging Adjacent Relations

As the previous chapter has shown, the nesting orders of relations given by the four heuristic algorithms are not always optimal. Comparing the heuristic sequences with the optimal ones, we find that most of the heuristic sequences are near-optimal, in the sense that they are very similar to the optimal sequences except that a few relations are out of order. This suggests that if those adjacent relations in reversed order are interchanged, the near-optimal solutions could be improved or even upgraded to the desired optimal solutions. Thus, an optimal solution can be obtained with sufficient interchanges. For the purpose of achieving efficiency, the interchanging tactic must be done within a reasonable and acceptable time.

In this thesis, the interchanging tactic is applied as follows: given a sequence of relations corresponding to a heuristic solution, an adjacent pair of relations is interchanged. If the resulting sequence gives a smaller number of page fetches, the former sequence is discarded and the same process is repeated with the latter. Otherwise the latter sequence is ignored and a new adjacent pair of nodes in the former is chosen. Interchanging is repeated until all adjacent pairs have been tried without improvement in the number of page fetches. At this point the current sequence is considered as the solution.
There are many ways to find an adjacent pair of nodes in a sequence. Relations can be scanned, one by one, from left to right or from right to left. Assuming that the left to right method is used, the leftmost two adjacent relations are examined first. If they are not interchanged, we then try the second and the third relations, and so forth. If no pair is interchanged this process stops when the end of the sequence is reached. Suppose that a pair of adjacent relations is interchanged at some point (see Figure 5.1). The question is how to proceed from here. The left part of the sequence has been scanned without succeeding in reducing of cost. Therefore, it is not necessary to rescan the entire left subsequence as the interchanges involved do not alter its order of relations. We simply backtrack one position to the left and repeat the same process.

The left to right scanning method is adopted in the algorithm used in this thesis (shown in Appendix 9). The results of these experiments are shown in the next section.

5.2. Performance of Heuristics with Interchanging

In order to compare the performance of the algorithms with and without interchanging, the same set of general query structures and data as used in Chapter 4 will be used again. Algorithm A with interchanging is referred to as A*, C with interchanging as C*, and so forth. Furthermore, the same parameters, such as the PR range, are computed for comparison.

5.2.1. Page Fetches

Tables 5.1 and 5.2 show the PR ranges and the average PR ranges for the three algorithms with interchange. The ranges are all strictly smaller
Current sequence of relations:

After interchanging of relations $x$ and $y$:

Backtrack one position to the left:

Figure 5.1 Starting position after interchanging
than the corresponding ranges in Tables 5.1 and 5.2.

| A* : 1 — 1.5457 |
| C* : 1 — 2.6531 |
| D* : 1 — 1.3540 |

Table 5.1 The ranges of PR's of various algorithms after interchanging

| A* : 1.0000 — 1.0607 |
| C* : 1.0017 — 1.0999 |
| D* : 1.0000 — 1.0308 |

Table 5.2 Average PR ranges of various algorithms after interchanging

Figures 5.2(a,b,c), with different scales on the Y axes, graphically show the changes in the average PR's for different query structures. The solid curves correspond to the algorithms without interchange. The dotted curves correspond to the algorithms with interchanging. It is seen that all the dotted curves are below the solid curves. The amount of reduction in the average PR's is also significant. For example, the average PR of Q8 for C is reduced from 1.2810 to 1.0999.

In Figure 5.2(a) it is seen that the average PR for A* for each query structure is smaller than the corresponding average PR for A. The amount of reduction is as large as 0.07. The curves D and D* in Figure 5.2(c) show the amount of reduction in the average PR's is not as significant as for A. However, putting curves A* and D* in the same figure (Figure 5.3),
Figure 5.2 Average PR's of solution after interchanging
curve D* still has the smaller average PR's, although there is one exception (for Q2). (A similar situation occurs in Figure 4.2). For query structure Q2, the difference in the average PR's for D* and A* is only about 0.03, which is not significant in the overall performance of algorithm D*.

The standard deviations of the PR's for the algorithms with interchanging are shown in Figures 5.4(a,b,c). The dotted curves show that the standard deviations of the average PR's decrease as the average PR's in Figures 5.2 decrease. There are many query structures—such as Q1, Q2, and Q3 for A*, Q1 for C*, Q1, Q3, Q4, and Q6 D*—having the standard deviations reduced to zero or near-zero. This means that the variations of average PR's obtained by the algorithms with interchange are very small. In most cases the average PR's decrease by a great amount. Figure 5.5 shows the relationships of the three standard deviation curves for A*, C*, and D*. Algorithm D* still has the best performance. A* is the runner-up and C* is the third.

5.2.2. Computation Time

The amounts of time required for running A*, C*, and D* are shown in Figures 5.6(a,b,c) respectively. The gap between the two curves in a figure is the amount of time required to implement interchanging. The gaps show that, on the average, the application of interchanging to a sequence requires only 0.005 seconds. However, this extra time has different relative meaning to the time shown by the solid curves. The Table 5.3 shows the relative relationships of the dotted and solid curves of each algorithm.
Figure 5.3 Average PR's of various algorithms with interchanging
Figure 5.4 Standard deviations of PR's of solutions after interchanging
Figure 5.5 Standard deviations of various algorithms with interchange
Table 5.3 Time (in percent) needed for implementing interchange.

<table>
<thead>
<tr>
<th></th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5</th>
<th>Q6</th>
<th>Q7</th>
<th>Q8</th>
<th>Q9</th>
<th>Q10</th>
<th>Q11</th>
</tr>
</thead>
<tbody>
<tr>
<td>A*</td>
<td>92</td>
<td>75</td>
<td>89</td>
<td>68</td>
<td>56</td>
<td>51</td>
<td>52</td>
<td>43</td>
<td>48</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>C*</td>
<td>74</td>
<td>75</td>
<td>89</td>
<td>70</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>63</td>
<td>65</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>D*</td>
<td>106</td>
<td>99</td>
<td>110</td>
<td>95</td>
<td>75</td>
<td>83</td>
<td>84</td>
<td>87</td>
<td>84</td>
<td>85</td>
<td>74</td>
</tr>
</tbody>
</table>

The amount of time (in percentage) needed for implementing the interchange scheme varies for each query structure. The time needed for interchanging can be as high as 110 percent and as low as 29 percent of the running time of the heuristics. However, this does not affect the overall performance of the interchange algorithm because as the number of relations referenced in a query structure increases, the percentage of time needed for interchanging decreases. On the other hand, when compared to exhaustive search, the extra time for improving the heuristic solution is worthwhile. Figure 5.7 clearly shows that, if the number of relations involved in a query structure is greater than 4, the running time of the heuristic algorithms with interchanging is much less than the running time of the exhaustive search. Therefore, the price of applying the interchanging tactic is not significant in comparison with the running time of exhaustive search.
Figure 5.6 Running times of algorithms with and without interchange
Figure 5.7 Running times of algorithms with interchange of relations
6.1. Assumptions

In this chapter a set of experiments was conducted for comparing the nested loops method (NLM) with the sort-merge method (SMM) [BLAS-77] which is described in Chapter 2. We assume that there is no special access path (such as index) available. In the sort-merge method, the relations (say \(R_i\) and \(R_j\)) referenced in a predicate are first sorted, using the 4-way merge sort, and then merged into one relation (say \(R_k\)), which is called an intermediate relation. The size of the intermediate relation, \(R_k\), can be computed as follows. Let \(t_i(t_j)\) be the length of each tuple of relation \(R_i(R_j)\). After joining a tuple pair from \(R_i\) and \(R_j\) the longest possible length of the tuple of \(R_k\) is \(t_i + t_j\). It is assumed that a page can hold \(s\) bytes. Thus we need \(N_k(t_i + t_j)/s\) pages to store \(N_k\) tuples. The parameters of \(R_k\) are obtained as follows:

\[
N_k = \left\lceil \frac{f_{p_i}}{p_i N_i N_j} \right\rceil
\]

\[
M_k = \left\lceil N_k \left( \frac{t_i + t_j}{s} \right) \right\rceil
\]

\[= \left\lceil N_k \left( \frac{(sM_i/N_i) + (sM_j/N_j)}{s} \right) \right\rceil \]

\[= \left\lceil N_k \left( \frac{M_i/N_i + M_j/N_j}{s} \right) \right\rceil \]
The cost (in terms of the number of page fetches) for scanning the entire relation $R_i$ is $M_i$, since all the data pages of $R_i$ must be fetched once and only once. To perform a merging operation on the two relations, $R_i$ and $R_j$, both of them need be scanned once since they are sorted on the join attribute. Hence, the merging cost in the number of page fetches is:

$$\text{merge cost} = M_i + M_j.$$ 

We assume that a given query has already been preprocessed, i.e., there is no one-relation predicate involved in the given query. However, in the sort-merge method, after some merging operations are performed, some one-relation predicates may be produced (see Figure 6.1), and the sizes of the intermediate relations resulting from this type of predicates must be treated differently from the $N_k$ and $M_k$ described above, for the resulting tuples do not lengthen and the number of tuples per page is not changed. Suppose, for example, that the one-relation predicate is $P_1=(R_1.A=R_1.B)$ with the selectivity factor $f_{P_1}$. Relation $R_1$ has $N_1$ tuples and $M_1$ pages. The sizes of the resultant relation $R'_k$ after performing $P_1$ are given as follows:

$$N'_k = \left\lfloor f_{P_1} N_1 \right\rfloor$$

$$M'_k = \left\lfloor f_{P_1} M_1 \right\rfloor$$
Given the following query graph:

After $P_1$ is computed:

After $P_2'$ is computed:

$P_3''$ is now an one-relation predicate.

Figure 6.1 One-relation predicate yielded from merging of relations
Therefore, there are two types of predicates to be considered:

(1) Predicate referencing two relations, $R_i$ and $R_j$.

Cost for evaluating this type of predicate

\[ = \text{sort cost of } R_i + \text{sort cost of } R_j + \text{merge cost} \]

(2) Predicate referencing only one relation, $R_i$.

Cost for evaluating this type of predicate

\[ = \text{scan cost} \]

In the experiments the same samples as we used in the previous sections were used. The costs used in the comparisons are those of the optimal solutions for the nested loops method and the sort-merge method. Therefore, exhaustive search was applied to both the nested loops and the sort-merge methods. In the sort-merge method, all the possible orders of evaluating the predicates were attempted in order to find the best order. The costs for the two methods are compared by the relative cost ($rc$).

\[
rc = \frac{\text{cost for sort-merge method solution}}{\text{cost for nested loops method solution}}
\]

The relative cost can be any positive value. If it is greater than 1, the cost for the sort-merge method solution is greater than that for the nested loops method solution. Similarly, if the $rc$ is smaller than 1 the former cost is smaller than the latter. The results of the experiments are shown in the next section.
6.2. Results

6.2.1. Page Fetches

Figure 6.2 shows the average relative cost for each query structure. The solid curve corresponds to the sort-merge method. The dotted curve corresponds to the nested loops method. These curves do not overlap each other. The dotted curve, which is a straight horizontal line at rc=1, is well below the solid curve. This shows that the costs for the optimal solutions obtained by the sort-merge method are larger than the corresponding costs by the nested loops method for all the over 200 samples used. The smallest average rc (for Q9) of the solid curve is 2. In other words, the smallest average cost obtained by the sort-merge method is about double the corresponding cost by the nested loops method. The most unsatisfactory case is Q6. Its average cost by the sort-merge method is about 6 times that by the nested loops method.

Based on the assumptions of this set of experiments, the cost for sorting a relation is larger than that for merging two relations. Suppose that there are m predicates and n relations in a given query. In the sort-merge method, at most m mergings but at least n sortings are necessary. However, in the nested loops method, only n-1 sortings are required and the number of page fetches needed for each relation (i.e., \( h_i \)) is kept small. Therefore, due to the fact that the cost needed for evaluating a query by the sort-merge method is dominated by the sort cost, it is not surprising to see the results shown in Figure 6.2. If the sort cost is reduced, the total cost is also reduced significantly. To improve the cost of the sort-merge method, we can use a larger merge factor, say.
Figure 6.2 Average relative costs for SHM and NLM solutions.
z=8, in the sorting. Figure 6.3 shows sorting cost for the z-way merge sort for different values of z. It is seen that as z increases the sort cost decreases. However, as we double z, say from 4 to 8, the sort cost is not reduced by half. Therefore, the solid curve in Figure 6.2 would not come down to half its height through this change. Thus the solid curve would still stay above the dotted curve. Furthermore, if an 8-way merge sort is also used in the nested loops method, the cost required for evaluating a query will be reduced as well (the relative costs remain as 1's). Therefore, the total cost of the sort-merge method will be still higher than that of the nested loops method for all the samples tested.

6.2.2. Computation Time

Figure 6.4 shows the amounts of time required for running the sort-merge and nested loops algorithms. The dotted curve corresponds to the nested loops algorithm with exhaustive search for the optimal nesting order. This curve is the same as exhaustive search curves shown in Figures 4.4 and 5.7 (except that the scale is different). It is seen that the amount of time required by the sort-merge algorithm grows more rapidly than that needed by the nested loops algorithm.
Figure 6.3 Sorting cost function $f = 2 \log_2 M$

Figure 6.4 Running times for sort-merge and nested loops methods
7.1. Conclusions

From the results obtained in previous Chapters, we come to the following conclusions:

(1) Among the heuristic algorithms A, C, D, and B2, D gives the best heuristic solutions for both general and tree queries. The running time of D does not grow rapidly as the number of relations involved in a query increases. Ties in choosing $R_i$ do not happen frequently.

(2) Algorithm A is the runner-up. It gives acceptable heuristic solutions to all of the general query samples used. But for tree queries, some unacceptable heuristic solutions are produced. This makes the algorithm unattractive compared to D. The amount of running time required for A is larger than that for D. Ties occur more frequently than for D.

(3) Algorithm C is the third best heuristic. It produces both acceptable and unacceptable heuristic solutions. However, unacceptable heuristic solutions occur more frequently than in A. Ties do not occur as frequently as they do in A. The running time is shorter than A but longer than D.
(4) Algorithm D2 is considered the least desirable algorithm. The heuristic solutions given are not stable in the sense that they are sometimes as good as those given by other algorithms, and sometimes much larger than the acceptable solutions.

(5) The heuristic solutions are generally improved with the application of interchanging of adjacent relations. The overall ranking of the performance of the heuristic algorithms do not change, i.e., D is still the best whereas A is the second best and so forth. The amount of time needed for implementing the interchange scheme varies in each query structure. However, as the number of relations referenced in a query structure increases, the percentage of time for interchanging decreases.

(6) The evaluation of nested loops and sort-merge methods is based on the assumptions that the selectivity factors are very small and the unit of transfer between main storage and secondary storage is a page. The results show that the optimal solutions for the nested loops method tend to give the smallest number of page fetches in all the samples used. The optimal solutions for the sort-merge method are at least double those for the former. The running time of the former method is much less than that of the latter.

(7) When the assumptions for the approximation function $H_i (\cdot)$ are all valid, two special cases can be solved precisely. Using algorithm LQ, solutions for Algorithm 3R is applied to a general query referencing three relations. It gives the optimal nesting order of relations.
7.2. Open Problems

There are several open problems that can be looked into in future work.

(1) We use algorithm D to solve a general query. After proceeding through some stages, the remaining unordered relations form a tree query. Can the performance be improved if we use algorithm B to obtain the optimal solution of the tree query?

(2) The cost function used in this work is derived under the assumption that the parameters, such as the values of attributes, are uniformly distributed. If a normal distribution is considered instead, what cost function do we obtain?

(3) Much can be done on the comparison of the nested loops and sort-merge methods. This might occur when \( p \) is not very small, and more assumptions can be made for the sizes of the intermediate relations obtained after the merging (for example, one of the join fields can be eliminated from the composite tuple which has length \( t_1 + t_2 \)). Supposing that a sort-merge algorithm uses a block of \( k \) pages, instead of one page, as the unit of transfer between main storage and secondary storage, the sort cost function becomes \( 2[(M/k)\log_2(M/k)] \). How well do the nested loops and sort-merge algorithms perform?
APPENDIX 1: NOTATION

1. $R_1, R_2, \ldots, R_n$: relations referenced in a given query.

2. $N_i$: number of tuples of $R_i$.

3. $M_i$: number of pages needed to store all tuples of $R_i$.

4. $t_i$: length (in bytes) of each tuple of $R_i$.

5. $s$: page size (in bytes).


7. $R_i.A \Theta R_i.B$: one-relation predicate.

8. $p = R_i.A \Theta R_j.B$, $i \neq j$: join predicate.

9. $f_p$: selectivity factor (the expected fraction of tuple pairs from $R_i$ and $R_j$ satisfying $P$).

10. $\text{pred}(i)$: \{ $P | P = 'R_k.A \Theta R_h.B', k, h \leq i$ \}.

11. $\text{PRED}(x, i)$: \{ $P | P = 'R_k.A \Theta R_x.b', k < i$ \}.

12. $F_i$: \text{PRODUCT [FOR $P$ IN $\text{pred}(i)$] OF $f_p$}.

   (the product of all the selectivity factors associated with the predicates in $\text{pred}(i)$).

13. $F\{1, 2, \ldots, i\} = F_i$.

14. $F\{1, 2, \ldots, i|x\}$: \text{PRODUCT [FOR $P$ IN $\text{PRED}(x, i)$] OF $f_p$}.
APPENDIX 2: ALGORITHM A

Algorithm A

Input:
Query Graph \( G(Q) \), the set \( R^* \) of relations referenced in \( Q \), and the predicates of \( Q \) together with their selectivity factors.

Output:
Nesting order and the directed spanning tree used for the nested loops method, together with the attribute of each relation on which it is to be sorted.

1. Construct the selectivity diagram \( SD(Q) = (V,E) \).

2. For each \( R \in R^* \) let \( R_1 \in R \) and \( R = R^* - \{ R \} \), and repeat Steps 2.1 and 2.2.

2.1. For \( i = n, n-1, \ldots, 3 \), repeat Steps a) and b).

a) Choose \( R_i \) (from \( R \)) and \( P_i \) which minimize \( H_i \).

b) Let \( R = R - \{ R_i \} \) and delete from \( SD(Q) \) the node \( R_i \) and the edges incident on it.

2.2. Let \( R_2 \) be the single remaining node in \( R \) and compute the cost \( C \) of (3.2).

3. Output the choices \( \{ R_1, R_2, \ldots, R_n \} \) and \( \{ P_2, \ldots, P_n \} \) that led to the minimum \( C \) in Step 2.2.
procedure NORMALIZE(S);

comment: S is the input sequence of strings;

while (starting from the beginning of S) there is a pair of adjacent strings, \( S_1 \) followed by \( S_2 \), in S such that \( r(S_1) \prec r(S_2) \) do

begin replace \( S_1 \) and \( S_2 \) by a new string \((S_1 S_2)\) end;

Algorithm B

Input:

Tree query with a specified root \( r \), the relations referenced in \( Q \), their sizes, and the predicates of \( Q \) together with their selectivity factors.

Output:

Nesting order.

1. Let a string be a sequence of relation(s). Consider each node as a string.

2. If the tree is a single chain then stop (the desired nesting order is given by the chain).

3. Find a wedge (see example in next page) in the tree.

4. Apply NORMALIZE to the sequence corresponding to each chain of the wedge. The sequence of nodes corresponding to a component string in the output of NORMALIZE is considered as a unit (a supernode) from now on.
5. Merge the two chains into one by ordering supernodes by the ranks of the associated strings (from the smallest to the largest), and go to Step 2.

Example: The structure of a wedge is two chains connected by a node. A wedge is circled in the given tree.
Algorithm C

Input:
Query Graph G(Q), the set R* of relations referenced in Q, the predicates of Q together with their selectivity factors, and the associated minimum spannings tree of Q.

Output:
Nesting order and the directed spanning tree used for the nested loops method, together with the attribute of each relation on which it is to be sorted.

1. Construct the selectivity diagram SD(Q)=(V,E).

2. For each minimum spanning tree for SD(Q), do step 3:

3. For each R∈R* repeat steps 3.1 and 3.2.

3.1. Let root=R, apply algorithm B.

3.2. Using the nesting order obtained in step 3.1 compute cost from formula (3.2).

4. Output the choices \{R_1, R_2, ..., R_n\} and \{P_2, ..., P_n\} that led to the minimum cost in step 3.2.
APPENDIX 5 : ALGORITHM D

Algorithm D

Input:
Query Graph Q, the set $R^*$ of relations referenced in Q, the predicates of Q together with their selectivity factors.

Output:
Nesting order and the directed spanning tree used for the nested loops method, together with the attribute of each relation on which it is to be sorted.

1. Construct the selectivity diagram $SD(Q) = (V,E)$.

2. For each $R \in R^*$ let $R_1 = R$, $R = R^* - [R]$, and $R' = [R]$, repeat steps 3 and 4.

3. For $i=2$ to $n-1$ repeat the following steps (3.1, 3.2, 3.3):

   3.1. For each $R_j \in R$ do the following:

   3.1.1. Draw the graph $G_p(i) = (V_p, E_p)$ from $SD(Q)$
   where $V_p = \{v | v \in R' + [R_j] \}$
   $E_p = \{(a, b) | (a, b) \in E \text{ and } a, b \in V_p \}$.

   3.1.2. Compute $F_N = F\{1, 2, \ldots, i-1|j\} * N_j$
   where $F\{1, 2, \ldots, i-1|j\}$ = the product of the selectivity factors associated with the predicates in $PRED(j, i-1)$,
   $N_j$ = number of tuples in $R_j$
3.2. Choose $f_{p_1}$ from $\text{pred}(i)-\text{pred}(i-1)$ and compute $H_1$.

3.3. Let $R=R-[R_i]$ and $R'=R'+[R_i]$.

4. Let $R_n$ be the single remaining node in $R$, and $f_{p_n}$ be the minimum selectivity factor chosen from $\text{pred}(n)-\text{pred}(n-1)$.

Compute cost from formula (3.2).

5. Output the choices $\{R_1,...,R_n\}$ and $\{P_2,...,P_n\}$ that led to the minimum cost in step 4.
APPENDIX. 6: ALGORITHM D2

Algorithm D2

Input:
Query Graph Q, the set \( R^* \) of relations referenced in Q, the predicates of Q together with their selectivity factors.

Output:
Nesting order and the spanning tree used for the nested loops method, together with the attribute of each relation on which it is to be sorted.

1. Construct the selectivity diagram \( SD(Q) = (V,E) \).

2. For each \( R \in R^* \) let \( R_1 = R, R = R^* - [R] \), and \( R' = [R] \), repeat steps 3 and 4.

3. For \( i = 2 \) to \( n-1 \) repeat the following steps (3.1, 3.2):

   3.1. For each \( R_j \in R \) do the following:

   Compute \( \text{Ratio}(j) = \frac{(F\{1,2,\ldots,i-1|j\} \times N_{j-1}) \times f_{p_{j-1}}}{M_j} \)

   where \( F\{1,2,\ldots,i-1|j\} \) = the selectivity factors associated with the predicates in \( \text{PRED}(j,i-1) \),

   \( N_j \) = number of tuples in \( R_j \),

   \( f_{p_j} \) = the minimum selectivity factor associated with the \( j \) predicates in \( \text{PRED}(j,i-1) \).

   3.2. Choose the relation with minimum \( \text{Ratio} \) as \( R_i \).

   Choose \( f_{p_i} \) from pred(i)-pred(i-1) and compute \( H_i \).

3.3. Let \( R = R - [R_i] \) and \( R' = R' + [R_i] \).
4. Let $R_n$ be the single remaining node in $R$, and $f_{p_n}$ be the minimum selectivity factor chosen from $\text{pred}(n) - \text{pred}(n-1)$.

Compute cost from formula (3.2).

5. Output the choices {$R_1, \ldots, R_n$} and {$P_2, \ldots, P_n$} that led to the minimum cost in step 4.
APPENDIX. 7 : ALGORITHM 3R

Algorithm 3R

Input:
Query Graph $G(Q)$, the set $R^*$ of relations referenced in $Q$, the
predicates of $Q$ together with their selectivity factors.

Output:
Nesting order and the spanning tree used for the nested loops method,
together with the attribute of each relation on which it is to be
sorted.

1. Construct the selectivity diagram $SD(Q) = (V, E)$.

2. For each $R \in R^*$ do the following:

   2.1. Let $R_a = R$, and the remaining relations be $R_b$ and $R_c$ respectively.
       Let the predicate referencing $R_a$ and $R_b$ be $P_x$;
       the predicate referencing $R_a$ and $R_c$ be $P_y$;
       the predicate referencing $R_b$ and $R_c$ be $P_z$.

   2.2. Compute:
       $u = (f_p^x N \text{MIN}(f_p^y, f_p^z) - f_p^y)/M_b$;
       $v = (f_p^y N \text{MIN}(f_p^x, f_p^z) - f_p^x)/M_c$.

   2.3. If $u < v$ pick $\{R_a, R_b, R_c\}$ as the desired order, otherwise pick the
        sequence $\{R_a, R_c, R_b\}$. Compute the cost using formula (3.2).

3. Output the choices $\{R_1, R_2, \ldots, R_n\}$ and $\{P_2, \ldots, P_n\}$ that led to the
   minimum cost in step 2.3.
Algorithm LQ

Input:
Query Graph $G(Q)$, the set $R^*$ of relations referenced in $Q$, the predicates of $Q$ together with their selectivity factors.

Output:
Nesting order and the directed spanning tree used for the nested loops method, together with the attribute of each relation on which it is to be sorted.

1. Let the query graph be $G(Q) = (V, E)$. For each $e \in E$, do the following:

   1.1. Delete $e$ from $G(Q)$.

   1.2. For each $R \in R^*$ do Steps a) and b).

      a) Let root=R, apply algorithm B.

      b) Compute cost from (3.2) by using the order output from step a).

2. Output the choices \{R_1, R_2, ..., R_n\} and \{P_2, ..., P_n\} that led to the minimum cost in Step 1.2b).
APPENDIX. 9 : INTERCHANGE

Algorithm Interchange

Input:
A sequence of relations $S_0$ (a heuristic solution) together with its cost $C_0$ (in number of page fetches).

Output:
Nesting order and the corresponding cost.

1. Let sequence $S_1$= $S_0$ and cost $C_1$= $C_0$.

2. Starting from the leftmost relation of $S_1$, let the pointers $i$ and $j$ point to the first and second relations respectively.

3. Interchange the relations of $S_1$ pointed to by $i$ and $j$ and obtain sequence $S_2$.

4. Compute cost $C_2$ from formula (3.2).

5. If cost $C_1$ is smaller than or equal to cost $C_2$, discard $S_2$ and $C_2$, advance the pointers of $S_1$ one position to the right. Go to step 6 if the end of the sequence $S_1$ is reached. Otherwise, repeat the process from step 3. If cost $C_1$ is larger than cost $C_2$, let $S_1$= $S_2$, $C_1$= $C_2$, $j$=1, and $i$= $i$-1. Repeat the process from step 3.

6. Output sequence $S_1$ and cost $C_1$. 
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