COMBINED SOURCE AND CHANNEL CODING OF SPEECH FOR TELECOMMUNICATIONS

by

Guowen Yang

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF
THE REQUIREMENTS FOR THE DEGREE OF
MASTER OF APPLIED SCIENCE
in the School
of
Engineering Science

© Guowen Yang 1990
Simon Fraser University
December, 1990

All rights reserved. This work may not be reproduced
in whole or in part, by photocopy or
other means, without permission of the author.
APPROVAL

NAME: Guowen Yang

DEGREE: Master of Applied Science

TITLE OF THESIS: Combined Source and Channel Coding of Speech for Telecommunications

EXAMINING COMMITTEE:

Chairman: Dr. Shawn Stapleton

Dr. Vladimir Cuperman
Senior Supervisor

Dr. Paul Ho
Senior Supervisor

Dr. James Cavers
Supervisor

Dr. John Bird
Examiner

DATE APPROVED: April 10, 1991
PARTIAL COPYRIGHT LICENSE

I hereby grant to Simon Fraser University the right to lend my thesis, project or extended essay (the title of which is shown below) to users of the Simon Fraser University Library, and to make partial or single copies only for such users or in response to a request from the library of any other university, or other educational institution, on its own behalf or for one of its users. I further agree that permission for multiple copying of this work for scholarly purposes may be granted by me or the Dean of Graduate Studies. It is understood that copying or publication of this work for financial gain shall not be allowed without my written permission.

Title of Thesis/Project/Extended Essay

"Combined Source And Channel Coding Of Speech For Telecommunications"

Author:

(signature)

Guowen Yang

(name)

April 10, 1991

(date)
Abstract

Many efficient speech coding techniques to achieve high speech quality have been developed for bit rates between 4.8 kbits/s and 16 kbits/s. Among these techniques, Code Excited Linear Predictive (CELP) coding is a potential technique for providing high quality speech at very low bit rates. In the absence of channel errors, the CELP coder can produce high quality speech at bit rates as low as 4.8 kbits/s. In the presence of channel errors, however, the speech quality degrades dramatically. In order to improve speech quality without increasing the transmission rate for given channel conditions, we study combined source and channel coding of speech using CELP coding and Punctured Convolutional (PC) coding in this thesis. Based on the information-transmission theorem, this thesis derives the performance bound of the CELP coder in an Additive White Gaussian Noise (AWGN) channel and an interleaved Rayleigh fading channel. This performance bound provides a reference for the performance of a practical combined CELP and PC coder. To arrive at an efficient combined coder, different levels of error protection are applied to different bits of the CELP coder's output according to bit error sensitivities. Simulation results show that at the bit error rate of $10^{-2}$, the combined coder can obtain up to a 10 dB improvement in the AWGN channel and a 12 dB improvement in the Rayleigh fading channel, with respect to the CELP coder without channel coding at the same transmission rate. These improvements are measured in terms of the segmental signal to noise ratio of the reconstructed speech.
Acknowledgements

I would like to thank my supervisors, Dr. Vladimir Cuperman and Dr. Paul Ho, for their assistance, encouragement and guidance throughout the course of this research. I am also thankful to Dr. Rong Peng and Prof. Zhixin Yan for their helpful comments on this thesis. Finally, I would like to thank Mr. Tamas Revoczi of the CJIV radio station at Simon Fraser University for his proofreading of this thesis.

This research was supported in part by an NSERC strategic grant and in part by a B.C. Science Council’s AGAR grant.
For my wife and parents.
# Contents

Approval .......................................................... ii
Abstract .......................................................... iii
Acknowledgements ................................................ v
List of Figures .................................................... xii
List of Tables ..................................................... xiii
Abbreviation ....................................................... xiv

1 Introduction ....................................................... 1

2 Source Coding and Channel Coding Techniques .......... 5
   2.1 Model of a Combined Source and Channel Coding System .... 6
   2.2 Source Coding ............................................. 8
      2.2.1 Data Compression ..................................... 9
      2.2.2 Source Coding Techniques .......................... 10
   2.3 Noisy Channels ......................................... 13
      2.3.1 Additive White Gaussian Noise Channel ............... 13
2.3.2 Rayleigh Fading Channel .................................................. 14
2.4 Channel Coding .................................................................. 15
2.5 Combined Source and Channel Coding ................................. 17

3 Speech Coding Algorithm .................................................... 21
3.1 Introduction ....................................................................... 21
3.2 Objective Performance Measures ......................................... 22
3.3 Basic Structure of a CELP Coder ........................................... 24
3.4 VQCELP Coder Algorithm .................................................. 25
3.5 Parameter Quantization and Bit Allocation ......................... 30
  3.5.1 Short-Term Predictor ..................................................... 30
  3.5.2 Long-Term Predictor ..................................................... 31
  3.5.3 Excitation Parameters ................................................... 32
3.6 Bit Allocations for VQCELP Coders at 4.8 and 6.4 kbits/s ........ 33

4 Performance Bound of the VQCELP Coder Over the AWGN Channel and the Rayleigh Fading Channel .................................................. 35
4.1 Autoregressive Model for the Speech Signal ....................... 36
4.2 Rate-Distortion Function of the Speech Signal .................... 37
4.3 Cutoff Rate for the AWGN Channel and the Rayleigh Fading Channel with the BPSK modulation ................................. 39
4.4 Performance Bound of the VQCELP Coder in the AWGN Channel and the Rayleigh Fading Channel ........................................ 41

5 Combined Source and Channel Coding ........................................ 47

5.1 Observations and Motivations ........................................ 48

5.2 Evaluation of Bit Error Sensitivity ........................................ 50

5.3 Combined Source and Channel Coding Configuration ...................... 51

5.4 Punctured Convolutional Codes ........................................ 56

5.4.1 Introduction ........................................ 56

5.4.2 Convolutional Codes ........................................ 56

5.4.3 Punctured Convolutional Codes ........................................ 57

5.4.4 Performance of Punctured Convolutional Codes in the Gaussian channel and the Rayleigh Fading Channel ...................... 61

5.5 Optimal Code Rate Allocation ........................................ 65

5.5.1 Full Search for the Optimal Rate Allocation ............................. 66

5.5.2 Partial Search for the Optimal Rate Allocation ......................... 68

6 Experimental Results ........................................ 72

6.1 Experimental Combined VQCELP and PC Coding System ................. 72

6.2 VQCELP Coder in Noisy Channels ........................................ 73

6.3 Improvement of the VQCELP Coder’s Robustness ........................................ 76
6.4 Performance of the Combined VQCELP and PC Coder in the AWGN Channel .................................. 79

6.5 Performance of the Combined VQCELP and PC Coder in the Rayleigh Fading Channel ......................................................... 84

6.5.1 Performance in the Rayleigh Fading Channel with Infinite Interleaving .................................................. 84

6.5.2 Performance in the Rayleigh Fading Channel with Finite Interleaving .................................................. 87

7 Conclusions and Future Studies ............................................. 95

Bibliography ........................................................................ 98
# List of Figures

2.1 Model of a combined source and channel coding system ................. 7
2.2 Block diagram of a source coding system ................................. 10
2.3 Block diagram of a channel coding system ............................... 16

3.1 A simple block diagram of speech coder .................................. 23
3.2 CELP coder structure .......................................................... 26
3.3 VQCELP coder with complexity reduction ................................. 27

4.1 Speech source model ................................................................ 38
4.2 Cutoff Rate of the AWGN channel versus $E_s/N_o$ ..................... 40
4.3 Cutoff Rate of the Rayleigh fading channel versus $E_s/N_o$ .......... 41
4.4 The SSNR bound versus the channel $E_s/N_o$ on the AWGN channel . 45
4.5 The SSNR bound versus the channel $E_s/N_o$ on the Rayleigh fading channel .................................................. 46

5.1 Performance of a 6.4 kbits/s VQCELP coder in the AWGN channel . 49
5.2 Bit error sensitivities of a VQCELP coder’s output ....................... 52
5.3 Combined source and channel coding configuration .......................... 54
5.4 Information bits grouped according to their relative sensitivities ... 55
5.5 A rate 1/2 convolutional encoder with a constraint length of 2 .... 57
5.6 Basic procedure of punctured coding from rate 1/n convolutional code 59
5.7 An example of bit arrangement according to bit error sensitivities for a 6.4 kbit/s combined coder ............................... 66
5.8 SSNR versus code rate allocation at $E_s/N_o = 6$ dB on an interleaved Rayleigh fading channel .................. 68
5.9 An example of the partial search ............................................ 69

6.1 Block diagram of a combined VQCELP and PC coder ............... 74
6.2 Performance of the 6.4 kbits/s VQCELP coder in the AWGN channel 77
6.3 Performance of the 6.4 kbits/s VQCELP coder in the Rayleigh fading channel ...................................................... 78
6.4 Bit sensitivity of the 4.8 kbits/s VQCELP coder ......................... 80
6.5 Improved bit sensitivity of the 4.8 kbits/s VQCELP coder ........... 81
6.6 Error protection capability of rate 1/2, 2/3, and 3/4 punctured codes in the AWGN channel .............................. 83
6.7 Performance of the combined VQCELP-PC coder in the AWGN channel 85
6.8 Error correction capacity of rate 1/2, 2/3, and 3/4 punctured codes in the interleaved Rayleigh fading channel .......... 88
6.9 Performance of the combined VQCELP-PC coder in the Rayleigh fading channel with infinite interleaving .............. 89
6.10 Performance of the combined VQCELP-PC coder in the Rayleigh fading channel with finite interleaving .......................... 91
List of Tables

3.1 Bit allocation for a 6.4 kbps VQCELP coder .............................................. 34
3.2 Bit allocation for a 4.8 kbps VQCELP coder .............................................. 34
5.1 Examples of punctured convolutional codes .................................................. 60
5.2 Optimum puncturing maps for rate (n-1)/n punctured codes ....................... 64
6.1 Map for rate 1/2, 2/3 and 3/4 punctured codes ........................................... 92
6.2 Rate allocation for $E_s/N_o = 1.3$ dB in the AWGN channel ....................... 93
6.3 Rate allocation for $E_s/N_o = 6.0$ dB in the interleaved Rayleigh fading channel ................................................................. 94
## Abbreviation

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADPCM</td>
<td>Adaptive Differential Pulse Code Modulation</td>
</tr>
<tr>
<td>APCM</td>
<td>Adaptive Pulse Code Modulation</td>
</tr>
<tr>
<td>AVPC</td>
<td>Adaptive Vector Predictive Coding</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>BER</td>
<td>Bit Error Rate</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary Phase Shift Keying</td>
</tr>
<tr>
<td>CELP</td>
<td>Code Excited Linear Predictive</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
</tr>
<tr>
<td>dB</td>
<td>decibel</td>
</tr>
<tr>
<td>DPCM</td>
<td>Differential Pulse Code Modulation</td>
</tr>
<tr>
<td>DSP</td>
<td>Digital Signal Processor</td>
</tr>
<tr>
<td>FEC</td>
<td>Forward Error Correction</td>
</tr>
<tr>
<td>LPC</td>
<td>Linear Predictive Coding</td>
</tr>
<tr>
<td>LSP</td>
<td>Line Spectrum Pairs</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>PC</td>
<td>Punctured Convolutional</td>
</tr>
<tr>
<td>PCM</td>
<td>Pulse Code Modulation</td>
</tr>
<tr>
<td>RCPC</td>
<td>Rate Compatible Punctured Convolutional</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SSNR</td>
<td>Segmental Signal to Noise Ratio</td>
</tr>
<tr>
<td>VA</td>
<td>Viterbi Algorithm</td>
</tr>
<tr>
<td>VQ</td>
<td>Vector Quantization</td>
</tr>
<tr>
<td>VQCELP</td>
<td>Vector Quantized Code Excited Linear Predictive</td>
</tr>
<tr>
<td>VQCELP-PC</td>
<td>Vector Quantized Code Excited Linear Predictive</td>
</tr>
</tbody>
</table>
and Punctured Convolutional

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VXC</td>
<td>Vector Excited Coding</td>
</tr>
<tr>
<td>ZIR</td>
<td>Zero Input Response</td>
</tr>
<tr>
<td>ZSR</td>
<td>Zero State Response</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Digital transmission of speech is becoming more prevalent in telecommunications because it provides numerous advantages such as the compatibility with data transmission, the use of modern transmission techniques, and the encryption of transmitted speech throughout digital networks. In recent years, there has been much activity in digital transmission of speech for mobile radio applications. For instance, the Department of Defense (DoD) has been developing a secure voice system where the speech transmission rate is 4.8 kbits/s [1]. Since 1984, NASA has been exploring the feasibility of speech coding at the rate of 4.8 kbits/s for NASA’s Mobile Satellite Experiment (MSAT-X) [2]. The Telecommunications Industry Association has recently initialized the North American digital cellular standard. In this new standard, the speech signal is transmitted at a gross bit rate of 13 kbits/s [3]. For mobile radio applications, speech coders are required to have low bit rates and to provide high quality speech. Many efficient speech coders have been developed for providing high quality speech at bit rates between 4.8 kbits/s and 16 kbits/s [2, 4, 5, 11, 23]. However, the application of such low bit rate speech coders to mobile radio systems can lead to a significant degradation in speech quality, because of the frequent occurrence of severe transmission errors caused by adjacent channel interference and multipath fading. Thus, the characteristics required for speech coders applied to mobile commu-
Communications are low bit rates, high quality and robustness to channel errors which may be random or in bursts. Motivated by digital transmission of high quality speech in mobile radio applications, we study in this thesis combined source and channel coding of speech through Gaussian-noise and Rayleigh-fading channels.

Research advances in speech coding have shown that Code Excited Linear Predictive (CELP) coding is a very promising technique for transmission of high quality speech at low bit rates [2, 4, 5, 6]. Therefore, there exist considerable interests in the application of the CELP coding to mobile radio communications. In a CELP coder, the speech signal is represented by parameters, such as LPC coefficients, pitch period, pitch gain, excitation codeword and excitation gain. These parameters are quantized, coded, and transmitted over a physical channel, such as a telephone line, satellite link, or mobile radio channel. In the absence of channel errors, the CELP coder produces good quality speech at bit rates as low as 4.8 kbits/s [4, 6, 11]. In the presence of channel errors, however, the reconstructed speech quality degrades dramatically. Efficient index assignment [7, 8, 9], parameter smoothing with error detection [10, 12], and Forward Error Correction (FEC) [13, 14, 15, 16] are possible techniques for improving the reproduced speech quality under noisy conditions. Efficient index assignment assumes that only one bit error occurs in a binary code representing a codeword index. This may not be the case in a harsh channel with a high bit error rate and/or burst errors. The parameter smoothing is based on the error detection applied to a binary code representing a parameter. If any error is detected, the current parameter value is replaced by the previous one or interpolated with the previous two or more values. In the case of a high bit error rate or burst errors, errors may be detected for the same parameter in consecutive frames. This causes very audible glitches, squeaks or blasts because the parameter smoothing is based on incorrect values. FEC is a technique for improving communications performance by transmitting redundancy, that is, expanding bandwidth. The channel coding theorem [17, 18] states that the transmitted information data can be recovered at the receiver with arbitrarily small probability of error as long as the channel capacity $C$ is greater than the information rate $R$. At a given channel signal to noise
ratio, the channel capacity increases with the bandwidth expansion [19]. Thus, FEC can be effective for improving speech quality in very noisy environments if the channel bandwidth expansion is large enough such that the channel capacity $C$ is greater than the information rate $R$.

For mobile radio applications, channel bandwidth is a scarce resource, and people prefer to avoid expanding channel bandwidth or increasing the total transmission rate. In order to improve speech quality without increasing the transmission rate, this thesis studies combined source and channel coding of speech using Vector Quantized CELP (VQCELP) coding and Punctured Convolutional coding (PC). In this combined coding system, the trade-off between source coding and channel coding is made according to the channel condition. We have carefully examined the bit error sensitivity of the VQCELP coder's output and have found that there exists a large dynamic range of bit error sensitivity among the output bits. To arrive at an efficient combined coder, different levels of error protection are applied to the different output bits of the speech coder according to the bit error sensitivities. PC coding is capable of providing different levels of error protection with one codec. This feature of the PC coding results in simple combined VQCELP and PC (VQCELP-PC) codecs.

The Segmental Signal to Noise Ratio (SSNR) between the original speech and the reconstructed speech is used as an objective performance measure in this thesis. To provide a performance reference for practical combined VQCELP-PC coders, the performance bound of the VQCELP coder on noisy channels is calculated based on the information-transmission theorem [19]. Previously, combined source and channel coding has been studied for simple waveform coders such as 32 kbits/s DPCM [13] or 16 kbits/s subband coder [15]. In those systems, the channel code rate allocation is not optimally designed under certain distortion criterion, such as the mean squared error or the SSNR of the reconstructed speech. Both the full search method and a partial search algorithm for finding the optimal channel code rate allocation are discussed in this thesis. Simulation results show that at a bit error rate as high as $10^{-2}$, the combined VQCELP-PC coder can obtain up to a 10 dB improvement on an Additive White Gaussian Noise (AWGN) channel and a 12 dB improvement on...
an interleaved Rayleigh fading channel, with respect to the VQCELP coder without channel coding at the same transmission rate. Note that the improvements are measured in terms of the SSNR of the reconstructed speech. Informal listening tests show that in very noisy channels, the speech quality obtained by the combined VQCELP-PC coder has a substantial improvement over the speech quality provided by the VQCELP coder without channel coding at the same transmission rate.

The organization of this thesis is as follows. Chapter 2 describes the system model used in this study and gives an overview of the combined source and channel coding techniques. The basic CELP coder structure and a reduced complexity VQCELP coder are described in Chapter 3. Parameter quantizations and bit allocations are also discussed in Chapter 3. Based on the information-transmission theorem, the performance bound of the VQCELP coder under noisy conditions is calculated in Chapter 4. Chapter 5 describes a technique for the evaluation of bit error sensitivity and introduces a combined source and channel coding configuration. This configuration takes into account the bit error sensitivities of the source coder's output. In the same chapter, PC coding is described and the methods for finding the optimal channel rate allocation are discussed. Experimental results are provided in Chapter 6. Finally, Chapter 7 gives some conclusions and recommendations for future studies.
Chapter 2

Source Coding and Channel Coding Techniques

The purpose of source coding is to transform an analog source signal into a digital sequence. The goal of channel coding is to reliably transmit the digital sequence from the source encoder to the source decoder over a noisy channel. As implied by its title, this thesis concerns both source coding and channel coding. Before having a detailed discussion on combined source and channel coding, an overview of source coding techniques, and channel coding techniques is necessary. This chapter begins with a description of the basic block diagram of a combined source and channel coding system in Section 2.1. Section 2.2 follows with an overview of source coding techniques. Gaussian-noise and Rayleigh-fading channels are described in Section 2.3. Channel coding techniques are outlined in Section 2.4. Section 2.5 gives an overview of various combined source and channel coding methods.
2.1 Model of a Combined Source and Channel Coding System

A combined source and channel coding system may be represented by the block diagram shown in Fig. 2.1. The function of the system is to transmit the messages coming out of an information source to a destination user as accurately as possible. Information sources can be classified into two categories: analog information sources and discrete information sources. An analog information source can be transformed into a discrete-time and discrete-amplitude information source through the process of sampling and quantizing.

The source encoder transforms the source output, denoted by \( \{s_n\} \) into a sequence of binary digits (bits) called the information sequence \( u \). Ideally one would like to represent the source output by as few binary digits as possible. Techniques for efficiently transforming the output of a source into a sequence of binary digits are outlined in Section 2.2.

The channel encoder transforms the information sequence \( u \) into another sequence \( v \) called a codeword. Some redundancy is introduced in the codeword. The redundancy is introduced for the purpose of combating the detrimental effects of noise and interference and thus increasing the reliability of the data transmitted through channels. The codeword \( v \) can be either a binary sequence or an M-ary sequence in different applications. We only consider the case of a binary sequence in this thesis. In our combined coding system, the channel encoder will encode the information sequence \( u \) by taking into account the bit significance of the information sequence \( u \).

The sequence of binary digits from the channel encoder is to be transmitted through a physical channel to the destination user. However, binary digits are not suitable for direct transmission over a physical channel. The modulator transforms each output digit of the channel encoder into a waveform which is suitable for transmission. This waveform enters the channel and is corrupted by noise. At the receiving
Fig. 2.1 Model of a combined source and channel coding system
end, the demodulator processes each received waveform and produces an output that may be digital (quantized) or continuous (unquantized). We call the demodulated sequence corresponding to the encoded sequence, \( v \), the received sequence, \( r \).

The channel decoder transforms the received sequence \( r \) into a binary sequence \( \hat{u} \) called the estimated sequence. The channel decoder uses the redundancy in a codeword to correct the errors in the received sequence \( r \). Ideally, \( \hat{u} \) will be a replica of the information sequence \( u \), although the noise may cause some errors in the received sequence \( r \).

The source decoder reconstructs the source output from the estimated sequence \( \hat{u} \) and delivers it to the destination. Due to the decoding errors, and possible distortion introduced by the source codec, the reconstructed source signal, denoted by \( \{\hat{s}_n\} \), is an approximation to the original source signal \( \{s_n\} \). Thus the distortion between the reconstructed source signal and the original source signal depends on source encoding, channel encoding, channel noise, channel decoding, and source decoding. In this study, the source codec is a VQCELP codec, and the channel codec is a punctured convolutional codec. These codecs will be discussed in Chapter 3 and Chapter 5, respectively.

### 2.2 Source Coding

The speech signal is an analog signal, which is continuous in both time and amplitude. The Nyquist sampling theorem [19] provides a link between continuous-time signals and discrete-time signals. The sampling theorem states that if the analog source signal is a band-limited process, the sampling performed at the Nyquist rate or faster does not result in a loss of information. The speech signal is assumed to be band-limited to the frequency range 200 to 3200 Hz. In the encoding of the speech signal, the first step usually involves sampling the speech signal periodically. The sampling process converts the analog speech signal into an equivalent discrete-time signal denoted \( \{s_n\} \). The speech signal \( \{s_n\} \) is always assumed to be discrete-time
and continuous-amplitude hereafter.

2.2.1 Data Compression

The continuous amplitude signal \( \{s_n\} \) requires an infinite number of binary digits to represent it exactly. Hence, the entropy \( H(S) \) of \( \{s_n\} \) is infinite. In Shannon's original papers on information theory [17, 18], the converse to the channel coding theorem states that it is impossible to reproduce \( \{s_n\} \) at the receiver with arbitrarily small distortion when \( H(S) \geq C \), where \( C \) is the capacity of a channel. In practice, a channel with the infinite capacity \( C \) does not exist. Therefore, it is impossible to reconstruct the continuous amplitude speech signal \( \{s_n\} \) with arbitrarily small distortion.

According to the rate-distortion theorem, the entropy \( H(S) \) of the speech signal \( \{s_n\} \) can be reduced by transforming the speech signal \( \{s_n\} \) into its approximation \( \{\hat{s}_n\} \) such that \( H(\tilde{S}) \leq C \). Then, the channel coding theorem states that the signal \( \{\hat{s}_n\} \) with the entropy \( H(\tilde{S}) \) can be reconstructed at the receiver with an arbitrarily small distortion. The operation for transforming the speech signal \( \{s_n\} \) into its approximation \( \{\hat{s}_n\} \) is referred as to *data compression* or *source coding*. The data compression is obtained at the cost of some distortion between the original signal and the reconstructed signal. A block diagram of speech coding system is depicted in Fig. 2.2. The source encoder converts a sample or a block of samples of the speech signal \( \{s_n\} \) into a binary sequence \( u \). In source coding, the channel is assumed to be noiseless, i.e., the estimated binary sequence \( \hat{u} \) is identical to the information sequence \( u \). The source decoder reconstructs the speech signal from the estimated binary sequence \( \hat{u} \). The reconstructed speech signal is denoted by \( \hat{s}_n \). An objective in speech coding is to minimize the number of bits of \( u \) for a given level of tolerable distortion \( d(s_n, \hat{s}_n) \) between the original speech signal \( \{s_n\} \) and the reconstructed one \( \{\hat{s}_n\} \). The distortion \( d(s_n, \hat{s}_n) \) can be any real-valued distortion measure, such as the mean squared error or the SSNR of the reconstructed speech. In other words, speech coding attempts to minimize the distortion \( d(s_n, \hat{s}_n) \) for a binary sequence \( u \) with a
given number of bits.

2.2.2 Source Coding Techniques

Encoding of the sampled speech signal results in data compression but it also introduces some distortion of the signal or a loss of signal fidelity. The attempt in minimizing this distortion has resulted in an evolution of speech encoding techniques.

Pulse Code Modulation (PCM) is the simplest speech encoding technique. In PCM each sample of the speech signal is independently quantized to one of the $2^b$ amplitude levels, where $b$ is the number of binary digits used to represent each sample. Since speech signals sampled at the Nyquist rate or faster exhibit significant correlation between successive samples, it is more efficient to encode the differences between successive samples rather than the samples themselves as was done in the PCM system. This observation leads to the development of Differential PCM (DPCM). In DPCM, the current sample is predicted based on the previous $p$ samples, where $p$ is typically between 1 and 16, and the difference between the current sample and its
predicted value is quantized. The speech signal is quasi-stationary in nature. The variance and the autocorrelation function of the speech signal vary slowly with time. PCM and DPCM encoders, however, are designed on the basis that the source output is stationary. The efficiency and performance of these encoders can be improved by having them adapt to the slowly time-varying statistics of the speech signal. In PCM, the quantization error resulting from a uniform or nonuniform quantizer operating on the quasi-stationary speech signal will have a time-dependent variance. One method for reducing the quantization noise is the use of an adaptive quantizer. This technique is called adaptive PCM (APCM). A relatively simple method is to use a uniform or nonuniform quantizer which varies its step size in accordance with the variance of the past speech samples. In DPCM, both the quantizer and the predictor can be made adaptive, which leads to adaptive DPCM (ADPCM). The coefficients of the predictor can be changed periodically to reflect the changing statistics of the speech signal. PCM, DPCM, APCM and ADPCM are all speech encoding techniques that attempt to faithfully represent the speech waveform. Consequently these methods are classified as waveform encoding techniques.

In contrast to the waveform encoding techniques, linear predictive coding (LPC) represents a completely different approach to the problem of speech encoding. In LPC the speech signal is modeled as the output of a linear system excited by an appropriate input signal \([20, 21, 22]\). Instead of transmitting the samples of the speech signal to the receiver, the parameters of the linear system are transmitted along with the appropriate excitation signal. In LPC the sampled sequence is assumed to have been generated by an all-pole filter having the transfer function

\[
H(z) = \frac{G}{1 - \sum_{k=1}^{p} a_k z^{-k}}
\]  

(2.1)

where \(a_k, k = 1, \cdots, p\), are the coefficients of the linear system, \(p\) is the order of the all-pole filter and \(G\) is a gain factor. Appropriate excitation functions are a sequence of impulses, or a sequence of white noise with unit variance. Suppose that the excitation sequence is denoted as \(v_n, n = 0, 1, \cdots\). Then the output sequence of
the all-pole model satisfies the difference equation

\[ s_n = \sum_{k=1}^{p} a_k s_{n-k} + Gv_n \quad n = 0, 1, 2, \ldots \] (2.2)

At the encoder, we may form a prediction of \( s_n \) by the linear combination

\[ \hat{s}_n = \sum_{k=1}^{p} a_k s_{n-k} \quad n > 0 \] (2.3)

The error between the observed value \( s_n \) and the predicted value \( \hat{s}_n \), usually called residual, is

\[ e_n = s_n - \hat{s}_n = s_n - \sum_{k=1}^{p} a_k s_{n-k}. \] (2.4)

The filter coefficients \( a_k, k=1, \ldots, p \), can be estimated by forward adaptation or backward adaptation. In the forward adaptation, the predictor parameters are computed in the encoder, using the original speech signal, and then transmitted to the decoder as side information. In the backward adaptation, the prediction parameters are estimated at both the encoder and decoder from the reconstructed speech signal.

In the above encoding techniques, the speech signal (in PCM and APCM) or the residual signal (in DPCM, ADPCM and LPC) is quantized on a sample-by-sample basis, i.e., by scalar quantization. A fundamental result of rate distortion theory is that better performance can be achieved by quantizing vectors instead of scalars, even if the continuous-amplitude source is memoryless. When a block or vector of samples is jointly quantized, this process is called Vector Quantization (VQ). The combination of vector quantization with linear predictive coding results in more efficient speech coding algorithms, such as Adaptive Vector Predictive Coding (AVPC) [23], Code Excited Linear Predictive (CELP) coding [4, 5], and Vector Excitation Coding (VXC) [2]. The CELP coder is employed in this study and is discussed in detail in next chapter.
2.3 Noisy Channels

In the source encoding, a noiseless channel is usually considered. However, this is not the case in a real channel. Typical transmission channels include telephone lines, mobile radio links, microwave links, satellite links, and so on. These channels are subject to various types of noise disturbances. On a telephone line, for instance, the disturbance may come from switching impulse noise, thermal noise, crosstalk from other lines, or lightning. The channel itself is a waveform channel. As shown in Fig. 2.1, the modulator serves as the interface that accepts a digital information sequence at its input and puts out a set of corresponding waveforms. Similarly, the demodulator at the receiving end serves as the interface between the waveform channel and the digital channel decoder. Hence the demodulator accepts waveforms at its input, processes the waveforms, and delivers to the channel decoder a sequence of digital symbols (hard decision decoding) or discrete-time symbols (soft decision decoding). Binary Phase Shift Keying (BPSK) is a commonly used modulation technique. In this study, we assume that the BPSK is used. We also assume that coherent demodulation and perfect carrier recovery can be achieved at the receiver. Techniques for carrier recovery and coherent BPSK demodulation are well documented in literature, for instance, [24, 25]. In an analysis of communication systems, the baseband equivalent channel can be considered without loss of generality. The additive white Gaussian noise channel and the Rayleigh fading channel will be briefly described in this section. These two channel models will be used throughout this thesis.

2.3.1 Additive White Gaussian Noise Channel

The Additive White Gaussian Noise (AWGN) channel is the most commonly used channel model in the analysis of communication systems. For the AWGN channel, the baseband equivalent of the received signal can be expressed as

\[ r(t) = s(t) + n(t) \]  \hspace{1cm} (2.5)
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where \( s(t) \) is the baseband equivalent of the transmitted signal and \( n(t) \) is a zero mean, complex Gaussian channel process with a power spectral density of \( N_0/2 \). A coherent BPSK demodulator consists of a matched filter and a sampler. The output of the demodulator can be written as

\[
r_k = s_k + n_k
\]

(2.6)

where \( r_k, s_k, \) and \( n_k \) denote the sampled value of \( r(t), s(t) \) and \( n(t) \) during the \( k \)th interval. Note that for BPSK, \( s_k \) is either \((A, 0)\) or \((-A, 0)\) on the complex plane in accordance with the input data of "1" or "0" to the modulator, where \( A \) is the signal amplitude. In Eq.(2.6), \( n_k \) is a complex Gaussian noise variable with zero mean and variance of \( \sigma_n^2 = N_0/2 \). In the case of hard decision decoding, each demodulated sample \( r_k \) is mapped into the most likely binary digit before being fed to the channel decoder. For soft decision decoding, the demodulated sample \( r_k \) is directly fed to the channel decoder.

### 2.3.2 Rayleigh Fading Channel

For mobile radio applications, the channel is usually modeled as a Rayleigh fading channel. On a Rayleigh fading channel, the baseband equivalent of the received signal can be expressed as [26, 27]

\[
r(t) = g(t)s(t) + n(t)
\]

(2.7)

where \( g(t) \) is a zero mean, complex, Gaussian fading process, \( s(t) \) is the baseband equivalent of the transmitted signal and \( n(t) \) is a zero mean, complex Gaussian noise process with a power spectral density of \( N_0 \). \( g(t) \) physically represents the channel fading process. We assume that \( g(t) \) has a normalized autocorrelation function [26]

\[
\rho(\tau) = J_0(2\pi f_D \tau)
\]

(2.8)

where \( J_0(\cdot) \) is the Bessel function of the first kind and order zero, and \( f_D \) is the maximum Doppler frequency. The parameter \( f_D \) can be expressed in terms of the
vehicle speed $v$ and the carrier frequency $f_c$ as

$$f_D = \frac{v}{c} f_c$$  \hspace{1cm} (2.9)$$

where $c$ is the speed of light. Similarly as in the AWGN channel, a coherent demodulator consists of a matched filter and a sampler. The output of the demodulator can be expressed as follows

$$r_k = g_k s_k + n_k$$  \hspace{1cm} (2.10)$$

where $r_k$, $g_k$, $s_k$ and $n_k$ are the sampled value of $s(t)$, $g(t)$, $s(t)$ and $n(t)$ at the $k$th interval. Note again that for BPSK, $s_k$ is either $(A, 0)$ or $(-A, 0)$ on the complex plane in accordance with the input data of "1" or "0" to the modulator. Here we assume that the fading process $g(t)$ is slow enough such that $g(t)$ remains roughly constant during each symbol interval. Each $g_k$ is a zero mean, complex, and Gaussian random variable with a normalized variance of $\sigma_g^2 = 1$.

### 2.4 Channel Coding

Channel coding refers to the class of signal transformations designed to improve communications performance by enabling the transmitted signals to better withstand the effects of various channel impairments, such as noise, fading, and jamming. The block diagram of a channel coding system is depicted in Fig. 2.3. The goal of channel coding is to reduce the probability of bit error $P_b$ of the decoded information sequence $\hat{u}$ at the expense of bandwidth expansion. The use of error-correction coding for reducing the probability of bit error has recently become widespread. This is due to that the use of large scale integrated (LSI) circuits has made it possible to provide a large performance improvement through coding at much less cost than the use of higher power transmitters.

There are two types of encoding of the information digits. The first is block encoding. The encoder for block coding divides the information sequence into message blocks of $k$ information bits each. A message block is represented by the binary $k$-tuple
In block coding, the symbol $u$ is used to denote a $k$-bit message rather than the entire information sequence. There are a total of $2^k$ different possible messages. The encoder transforms each message $u$ independently into an $n$-tuple $v = (v_1, v_2, ..., v_n)$ of symbols called a codeword ($n > k$). Therefore, corresponding to the $2^k$ different possible messages, there are $2^k$ different possible code words at the encoder output. This set of $2^k$ codewords of length $n$ is called an $(n, k)$ block code. The code rate, defined as the ratio $k/n$ and denoted by $R_c$, is a measure of the amount of redundancy introduced by the encoder. Thus the bit rate at the output of the block encoder is $R = R_s/R_c$, where $R_s$ denotes the information bit rate. Since the $n$-symbol output codeword depends only on the corresponding $k$-bit input message, the encoder is memoryless from block to block.

The second type of encoding is convolutional encoding of the information sequence. The encoder accepts $k$-bit blocks of the information sequence $u$ and produces an encoded sequence (codeword) $v$ of $n$-symbol blocks. In convolutional coding, the symbols $u$ and $v$ are used to denote sequences of blocks rather than a single block. However, each encoded block depends not only on the corresponding $k$-bit message block at the same time unit, but also on $v$ previous message blocks. Hence, the
encoder has a memory order of $\nu$, which is usually defined as the constraint length of a code. The set of encoded sequences produced by a $k$-input, $n$-output encoder of memory order $\nu$ is called an $(n, k, \nu)$ convolutional code. The ratio $k/n$ is the code rate and is denoted by $R_c$. Thus the bit rate at the output of the convolutional encoder is also $R = R_s/R_c$, where $R_s$ denotes the information bit rate.

For both block codes and convolutional codes, there are two types of decoders: hard decision decoder and soft decision decoder. If the received data fed into the decoder are quantized into two levels, denoted as 0 or 1, the decoding process is termed hard-decision decoding. If the received data are unquantized, the decoder makes use of the additional information contained in the unquantized samples to recover the information sequence with a higher reliability than that achievable with hard decision decoding. The resulting decoding is referred to as soft-decision decoding. Soft-decision decoders for block codes are substantially more complex than hard-decision decoders. Therefore, block codes are usually implemented with hard-decision decoders. For convolutional codes, both hard and soft decision implementations are equally popular. The soft-decision decoding offers an approximate 2 dB decoding gain over the hard-decision decoding. The convolutional codes and Viterbi decoding with soft-decision are employed in this study.

## 2.5 Combined Source and Channel Coding

In most existing communication systems, source codecs and channel codecs are designed separately. An advantage of this separation is that it allows channel codecs to be designed independently of the actual source and user. This separation is supported by Shannon’s celebrated papers [17, 18] which demonstrate that the source and the channel coding functions are fundamentally separable. In other words, the source and the channel encoder can be separated in such a way that the entropy rate reduction takes place in the source encoder and the protection against channel errors in the channel encoder. Viterbi and Omura [32] have clearly indicated that the as-
sumption that source and channel coders are separable is justifiable only for infinite computation complexity. In practical situations there are always limitations on the system's complexity, and these limitations will result in severe degradation of the system's performance in some cases. Recently combined source and channel coding has received increasing attention because it can lead to a better system performance or a simpler system implementation for the required performance.

Combined source and channel coding can be classified into two approaches. The first approach is to seek a design procedure for the joint optimization of source and channel coders. The second approach is to judiciously match existing source coding and channel coding schemes.

Several authors have studied the first approach for PCM and VQ systems. Kurtenbach and Wintz studied the problem of optimum quantizer design when the quantizer's output is transmitted over a noisy channel [35]. They have determined the optimum uniform quantizer structures under the mean-squared error (MSE) criterion, and pointed out that these structures depend on the input data through its probability density function and the channel through its transition matrix. Without considering the quantizer design problem, Rydbeck and Sundberg have addressed the issue of code assignment to codebook indices and have shown that the code assignment plays an important role in determining the system's performance in [36]. A Gray code assignment to codebook indices results in a more robust system to channel errors than a natural binary code assignment. When the bit error rate gets higher than $10^{-3}$, however, the performance of a quantizer with a Gray code assignment to codebook indices still degrades significantly. In this case error protection is necessary.

Farvardin and Vaishampayan [37] have studied the interrelationship between the source and channel coders for the case of memoryless sources and scalar quantization, that is, Pulse Code Modulation (PCM). They have presented necessary conditions for the joint optimization of the quantizer and channel coder and developed an iterative algorithm for obtaining a locally optimal system. Their results showed that this optimal design could result in substantial performance improvements.
VQ has become a widely used source coding technique in many signal processing applications such as speech and image coding, due to its inherently superior performance over scalar quantization. Recently the first approach to combined source and channel coding have been studied by many researchers for VQ systems. Among them, Zeger and Gersho [7, 38] have studied the effect of transmission errors on the performance of VQ in source coding by incorporating a channel index assignment function into a source/channel model of VQ. They obtained new conditions for the optimality of a vector quantizer for a given distortion measure. Their iterative algorithm for a vector quantizer can monotonically reduce the distortion between an input vector and a quantized output vector [38]. They also used the pseudo-Gray coding algorithm for finding the optimal assignment of a unique b-bit codeword to each of the \(2^b\) codevectors in a VQ codebook to minimize the expected distortion [7]. The algorithm, which results in a locally optimal solution, can yield a significant reduction in average distortion and converges in reasonable running times. Farvardin and Vaishampayan have also pointed out some of the interesting issues pertaining to the extension of their results for scalar quantization to the case of VQ [39]. Marca et al. [9] and Kleijn [41] have used simulated annealing techniques for improving the index assignment functions of vector quantizers in noisy channels and have shown that about 4.5 dB SNR gain over random assignment can be achieved with these algorithms. Because of difficulties in mathematically representing other complex coders, the first approach to combined source and channel coding has been only studied for the PCM and VQ systems.

In contrast, the second approach has been studied for practical and more complex source coders. Modestino and Daut have studied a combined source-channel coding approach for the encoding, transmission and remote reconstruction of image data [34]. By employing 2-D DPCM source encoder and selective error control protection to those bits which are more significant, they have found the reconstructed image quality significantly improves without sacrificing transmission bandwidth. Combined source and channel coding for variable bit rate speech transmission has been studied by Goodman and Sundberg [13]. The embedded DPCM speech coder and punctured
convolutional codes were used in their study. For a given transmission rate, the rate assignment between source-coding and channel-coding is changed in four modes in response to changing transmission quality. Cox, et. al. [15] have designed channel error protection scheme for subband coding of speech signals. In subband coding of speech, the speech signal is sub-divided into a number of subbands which are then individually encoded. In [15], selective error protection is applied according to bit significance and more robust combined coders are designed. Since rate compatible punctured convolutional (RCPC) coding is used in [15], the complexity of the combined codec has not increased. However, the issue of the optimal channel code rate allocation was not discussed in [15].

As mentioned in Chapter 1, CELP coding is a potential technique for synthesizing high quality speech at very low bit rates. A CELP coder is an analysis-by-synthesis coder, which is much more complicated than the source coders mentioned above. The first approach mentioned above is hindered because a mathematical representation of CELP coders is very difficult. At very low bit rates, the output bits of a CELP coder have little correlation, and this means that transmission errors are likely to have a greater effect on the recovered speech than would occur at high bit rates. Thus, it is important to introduce channel coding to the speech coders for providing good quality speech through noisy mobile radio channels. As discussed in Chapter 1, FEC, efficient index assignment and parameter smoothing with error detection are possible techniques for improving speech quality processed by CELP coders in noisy environments [10, 12, 16]. In harsh channel conditions, FEC is more effective. To provide the desired speech quality over a noisy channel with a constant transmission bit rate, clearly, it is necessary for a speech coding system to trade-off source coding for channel coding, and employ unequal error correction codes according to source coded bit significance. Since the CELP coding of speech is a new technique, little research has been reported on combined source and channel coding for this type of coders on noisy channels.
Chapter 3

Speech Coding Algorithm

The objective of this chapter is to describe the source codec in the combined source and channel coding system (see Fig. 2.1). As mentioned in Chapter 1, a reduced complexity VQCELP codec is employed as the source coding subsystem in this study. The organization of this chapter is as follows. Section 3.1 gives a brief introduction to CELP coding. The Signal to Noise Ratio (SNR) and the Segmental SNR (SSNR) are commonly used as objective measures for evaluating speech coders. These two objective measures are defined in Section 3.2 and are used throughout this thesis. Section 3.3 discusses the basic CELP coder structure. The analysis-by-synthesis algorithm for the reduced complexity VQCELP coder is described in Section 3.4. The bit allocation and parameter quantization are discussed in Section 3.5. The performance of a 6.4 kbits/s and a 4.8 kbits/s VQCELP coder is given in Section 3.6.

3.1 Introduction

The ability to encode speech at low bit rates without sacrificing voice quality is becoming increasingly important in many new digital communications applications, such as voice mail, voice transmission over packet networks, voice encryption and
mobile telephony. The speech coding technology to achieve high voice quality is well developed for bit rates above 16 kbits/s [23, 42]. The major research effort is now focussed in bringing the rate to as low as 4.8 kbits/s [6, 10, 11]. The low bit rate coders offer the possibility of carrying digital speech over a narrow bandwidth analog voice channel. It is a major challenge in present speech research to bring the bit rate down without degrading the speech quality.

Code Excited Linear Predictive (CELP) coder offers the potential for producing high quality synthetic speech at very low bit rates. It is also considered as a good candidate for encoding speech in mobile radio applications. When the CELP coder was first introduced, it involved high computational complexity because of the search for the optimum innovation sequence. Many low complexity alternatives to the basic CELP coder have recently been introduced with a slight degradation in the reconstructed speech quality. On the other hand, the continuing rapid progress in VLSI circuits has made a great impact on our ability to implement such complex speech coding algorithms economically. These two factors make possible the real time implementation of such speech coders on fast Digital Signal Processor (DSP) chips. A reduced complexity VQCELP coder is used in this study [43].

3.2 Objective Performance Measures

In the coding of speech signals, the quality of the reconstructed speech is evaluated by the human perception mechanism. Therefore, perceptual and subjective testing procedures constitute an integral part of coder design and evaluation. Unfortunately, subjective evaluations for determining quality or intelligibility are very time consuming and expensive [42]. Relative to subjective measures, objective measures are much easier and less expensive to use. However, objective measures tend to have a loose correlation with the results of human preference tests. Because they can be repeatedly computed, objective measures are often used in the design of speech coding systems. There are many objective quality measures [44]. The signal to noise ratio (SNR) and
the segmental signal to noise ratio (SSNR) are commonly used in practice. We will use these two objective measures throughout the course of this thesis.

![Diagram of speech coder]

**Figure 3.1:** A simple block diagram of speech coder

A simple block diagram of a speech coder is shown in Figure 3.1. As shown in Figure 3.1, the original speech signal is denoted by $s_n$, and the reconstructed speech signal is denoted by $\hat{s}_n$. The reconstruction error $q_n$ is defined as the difference between $s_n$ and $\hat{s}_n$:

$$q_n = s_n - \hat{s}_n \quad (3.1)$$

Let the variances of $s_n$, $\hat{s}_n$ and $q_n$ be denoted by $\sigma_s^2$, $\sigma_{\hat{s}}^2$, and $\sigma_q^2$. A standard objective measure for coded waveform quality is the ratio of signal variance to reconstruction error variance, referred to for historical reasons as the signal to noise ratio (SNR). The SNR is usually expressed in decibels (dB):

$$SNR = 10 \log \left( \frac{\sigma_s^2}{\sigma_q^2} \right) \quad dB \quad (3.2)$$

In practice, we do not usually know the true variances of $s_n$, $\hat{s}_n$ and $q_n$. The SNR is frequently computed from the samples of the original speech $s_n$ and the reconstructed speech $\hat{s}_n$ as follows

$$SNR = 10 \log_{10} \left( \frac{\sum_{n=1}^{L} s_n^2}{\sum_{n=1}^{L} (s_n - \hat{s}_n)^2} \right) \quad dB \quad (3.3)$$

where $L$ is the number of samples.
The SNR value is calculated over a long speech data base. The SNR measure often has a poor correlation with the subjective quality due to the non-stationarity of the speech signal. Particularly, regions of exceptionally poor performance will mask regions of better performance. If the SNR measurement is taken over short segments of the speech signal and averaged over all segments, the result will be more correlated to the subjective perception. This objective measure is called Segmental SNR (SSNR). The SSNR is often used as an objective measure in the analysis of coder performance. The SSNR is a log-weighted mean of the SNR. It is defined as

$$SSNR = \frac{1}{K} \sum_{i=1}^{K} SNR_i \quad dB,$$  \hspace{1cm} (3.4)

where $K$ is the number of frames in a speech data base. The definition of SSNR poses a problem if there are intervals of silence in the speech utterance, as can normally be expected. Silent segments are defined to be those segments whose energy level is $40$ dB below the long term energy level. For silent segments, any amount of noise will give rise to a large negative SNR for that segment, which could appreciably bias the overall measure of SSNR. A way to solve this problem is to exclude the silent segments from the sum of Eq.(3.4).

### 3.3 Basic Structure of a CELP Coder

The basic structure of a CELP coder is depicted in Fig. 3.2. The encoder consists of a short-term predictor $1/A(z)$, a long-term predictor $1/B(z)$, a weighting filter $W(z)$ and a normalized VQ codebook with a codebook gain $G$. The input speech signal, sampled at a rate of $8$ kHz, is segmented into frames of $20$ ms (160 samples). Each frame contains 4 subframes of $5$ ms (40 samples) in this study. In Fig. 3.2, the filter $1/A(z)$ models the short-term correlation in the speech signal, that is, the spectral envelope of the speech signal, and has the form

$$A(z) = 1 - \sum_{i=1}^{p} a_i z^{-i}$$ \hspace{1cm} (3.5)
where \( \{a_i\} \) are the short-term predictor coefficients and \( p \) is the order of the filter. The order of the filter \( p \) is typically from 10 to 16. It is chosen as 10 in this study.

The filter \( 1/B(z) \) models the long-term correlations in the speech signal, that is, the spectral fine structure, and has the general form

\[
B(z) = 1 - \sum_{i=-q}^{r} b_i z^{-(d+i)}
\]  

where \( d \) is the pitch period in samples and \( \{b_i\} \) are the long-term predictor coefficients. A one tap long-term predictor is considered here. It has the form

\[
B(z) = 1 - b_0 z^{-d}
\]  

The estimation of the short-term and long-term predictor parameters is discussed in the next section.

The normalized codebook consists of \( M \) candidate excitation waveforms. \( M \) is usually called the codebook size. An analysis-by-synthesis technique is used to select the best candidate excitation using a perceptually weighted mean-squared error (MSE) criterion. The weighting filter \( W(z) \) has the form

\[
W(z) = \frac{A(z)}{A(z/\lambda)}
\]  

where \( \lambda \) is experimentally chosen as 0.8. The purpose of perceptual weighting of the error signal is to shape the noise spectrum in order to reduce the level of perceived noise. In Fig. 3.2, the decoder performs an inverse operation of the encoder. The following section is going to describe a reduced complexity VQCELP coder.

### 3.4 VQCELP Coder Algorithm

The basic CELP coder shown in Fig. 3.2 is characterized by a high computational complexity because of the search for the optimum innovation sequence. It uses the perceptually weighted error between the original speech and the reconstructed speech
Figure 3.2  CELP coder structure
to select the best excitation waveform from the normalized codebook. The best excitation waveform is selected when the following equation is minimized

$$E = \sum_{n=1}^{40} (s_n - \hat{s}_n)^2$$  \hspace{1cm} (3.9)

The complexity of the CELP coder in Fig. 3.2 can be reduced by moving the weighting filter before the summation of the original speech $s_n$ and the reconstructed speech $\hat{s}_n$, and separating the Zero Input Response (ZIR) and the Zero State Response (ZSR). A Vector Quantization based CELP (VQCELP) coder with complexity reduction is shown in Fig. 3.3. In Fig. 3.3, the perceptually weighted reconstructed speech $s'_n$ is separated into three components

$$s'_n = \hat{z}_n + \hat{y}_n + \hat{x}_n$$  \hspace{1cm} (3.10)
The signal \( \hat{z}_n \) is due to the zero input response of the filter \( 1/A(z/\lambda) \). The signals \( \hat{y}_n \) and \( \hat{x}_n \) are due to the zero input response of the long-term predictor, and the zero state response of the filter \( 1/A(z/\lambda) \) to the excitation codewords.

The coefficients of the short-term predictor in Eq.(3.5), usually called the LPC coefficients, are estimated from the speech signal using the autocorrelation method. They can be estimated using the covariance methods as well. The advantages of the autocorrelation method is that it results in a stable short-term predictor and it can use the efficient Levinson-Durbin algorithm for solving the Yule-Walker equations. The technique for estimating the LPC coefficients \( \{a_i\} \) is well documented in the literature, see, for instance, [21, 22]. The LPC coefficients vary slowly with time, and are updated once per frame.

The long-term predictor parameters, \( d \) and \( a_p \), can be obtained simultaneously with the best excitation codeword in a closed-loop approach by a joint optimization process, but the computational requirements would be extremely demanding since a joint optimization requires the computation of Eq.(3.9) over all possible vectors in the excitation codebook and for all possible values of the lag \( d \).

Three reduced complexity approaches for estimating the long-term predictor parameters were examined by Chan and Cuperman [43]. The first approach is the Atal's closed-loop procedure in which the long-term predictor parameters and the best codeword are chosen independently. The initial state of the long-term predictor is filtered by \( 1/A(z/\lambda) \) before comparison with the weighted speech signal. To compute the long-term predictor parameters, the mean squared error (see Fig. 3.3)

\[
E_y = \sum_{n=1}^{40} (\hat{y}_n - \tilde{s}_n)^2  \tag{3.11}
\]

is calculated for a range of pitch values with the optimal gain term given by

\[
a_p = \frac{\sum_{n=1}^{40} \hat{v}_n \tilde{s}_n}{\sum_{n=1}^{N} \hat{v}_n^2} \tag{3.12}
\]

where \( \hat{v}_n \) is shown in Fig. 3.3. We choose the set of pitch period and pitch gain which gives the lowest mean squared error in (3.11). The pitch period is limited to a range...
of 20 to 147 samples. In cases where the pitch period is shorter than the length of a vector, a multiple of the pitch period is used for the delay to prevent using excitation samples from the current vector.

In the second approach, the initial state of the long-term filter is compared with the short-term residual \( e_n \) (see Fig. 3.3). The pitch period is chosen by minimizing the term

\[
\hat{E}_y = \sum_{n=1}^{40} (a_p \hat{e}_{n-p} - e_n)^2
\]  

By setting the derivative of (3.13) in respect to \( a_p \) to zero, the pitch gain is found to be

\[
a_p = \frac{\sum_{n=1}^{40} \hat{e}_{n-p} e_n}{\sum_{n=1}^{N} e_{n-p}^2}
\]  

The minimization of (3.13) requires much less computation than the minimization of (3.11). Chan and Cuperman [43] have shown that the pitch gain \( a_p \) must be limited to prevent large filter gains especially when passing from unvoiced to voiced speech.

In the third approach, the pitch period \( d \) is estimated by searching for the highest peak in the autocorrelation function of the short-term residual \( e_n \) in Fig. 3.3. This requires fewer computations than the previous two approaches, but has poor performance due to the quantization noise and the noisy input speech.

As shown above, the first approach offers the best performance but requires high complexity. The last approach results in low complexity but large performance degradation. In this project, the second approach is preferred since it presents a reasonable compromise between performance and complexity. Simulation results indicate that there is approximately a 1 dB degradation in SNR in the second approach with respect to that in the first approach. Experimental results to be presented in this thesis are based on the second approach for estimating the long-term predictor parameters.

The excitation codeword is chosen after the long-term predictor parameters have been estimated. The initial state of the long-term predictor is subtracted from the
speech signal to replace the minimization of Eq. (3.9) by the minimization of

$$E_x = \sum_{n=1}^{40} (\hat{x}_n - x_n)^2$$  \hfill (3.15)

The minimization of (3.15) may partially compensate for the errors in the estimation of the long-term predictor parameters. The codeword gain $G$ is given by

$$G = \frac{\sum_{n=1}^{k} \hat{r}_n x_n}{\sum_{n=1}^{40} \hat{r}_n^2}$$  \hfill (3.16)

The short-term predictor is updated every frame and hence each codeword is filtered only once per frame for computing (3.15).

### 3.5 Parameter Quantization and Bit Allocation

In the previous section, we saw that the speech signal is represented by the LPC coefficients, pitch periods, pitch gains, excitation gains and excitation codewords. At very low bit rates, the number of bits available for quantizing these parameters is small and the key issue in designing coders for these rates is in finding efficient quantizations for these parameters. This section discusses some quantization aspects of these parameters and their effects on the quality of the reconstructed speech.

#### 3.5.1 Short-Term Predictor

A low distortion representation of the short-term predictor coefficients (LPC coefficients) is crucial for good coder performance, since the compensational effects of the excitation within the CELP model of Fig. 3.2 are only marginal. The coefficients of the short-term predictor can be quantized using either scalar or vector quantization techniques. Direct quantization of the LPC coefficients are not proper since the quantized coefficients do not always represent a stable filter. It is therefore necessary to transform the coefficients into a new set of parameters that represent a
stable filter even after quantization. Many such transformations have been proposed in [22, 45, 46]. An important transformed set of parameters is the set of reflection coefficients or the partial correlation coefficients. These coefficients are bounded in magnitude by unity and the synthesis filter stability is easily guaranteed by keeping the quantized coefficients bounded by unity. Another important transformation is the set of line spectrum pairs (LSP), as suggested by Itakura [45]. The stability of the synthesis filter is ensured by the preserved minimum phase property of the inverse filter after quantization of the zeros of LSP polynomials [46].

Scalar quantization of the LPC coefficients is simple and more robust to transmission errors than vector quantization [47]. Soong et. al. [48] have shown that about 30 - 50 bits are necessary to represent each set of filter coefficients with reasonable accuracy using scalar quantization. For example, if the coefficients are updated every 20 ms and 40 bits are used to encode each set of filter coefficients in a frame, the transmission of spectral information requires approximately 2 kbits/s. At very low bit rates, such as 4.8 kbits/s, it is difficult to allocate 2 kbits/s to the quantization of the spectral information. In general, vector quantizers are more complex than scalar ones, but the former can yield smaller quantization error than the latter at any given bit rate. At very lower bit rates, vector quantization may be preferred. Multi-stage codebooks can ease the problem of high complexity associated with vector quantization. Pseudo Gray coding [7] can be applied to a VQ codebook to improve the robustness to channel errors. Our experiments show that about 16 - 20 bits are necessary to represent the 10 LPC coefficients with satisfactory performance by using vector quantizations. Two examples will be given in Section 3.6.

3.5.2 Long-Term Predictor

The correlation between the pitch period d and the pitch gain b₀, is very small. To quantize these parameters we can treat them separately. Since the value of d ranges from 20 to 147, it is directly quantized using 7 bits. Kroon and Deprettere have tried several differential schemes and they found that all of them produce unacceptable
distortions [11]. By coding the difference between adjacent values of \( d \), the flexibility in adaptation is reduced and as a result the performance of speech coders drops.

The prediction coefficients \( \{ b_i \} \) can be treated as vectors and encoded by vector quantization techniques. In our case, we have a single tap predictor. About 3 - 5 bits are needed to quantize the single tap predictor coefficient. For example, using 7 bits for encoding the pitch period \( d \) and 5 bits for encoding the pitch gain, a total of 1.2 kbits/s is needed for quantization of the long-term predictor parameters at an updating rate of 10 ms.

### 3.5.3 Excitation Parameters

At low bit rates, the number of bits available for encoding the residual is small (less than 1 bit/sample). Vector quantization can achieve a performance arbitrarily close to the ultimate rate distortion bound if the vector dimension is large enough. In practical system only small vector dimensions can be used. As described in the previous section, the vector dimension is chosen to be 40 in our study because of complexity constraint. A coarse quantization of the residual introduces non-white noise in the quantized signal, and minimizing the error between the residual and its quantized version no longer guarantees that the error between the original and reconstructed signal is also minimized [11]. It is found that 8 - 10 bits are needed for the quantization of a vector of residual signals (40 samples). The excitation gain is quantized with a non-uniform scalar quantizer. Different bit allocations for the gain have been examined and it is found that a 5 or 6 bit representation does not introduce any significant degradation in the performance.
3.6 Bit Allocations for VQCELP Coders at 4.8 and 6.4 kbits/s

These examples are primarily considered for the mobile radio applications which will be discussed in Chapter 6. The pitch period ranges from 20 to 147 and is quantized using a 7 bit uniform codebook. The pitch gain and the excitation gain are quantized using scalar non-uniform codebooks. The LPC and the residual are vector quantized. Each set of LPC coefficients is transformed into a set of line spectrum pairs and then quantized. Scalar non-uniform codebooks are designed by using the Lloyd’s procedure [49]. Vector codebooks are designed based on the LBG algorithm [50]. The training speech data consists of 12 phonetically balanced sentences spoken by 3 males and 3 females [51].

The bit allocations for the VQCELP coders at 4.8 and 6.4 kbits/s are shown in Table 3.1 and Table 3.2. These allocations give the best performance among the possible allocations we have considered. The resulting averaged SSNR values computed over the entire data base for the 6.4 kbits/s and 4.8 kbits/s VQCELP coders are 11.171 dB and 9.293 dB, respectively.
Table 3.1: Bit allocation for a 6.4 kbps VQCELP coder

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Update (ms)</th>
<th>Bits</th>
<th>Bit Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPC coefficients</td>
<td>20</td>
<td>10+10</td>
<td>1-10, 11-20</td>
</tr>
<tr>
<td>pitch period</td>
<td>5</td>
<td>7</td>
<td>21-27, 48-54, 75-81, 102-108</td>
</tr>
<tr>
<td>pitch gain</td>
<td>5</td>
<td>5</td>
<td>28-32, 55-59, 82-86, 109-113</td>
</tr>
<tr>
<td>excitation gain</td>
<td>5</td>
<td>5</td>
<td>33-37, 60-64, 87-91, 114-118</td>
</tr>
<tr>
<td>excitation codeword</td>
<td>5</td>
<td>10</td>
<td>38-47, 65-74, 92-101, 119-128</td>
</tr>
</tbody>
</table>

Table 3.2: Bit allocation for a 4.8 kbps VQCELP coder

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Update (ms)</th>
<th>Bits</th>
<th>Bit Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPC coefficients</td>
<td>20</td>
<td>8+8</td>
<td>1-8, 9-16</td>
</tr>
<tr>
<td>pitch period</td>
<td>10</td>
<td>7</td>
<td>17-23, 57-63</td>
</tr>
<tr>
<td>pitch gain</td>
<td>10</td>
<td>5</td>
<td>24-28, 64-68</td>
</tr>
<tr>
<td>excitation gain</td>
<td>5</td>
<td>6</td>
<td>29-34, 43-48, 69-74, 83-88</td>
</tr>
<tr>
<td>excitation codeword</td>
<td>5</td>
<td>8</td>
<td>35-42, 49-56, 75-82, 89-96</td>
</tr>
</tbody>
</table>
Chapter 4

Performance Bound of the VQCELP Coder Over the AWGN Channel and the Rayleigh Fading Channel

The purpose of this chapter is to determine the performance bound of the VQCELP coder over the AWGN channel and the Rayleigh fading channel which were given in Chapter 2. This performance bound can provide design guidance or a performance reference for combined VQCELP-PC coders on noisy channels. This chapter begins with a discussion of an autoregressive model for the speech signal. Atal and Schroeder [4] have indicated that the speech signal can be modeled as an autoregressive source with time-varying coefficients. As shown in the previous chapter, it is true that the speech signal is reproduced by passing an innovation sequence through the short-term filter and the long-term filter in the VQCELP coder (see Fig. 3.2). Based on the autoregressive model, the rate-distortion function of the speech signal can be calculated [52]. According to the information-transmission theorem [19], the output sequence of a discrete source with a rate-distortion function R(D) can be reproduced.
with a distortion at most $D$ if $R(D) < C$, where $C$ is the capacity of a discrete channel. Because the cutoff rate of a channel, denoted by $R_0$, presents a more realistic bound on a coding system's performance than the channel capacity [54, 55], we used the cutoff rate to compute the performance bound of the VQCELP coder in noisy channels. Following the technique described by Goblick [53] and Modestino [34], the distortion bound $D$ is obtained by equaling the rate-distortion function $R(D)$ to the cutoff rate $R_0$. This distortion bound is the minimum distortion that can be achieved in principle. Using the definition of the SSNR in Section 3.2, we represent the distortion bound in terms of the SSNR value, which will be referred to as the performance bound.

4.1 Autoregressive Model for the Speech Signal

In discussing digital waveform representations, the speech signal is commonly represented by a stationary Gaussian random process. Although the speech signal is not stationary, a locally stationary or quasi-stationary random process model is very meaningful for short-time descriptions [22]. It will be shown in this section that the speech signal can be modeled as a Gaussian autoregressive process with time-varying coefficients.

An $m$th-order time-discrete stationary Gaussian autoregressive source $\{s_n\}$ is described by the equation

$$s_n = \sum_{k=1}^{m} g_k s_{n-k} + n_n \quad n = 1, 2, \ldots$$

(4.1)

where $g_1, g_2, \ldots, g_m$ are the autoregressive coefficients, and $n_n$ is a sequence of independent Gaussian random variables with a zero mean and a variance of $\sigma_n^2$. Obviously, $s_n$ and $n_n$ are statistically independent if $n < r$. Equivalently, a stationary Gaussian autoregressive process $\{s_n\}$ is generated by passing the white-noise $\{n_n\}$ with a zero mean and a variance of $\sigma_n^2$ through an all-pole filter

$$\frac{1}{G(z)} = \frac{1}{1 - \sum_{k=1}^{m} g_k z^{-k}}$$

(4.2)
where $g_1, g_2, \ldots, g_m$ are the coefficients of the all-pole filter, and $m$ is the filter order.

The speech signal can be represented as a nonstationary Gaussian process with a time-varying power spectrum [4]. Even under careful listening conditions, the difference between an artificially generated speech signal based on the Gaussian model and the natural speech signal are inaudible. A Gaussian process with an arbitrary power spectrum can be generated by passing a white Gaussian sequence through a linear filter. The linear filter should vary with time to reflect the time-varying spectral characteristics of the speech signal [20]. Therefore, the speech signal can be modeled as a Gaussian autoregressive source with time-varying coefficients. A Gaussian autoregressive model of speech production proposed by Atal and Schroeder [4] is illustrated in Fig. 4.1. This is the basic model of the CELP coding of the speech signal [4, 5]. As shown in Fig. 3.2, the speech signal is synthesized by passing an innovation sequence through the short-term predictor $1/A(z)$ and the long-term predictor $1/B(z)$. For the CELP coder, the time-varying filter $G(z)$ is the cascade of $1/A(z)$ and $1/B(z)$. The innovation sequence is usually trained by using the LBG algorithm on a speech database [4, 5]. However, Schroeder and Atal [5] have pointed out that for the CELP coder, the white Gaussian innovation sequence can be used in principle. The Gaussian autoregressive model provides a simple way to obtain the rate-distortion function of the speech signal. This will be shown in the next section.

4.2 Rate-Distortion Function of the Speech Signal

Rate-distortion function is the fundamental theory of data compression. It established the theoretical minimum average number of binary digits per source symbol required to represent a source so that it can be reconstructed to satisfy a given fidelity criterion, the allowed distortion. Usually, the rate-distortion function of a real source is difficult to obtain. Based on the Gaussian autoregressive model described above, however, the rate-distortion function of the speech signal is easy to derive.
Let's consider first the rate-distortion function of a stationary Gaussian autoregressive source. The mean squared error (MSE) rate-distortion is used here due to its mathematical simplicity. Berger [52] has shown that for the mth-order stationary Gaussian autoregressive source \( \{s_n\} \) described in the previous section, the MSE rate-distortion function of the source \( \{s_n\} \) with a power density function \( S(\omega) \) is given parametrically by

\[
D_\theta = \frac{1}{2\pi} \int_{-\pi}^{\pi} \min[\theta, S(\omega)] d\omega, \tag{4.3}
\]

and

\[
R(D_\theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \max[0, \frac{1}{2} \log \frac{S(\omega)}{\theta}] d\omega, \tag{4.4}
\]

where \( \theta \) is a parameter and

\[
S(\omega) = \frac{1}{|G(z)|^2} \big|_{z=e^{-j\omega}} \tag{4.5}
\]

\[
= \frac{\sigma_n^2}{|1 - \sum_{k=1}^{m} g_k e^{-jkw}|^2}. \tag{4.6}
\]

As stated previously, the speech signal can be modeled as a locally stationary or quasi-stationary Gaussian autoregressive process in a short time duration. Thus the above results are valid for a short segment of speech signal, typically speaking, a
20ms segment of speech signal. For the VQCELP coder,

\[
\frac{1}{G(z)} = \frac{1}{A(z)B(z)} \tag{4.7}
\]

where \(A(z)\) and \(B(z)\) are expressed in Eq.(3.5) and Eq.(3.6).

By applying Eq.(3.5) and Eq.(3.6) to Eq.(4.6) and Eq.(4.7), we find the estimate of the speech signal spectrum in the \(i\)th frame as follows

\[
S_i(\omega) = \frac{G_i^2}{|1 - \sum_{k=1}^{10} a_{ik}e^{-jk\omega}|^2 |1 - b_{i0}e^{-jd_i\omega}|^2} \tag{4.8}
\]

where \(a_{i1}, a_{i2}, \ldots, a_{i10}\) are the coefficients of the short term predictor, \(G_i\) is the excitation gain, \(b_{i0}\) is the pitch gain, and \(d_i\) is the pitch period in the \(i\)th frame. Using Eq.(4.3) and Eq.(4.4), we can find the rate-distortion function of the speech signal frame by frame.

### 4.3 Cutoff Rate for the AWGN Channel and the Rayleigh Fading Channel with the BPSK Modulation

The cutoff rate \(R_0\) is a parameter similar to the channel capacity. It is defined as a limit in the data rate of a channel coding system [24, 54]. In particular, \(R_0\) is defined as

\[
P_e \leq 2^{-k(R_0-R)} \tag{4.9}
\]

where \(P_e\) is the average error probability over all possible coding systems, \(k\) is the number of modulation symbols in each codeword, and \(R\) is the actual data rate. The above equation says that as long as the data rate \(R\) is less than \(R_0\), \(P_e\) can be made arbitrarily small by increasing \(k\). As mentioned in Chapter 2, the BPSK modulation is considered in this study. The cutoff rate \(R_0\) for the AWGN channel with the BPSK modulation is given by [24, 54]

\[
R_0 = 1 - \log_2(1 + e^{-E_s/N_0}) \tag{4.10}
\]
Figure 4.2: Cutoff Rate of the AWGN channel versus $E_s/N_0$

where $E_s/N_0$ is the channel signal to noise ratio.

For an interleaved Rayleigh fading channel with the BPSK modulation, the cutoff rate $R_0$ is given by [55, 56]

$$
R_0 = 1 - \log_2(1 + \frac{1}{1 + \frac{E_s}{N_0}})
$$

(4.11)

where again $E_s/N_0$ is the channel signal to noise ratio. The cutoff rate $R_0$ for the AWGN channel and the Rayleigh fading channel versus the channel signal to noise ratio, denoted by $E_s/N_0$ in decibels, is illustrated in Fig. 4.2 and Fig. 4.3. As seen in the two figures, the cutoff rate increases with the $E_s/N_0$ in both the AWGN channel and the Rayleigh fading channel. Since the BPSK modulation is used, the maximum cutoff rate is 1 bit/symbol in the both channels. Notice that the cutoff rate in the AWGN channel is higher than that in the Rayleigh fading channel for the same $E_s/N_0$. When $E_s/N_0 = 6$ dB, for example, $R_0 = 0.973$ bit/symbol in the AWGN channel while $R_0 = 0.736$ bit/symbol in the Rayleigh channel.
In a typical communication system we wish to transmit information about a source signal \( \{s_n\} \) with entropy \( H(S) \) across a channel with capacity \( C \) in such a way that the resulting reproduction of \( \{s_n\} \) at the receiver, say, \( \{\hat{s}_n\} \), is as close a replica of the original source as possible. The channel coding theorem ensures error-free transmission as long as \( H(S) \leq C \). The converse to the channel coding theorem [17, 57], however, states that when \( H(S) > C \), reliable communication is impossible in the sense that \( \{s_n\} \) cannot be reproduced at the receiver with arbitrarily small distortion. In this case rate-distortion theoretic arguments [32, 52] suggest that a source encoder should be used to map the source output \( \{s_n\} \) into an approximation of itself, say, \( \{\hat{s}_n\} \), such that the entropy \( H(\hat{S}) \) satisfies \( H(\hat{S}) < C \). The price paid for this rate reduction is an increase in distortion. Then, from channel coding theorem [32], \( \{\hat{s}_n\} \) can be encoded and transmitted through the channel with an arbitrarily

---

Figure 4.3: Cutoff Rate of the Rayleigh fading channel versus \( E_s/N_o \)

### 4.4 Performance Bound of the VQCELP Coder in the AWGN Channel and the Rayleigh Fading Channel

In a typical communication system we wish to transmit information about a source signal \( \{s_n\} \) with entropy \( H(S) \) across a channel with capacity \( C \) in such a way that the resulting reproduction of \( \{s_n\} \) at the receiver, say, \( \{\hat{s}_n\} \), is as close a replica of the original source as possible. The channel coding theorem ensures error-free transmission as long as \( H(S) \leq C \). The converse to the channel coding theorem [17, 57], however, states that when \( H(S) > C \), reliable communication is impossible in the sense that \( \{s_n\} \) cannot be reproduced at the receiver with arbitrarily small distortion. In this case rate-distortion theoretic arguments [32, 52] suggest that a source encoder should be used to map the source output \( \{s_n\} \) into an approximation of itself, say, \( \{\hat{s}_n\} \), such that the entropy \( H(\hat{S}) \) satisfies \( H(\hat{S}) < C \). The price paid for this rate reduction is an increase in distortion. Then, from channel coding theorem [32], \( \{\hat{s}_n\} \) can be encoded and transmitted through the channel with an arbitrarily
small distortion, i.e., the only distortion between \( \{s_n\} \) and the reconstructed sequence in the receiver \( \{\hat{s}_n\} \) is that produced by the source encoder. Thus the best source encoder is the one that maps \( \{s_n\} \) into \( \{\hat{s}_n\} \), satisfying \( H(\hat{S}_n) < C \), in such a way that \( \{\hat{s}_n\} \) is as good an approximation of \( \{s_n\} \) as possible.

The above discussion is summarized in the information-transmission theorem [19]. This theorem states that the output sequence of a discrete source with the rate distortion function \( R(D) \) can be reproduced with distortion at most \( D \) if

\[
R(D) < C
\]  

(4.12)

where \( C \) is the capacity of a discrete channel. The channel capacity \( C \) is the maximum rate at which information can be reliably transmitted through the channel. There is a large gap between the performance of practical coding systems and the channel capacity [25]. Because the cutoff rate \( R_0 \) presents a more realistic bound on a coding system’s performance than the channel capacity, the cutoff rate is used to derive the performance bound of the VQCELP in noisy channels. Following the technique described by Goblick [53] and Modestino [34], the distortion \( D \) can be obtained by equating the rate-distortion function to the cutoff rate \( R_0 \). In Section 4.2, we derived the rate-distortion function of the speech signal. In Section 4.3, the cutoff rate for the AWGN channel and the Rayleigh fading channel is provided. If we let \( R(D) = R_0 \), then \( D \) is the smallest distortion which can be attained in theory. Note that \( R(D) = R_0 \) means that the source coding rate is matched to the channel cutoff rate. Since the speech signal is quasi-stationary, we can only solve for the distortion \( D \) frame by frame. We are aiming for a performance bound in terms of the SSNR between the original speech and the reconstructed speech.

According to the definition of the SSNR in Section 3.2,

\[
SSNR = \frac{1}{K} \sum_{i=1}^{K} SNR_i
\]  

(4.13)

where \( K \) is the number of frames and \( SNR_i \) is the signal to noise ratio in a frame. As defined in Section 3.2, \( SNR_i \) is

\[
SNR_i = 10 \log_{10} \frac{\sum_{k=n}^{L} s_n^2}{\sum_{n=1}^{L} (s_n - \hat{s}_n)^2}
\]  

(4.14)
where \( L \) is the number of samples in a frame.

Under the mean squared fidelity criterion, the distortion \( D_i \) in the \( i \)th frame is defined as

\[
D_i = \frac{1}{L} \sum_{n=1}^{L} (s_n - \hat{s}_n)^2
\]

Let's define the average speech signal energy in a frame as

\[
\sigma_{n_i}^2 = \frac{1}{L} \sum_{n=1}^{L} s_n^2
\]

Therefore,

\[
SNR_i = 10 \log_{10} \frac{\sigma_{n_i}^2}{D_i}
\]

As discussed above, \( D \) is the minimum distortion when we set \( R(D) = R_0 \). According to Eq.(4.17) and Eq.(4.13), the corresponding SSNR is the maximum value. This SSNR is referred as to the performance bound of the VQCELP coder on the AWGN channel or the Rayleigh fading channel.

For each frame, let \( R(D_i) = R_0 \) and solve for \( \theta \) in Eq.(4.4). Substituting the \( \theta \) into Eq.(4.3), we find \( D_i \). \( D_i \) can not be found in a close form, but it can be solved by an iterative procedure [19]. According to Eq.(4.16), the signal energy \( \sigma_{n_i}^2 \) in a frame is easily computed. Substituting \( D_i \) and \( \sigma_{n_i}^2 \) into Eq.(4.17) yields the \( SNR_i \) in the \( i \)th frame. The performance bound in terms of the SSNR can be found by use of Eq.(4.13) after the \( SNR_i \) for every frame of a speech database has been calculated. As shown in Eq.(4.10) and Eq.(4.11), the cutoff rate \( R_0 \) increases with the channel signal to noise ratio \( E_s/N_o \). Finally, we can obtain the SSNR value as a function of \( E_s/N_o \) on the AWGN channel and the Rayleigh fading channel.

We are concerned with the performance bound of a combined VQCELP and PC coder at the given transmission rate (6.4 kbits/s) here. For this case, the SSNR performance as a function of \( E_s/N_o \) for the AWGN channel and the Rayleigh fading channel is depicted in Fig. 4.4 and Fig. 4.5. At \( E_s/N_o = 2.8 \) dB, for example, the channel cutoff rate \( R_0 \) equals to 0.8. This means that 80 percent of the total rate of 6.4 kbits/s should be used for source coding and 20 percent of the total rate should
be used for channel coding. That is, the source coder should operate at the bit rate of
5.12 kbits/s and the channel coder will use up 1.28 kbits/s. Since the speech signal is
sampled at the rate of 8 kHz (8,000 samples/s), the source information rate is 5.12/8
= 0.64 bit/sample for the transmission rate of 6.4 kbits/s and $E_s/N_0 = 2.8$ dB. Let
$R(D_s) = 0.64$ in Eq.(4.4). By using equations (4.3)–(4.17), the SSNR is calculated
to be 20.08 dB. Similarly, the performance bound shown in Fig. 4.5 for the Rayleigh
fading channel is determined in the same way as above for the AWGN channel.

In summary, we used the channel cutoff rate to calculate the performance bound
of the VQCELP coder in the AWGN channel and the interleaved Rayleigh fading
channel. We assumed that the speech signal is an autoregressive source. Also, the
channel cutoff rate is a limit in the data rate of a channel coding system. Thus, the
performance bound obtained above is an upper bound on the performance of practical
combined source and channel coding systems. However, it provides a reference for
practical systems and a guidance for system design.
Figure 4.4: The SSNR bound versus the channel $E_s/N_0$

on the AWGN channel
Figure 4.5: The SSNR bound versus the channel $E_s/N_0$ on the Rayleigh fading channel.
Chapter 5

Combined Source and Channel Coding

In the previous chapter, we obtained the performance bound of the VQCELP coder in the AWGN channel and the Rayleigh fading channel. This performance is theoretically achievable because the channel cutoff rate is a limit in data rate of a channel coding system. This chapter will discuss the design of a practical combined source and channel coding system. Section 5.1 describes some observed characteristics of the VQCELP coder on noisy channels and the motivations behind this combined source and channel coding research. The evaluation of the bit error sensitivities is discussed in Section 5.2. A combined source and channel coding configuration that exploits the different bit sensitivities is introduced in Section 5.3. Punctured Convolutional (PC) coding is described in Section 5.4. Under the criterion of the SSNR, both the full search method and a partial search algorithm for finding the optimal channel code rate allocation are discussed in Section 5.5.
5.1 Observations and Motivations

The CELP coding can potentially provide high quality speech at very low bit rates. Recently there are considerable interests in the application of CELP coders to mobile radio communications. As discussed in Chapter 3, the CELP coder produces good quality speech at bit rates as low as 4.8 kbits/s in the absence of channel errors. In the presence of channel errors, however, the reconstructed speech quality degrades dramatically. Fig. 5.1 illustrates the performance of the 6.4 kbits/s VQCELP coder shown in Table 3.1 on the AWGN channel.

We can see that the performance of the VQCELP coder degrades rapidly when $E_s/N_o$ gets lower than 6.8 dB. Note that $E_s/N_o = 6.8$ dB is equivalent to a BER of $10^{-3}$ when coherent BPSK demodulation is used. For mobile radio applications, a BER of $10^{-3}$ is not uncommon. The goal of this work is to transmit good quality speech when the BER is as high as $10^{-2}$. The performance bound calculated in the previous chapter is included in Fig. 5.1. It is observed that the performance of the 6.4 kbits/s VQCELP coder diverges from the performance bound when the BER gets higher than $10^{-3}$. We also found that some output bits of the VQCELP coder are very sensitive to channel errors, while the other bits are not. It should be pointed out that a bit is sensitive if a transmission error in that bit causes a large degradation in speech quality. In contrast, errors in the insensitive bits do not cause much degradation in speech quality. Experimental results show that the quality of the reconstructed speech improves significantly if the most sensitive bits are protected by FEC codes. Since FEC codes introduce redundancy, the total transmission bit rate increases. To avoid increasing the total transmission rate, we can reduce the source (speech) coding rate and allocate the remaining rate to channel coding. We found that this would substantially improve the performance of the original VQCELP coder when the channel signal to noise ratio $E_s/N_o$ gets lower than 6.8 dB. For example, at the total transmission rate of 6.4 kbits/s, we can allocate 4.8 kbits/s to source coding and 1.6 kbits/s to channel coding. Suppose that a rate 1/2 code is used to protect the 32 most sensitive bits of a 96 bit speech frame. The simulation result for
Figure 5.1: Performance of a 6.4 kbits/s VQCELP coder in the AWGN channel
this experimental scheme is also included in Fig. 5.1. It is illustrated that there is approximately a 5 dB improvement over the 6.4 kbits/s VQCELP Coder when $E_s/N_o = 4.3$ dB. Note that $E_s/N_o = 4.3$ dB is equivalent to a BER of $10^{-2}$ when coherent BPSK demodulation is used. More simulation results will be discussed in Chapter 6.

## 5.2 Evaluation of Bit Error Sensitivity

As explained in Chapter 3, the speech signal is analyzed frame by frame and represented by the LPC coefficients, the pitch period, the pitch gain, the excitation gain and the excitation codeword. These parameters are quantized using different codebooks, and the indices of the chosen codewords are represented by the natural binary code (NBC). Since the NBC representation of codebook indices lends the source coders to having unequal bit error sensitivities, we should employ unequal error protection to protect the different bits from transmission errors.

As the decoder stores a replica of the codebook, the received index determines uniquely the correct reproduction codeword on a noiseless channel. However, when channel errors occur, the received indices will differ from the transmitted indices, and the reproduction codeword will differ from the codeword selected at the encoder. For a low bit rate codec, transmission errors can cause the speech signal to have severe distortion in noisy environments. The distortion in the reconstructed speech signal varies depending on the locations of erroneous bits in a speech frame.

The speech signal is analyzed and synthesized frame by frame in the CELP coder. An effective procedure for evaluating the bit error sensitivity is to perturb systematically bits in the output bit stream, and measure the effect on the SSNR of the reconstructed speech [12, 15]. Suppose there are $N_s$ bits in each frame time. We introduce a single error to a specific bit in every frame and measure the SSNR between the original speech and the reconstructed speech. The bit error sensitivity for each of the $N_s$ bits is evaluated by using 12 speech sentences spoken by 3 males and 3 females.
As an example, we show the bit error sensitivity of a 4.8 kbps VQCELP coder in Fig. 5.2. The 4.8 kbps VQCELP coder is given in Table 3.2. In Fig. 5.2, along x axis is the bit number. Along y axis is the resulting averaged SSNR value of the reconstructed speech. More sensitive bits have lower SSNR values. There are 96 bits in a frame time of 20 ms for the 4.8 kbits/s coder. The correspondence between the bit number and the coded parameters is included in the figure. We noticed that the bits representing the excitation gains, the pitch gains and the pitch periods are more sensitive than the bits representing the LPC coefficients and the excitation codewords. The lowest value of the bit sensitivities is -40.2 dB, while the highest value is 8.9 dB. There is approximately a 50 dB dynamic range of bit error sensitivity among different bits.

The above bit error sensitivity is examined under the condition that a single bit error occurs in a frame. For the same BER, this sensitivity would be slightly different from the sensitivity when multiple bit errors occur because there exist some correlations among the distortions caused by the different bit errors. Accurate bit error sensitivities can be evaluated by lengthy simulations. However, the bit error sensitivities evaluated above are adequate to inform us the degree of significance of the different bits. Our informal listening tests show that the subjective perception agrees with the evaluated bit sensitivities.

5.3 Combined Source and Channel Coding Configuration

In the previous section, it was shown that the output bits of the source coder have a large dynamic range of bit error sensitivity. The more sensitive the bits, the more error protection they need to receive. This section is to discuss a combined source and channel coding configuration which will take into account the bit error sensitivity.

To reduce the distortion in speech signals caused by transmission errors, FEC
Figure 5.2: Bit error sensitivities of a CELP coder output
codes are employed in this study. However, FEC entails the transmission of redundant bits. In a harsh channel, such as a mobile radio channel, only powerful FEC codes are effective. If such powerful codes are used for protecting all the bits in a speech frame, a large number of redundant bits is required, and the transmission bandwidth increases accordingly. Intuitively, it is more effective to protect the source coder's output bits according to the bit error sensitivities. This idea leads to an efficient combined source and channel coding system.

The block diagram of a combined source and channel coding configuration is illustrated in Fig. 5.3. The speech coder is the VQCELP coder discussed in Chapter 3. In the VQCELP coder, the speech signal is analyzed and coded frame by frame. Assume that the data stream of the speech coder output contains $N_s$ bits in a frame time. The bit error sensitivity of the $N_s$ bits can be determined by the method described in the previous section. According to the relative bit error sensitivity, the $N_s$ bits are rearranged as shown in Fig. 5.4. The first bit that appears in Fig. 5.4 is more sensitive to channel errors than the second, which in turn is more sensitive than the third, and so on. The bit classifier divides the $N_s$ bits into $n$ groups with $n_k$ bits in the $k$th group (see Fig. 5.4), where

$$\sum_{k=1}^{n} n_k = N_s. \quad (5.1)$$

The $n$ different groups of bits are then protected by $n$ different FEC codes, each having a different code rate. The most sensitive bit-group (the 1st group) is protected by the most powerful FEC code. A less sensitive bit-group is protected by a less powerful FEC code. The least sensitive bit-group (the $n$th group) is protected by the least powerful FEC code. In practice, the least sensitive group is not protected at all. The output of these $n$ encoders is multiplexed, modulated and sent over the communication channel. At the receiving end, the inverse operation is performed. The bit error probability of the decoded data in the first group, denoted by $P_{b_1}$, is smaller than the bit error probability $P_{b_2}$ in the second group. In turn $P_{b_2}$ is smaller than the bit error probability $P_{b_3}$ in the third group, and so on.
Figure 5.3: Combined source and channel coding configuration
Probability of bit error

Figure 5.4: Information bits grouped according to their relative sensitivities

For the combined speech and channel coding configuration, it seems that n channel codecs are needed and the system complexity increases accordingly. To circumvent this problem, we use punctured convolutional coding in this study. As we are going to demonstrate, punctured convolutional coding is capable of providing different levels of error protection using the same codec. As a result, the complexity of the combined system does not increase. In addition, punctured convolutional codes can achieve a relatively large decoding gain by using the Viterbi decoding algorithm with soft decision and channel state information [58]. The definition and the features of punctured convolutional codes will be discussed in the next section.

Suppose that the total transmission rate $R$ for source and channel coding is fixed. If the source coding rate is $R_s$, this implies that the channel coding rate $R_c$ is $R_c = R/R_s$. In other words, suppose that the total N bits can be used to represent each speech frame, if speech coding uses up $N_s$ bits, then the number of bits available for channel coding is $N_c = N - N_s$. As discussed above, the $N_s$ bits for source coding have different sensitivities to channel errors. They are divided into n groups and protected by n different FEC codes according to their sensitivities. The issue of dividing the $N_c$ bits among the n FEC codes is an optimization problem that will be addressed in Section 5.5.
5.4 Punctured Convolutional Codes

5.4.1 Introduction

In recent years convolutional coding with Viterbi decoding has become one of the most widely used forward error correction techniques. This is due to both the simplicity of implementation and the relatively large coding gains that can be achieved. The achievement of such coding gains results from the ease with which this algorithm can utilize demodulator soft decisions and thereby provide approximately 2 dB more gain than the corresponding hard decision decoder [58]. The design of an error correction coding system usually consists of selecting a fixed code with a certain code rate and correction capability matched to the protection requirement of all the data and adapted to the average or worst channel conditions [60]. For the case discussed in the previous sections, however, different levels of error protection are expected because the data to be transmitted have different error sensitivities. For practical implementations, we would like to use one encoder and one decoder to perform different levels of error protection. Based on the concept of punctured convolutional coding, Yasuda et al. [59] and Hagenauer [60] have proposed elegant techniques for providing different levels of error protection by puncturing a rate 1/n code. This section describes how to generate a family of punctured codes from a rate 1/n convolutional code.

5.4.2 Convolutional Codes

In Chapter 2, we introduced the concept of convolutional codes. Our discussion of convolutional code structure uses the notation proposed by Forney [61]. The code constraint length is defined to be the number of memory elements, denoted by $\nu$. A code is represented by its generator matrix $G(D)$. The element in the $j$th row and $i$th column of $G(D)$,

$$G^i_j(D) = g^i_{0j} + g^i_{1j}D + \cdots + g^i_{mj}D^m,$$  (5.2)
Figure 5.5: A rate 1/2 convolutional encoder with a constraint length of 2

relates the ith output sequence to the jth input sequence. The term D is an abstract quantity, representing a delay of one bit.

An example of a rate 1/2 convolutional encoder is illustrated in Fig. 5.5, where \( k = 1, n = 2, \) and \( \nu = 2 \). Information symbols are shifted in from the left, and for each information symbol the outputs of the modulo-2 adders provide two channel symbols.

The generator matrix of this code is

\[
G(D) = \begin{pmatrix}
1 + D + D^2 & 1 + D^2
\end{pmatrix}
\]

### 5.4.3 Punctured Convolutional Codes

Punctured convolutional codes were first introduced by Cain et al. [62] for the purpose of reducing the decoding complexity of high rate convolutional codes. They obtained codes of rate 2/3 and 3/4 by puncturing rate 1/2 codes. These punctured codes were almost as good as the best known convolutional codes at the same rates. Based on the concept of punctured codes, Yasuda et al. [59] found a family of \((n-1)/n\) codes
by puncturing rate 1/2 codes for n up to 14 [59]. This subsection describes how to generate a family of punctured convolutional codes using the basic rate 1/n code generator.

Fig. 5.6 shows the basic procedure for constructing a high rate punctured code from a rate 1/n convolutional code. The original 1/n convolutional code in Fig. 5.6(a) is usually called the mother code. A mother code of rate 1/n and a constraint length ν has a generator matrix \( G(D) \) of the form

\[
G(D) = \begin{pmatrix}
g_{10} + g_{11}D + \cdots + g_{1\nu}D^\nu \\
\cdots \\
g_{n0} + g_{n1} + \cdots + g_{n\nu}D^\nu
\end{pmatrix}.
\]

Each punctured code is specified by an puncturing rule as well as a puncturing period. Fig. 5.6(b) shows a block of original coded data of the mother code in a punctured period (P intervals), arranged in a matrix of size n \( \times \) P. We can delete certain bits, say m bits, among the nP bits according to a puncturing map. As shown in Fig. 5.6(c), a puncturing map can be represented by a matrix

\[
a(l) = \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1P} \\
\cdots \\
a_{n1} & a_{n2} & \cdots & a_{nP}
\end{pmatrix}
\]

where \( a_{ij} \in \{0, 1\} \). \( a_{ij} = 0 \) means puncturing, and \( a_{ij} = 1 \) means transmitting. As shown in Fig. 5.6(d), we obtain a punctured code with a rate

\[
R_c = \frac{P}{nP - m}.
\]

Since the value of m can be 0, \( \cdots \), (n-1)P-1, we can obtain a family of punctured codes with rates \( R_c = 1/n, \cdots, P/(P+1) \).

Table 5.1 shows an example of punctured convolutional codes. These punctured codes are obtained by puncturing the coded bits from the rate 1/2 code shown in Fig 5.5. The puncturing period P is 4. We denote the binary code symbols by \( b_{1j} \) and \( b_{2j} \). The first row shows the code symbols of the rate 1/2 mother code in a
Fig. 5.6 Basic procedure for constructing punctured codes from a rate 1/n convolutional code
Table 5.1: Examples of punctured convolutional codes

( punctured period P = 4 )

<table>
<thead>
<tr>
<th>puncturing map</th>
<th>a (1) = \begin{pmatrix} 1 &amp; 1 &amp; 1 &amp; 0 \ 1 &amp; 0 &amp; 0 &amp; 1 \end{pmatrix}</th>
<th>a (2) = \begin{pmatrix} 1 &amp; 1 &amp; 1 &amp; 0 \ 1 &amp; 1 &amp; 0 &amp; 1 \end{pmatrix}</th>
<th>a (3) = \begin{pmatrix} 1 &amp; 1 &amp; 1 &amp; 1 \ 1 &amp; 1 &amp; 0 &amp; 1 \end{pmatrix}</th>
<th>a (4) = \begin{pmatrix} 1 &amp; 1 &amp; 1 &amp; 1 \ 1 &amp; 1 &amp; 1 &amp; 1 \end{pmatrix}</th>
</tr>
</thead>
<tbody>
<tr>
<td>punctured coded data</td>
<td>b_{11} b_{12} b_{13} X</td>
<td>b_{11} b_{12} b_{13} X</td>
<td>b_{11} b_{12} b_{13} X</td>
<td>b_{11} b_{12} b_{13} X</td>
</tr>
<tr>
<td></td>
<td>b_{11} X X b_{24}</td>
<td>b_{11} b_{12} X b_{24}</td>
<td>b_{11} b_{12} X b_{24}</td>
<td>b_{11} b_{12} b_{13} b_{24}</td>
</tr>
<tr>
<td>punctured code rate</td>
<td>4/5</td>
<td>4/6</td>
<td>4/7</td>
<td>4/8</td>
</tr>
</tbody>
</table>

x: deleted symbols
puncturing period P of 4 intervals. The second row gives four different puncturing maps \( a(i) \), \( i=1 \) to \( 4 \). A "0" in the puncturing maps means that the corresponding code symbol is not to be transmitted. A "1" means that the corresponding code symbol is to be transmitted. The third row shows the resulting punctured codes. For the puncturing map \( a(1), b_{22}, b_{23}, \) and \( b_{14} \) are punctured, and only \( b_{11}, b_{21}, b_{12}, b_{13}, \) and \( b_{24} \) are transmitted. The resulting code rate is \( 4/5 \) (recall that there are 4 information bits in a puncturing period). For the puncturing maps \( a(2), a(3), \) and \( a(4) \), we obtain punctured codes of rates \( 4/6, 4/7, \) and \( 4/8 \).

There is no constructive method known for determining the generator \( G(D) \) of the mother code and the puncturing maps for punctured convolutional codes. Good punctured convolutional codes are basically found by searching over all possible mother codes and puncturing maps (under some restrictions), see details in [59, 60].

### 5.4.4 Performance of Punctured Convolutional Codes in the Gaussian channel and the Rayleigh Fading Channel

It is well known that the Viterbi Algorithm (VA) is preferred for decoding convolutional codes. This is due to its features described as follows:

- it is a maximum likelihood decoding algorithm for convolutional codes;
- it is relatively easy to implement for codes with small constraint lengths; and
- it can utilize demodulator soft decisions and thereby provide approximately 2 dB more gain than the corresponding hard decision decoder for AWGN channels and 2 – 6 dB more gain in Rayleigh fading channels [58].

Cain et. al. [62] and Yasuda et. al. [59] have shown that with a slight modification, the VA can be employed for decoding punctured convolutional codes in the same
manner as it is used for decoding the rate $1/n$ convolutional codes. The only modification required is to assign a metric of zero to each of the deleted bits. This can be done by equipping the Viterbi decoder with a copy of the puncturing rule $a_i$. Since puncturing is done periodically, this implies $a_{ij+p} = a_{ij}$. An explicit expression for the decoding metric can be obtained from the $a_{ij}$'s as follows. Assume that the BPSK is used in this study. As defined in Section 2.3, each coded symbol $s_{ik}$ is treated as a complex number $(\pm A, 0)$, where $A$ is the signal amplitude. On the AWGN channel, the received signal $r_k$ corresponding to the symbol $s_{ik}$ is

$$r_k = s_{ik} + n_k$$

where the $n_k$'s are the complex Gaussian random variables with a variance $\sigma_n^2 = N_0/2$, which is also the Gaussian bandpass noise power spectral density. For the full soft decision, the unquantized values $r_k$'s are passed to the Viterbi decoder. Suppose that the encoded sequence is $s = (s_{i1}, s_{i2}, \cdots)$. The VA decoder will compute the metrics

$$m_j = \sum_k a_{jk} |r_k - s_{jk}|^2 \quad j = 1, 2, \cdots$$

and finds the maximum likelihood sequence $s = (\hat{s}_{i1}, \hat{s}_{i2}, \cdots)$ having the smallest metric.

In the Rayleigh fading channel, the received signal $r_k$ corresponding to the symbol $s_{ik}$ is

$$r_k = g_k s_{ik} + n_k$$

where the $g_k$'s are zero mean, complex, Gaussian variables with a variance of $\sigma_g^2 = 1$, and the $n_k$'s are again Gaussian random variables with a variance $\sigma_n^2 = N_0/2$. Note that the $g_k$'s physically represent the channel fading process and are not necessarily independent. We assume that interleaving is used to de-correlate the $g_k$'s so that the $g_k$'s can be considered as independent variables. We also assume that ideal Channel State Information (CSI) is available, that is, the receiver has perfect knowledge of the $g_k$'s. Under the assumptions of ideal interleaving and perfect CSI, the VA decoder
will compute the metrics
\[ m_j = \sum_k a_{jk} | r_k - g_k s_{jk} |^2 \quad j = 1, 2, \cdots \quad (5.7) \]
and choose the path having the smallest metric.

The Viterbi's upper bound on the bit error probability \( P_b \) is given by [59, 60, 63]
\[ P_b \leq \frac{1}{P} \sum_{d=d_{\text{free}}}^{\infty} C_d P_d \quad (5.8) \]
where \( d_{\text{free}} \) is the free distance of the punctured code, \( C_d \) is the total number of error bits produced by paths with a distance \( d \) from the correct path, and \( P_d \) is the probability that one such incorrect path is selected in the Viterbi decoding process. The free distance \( d_{\text{free}} \) should be as large as possible, whereas the total number of error bits \( C_d \) should be as small as possible. Unfortunately no constructive method is known for determining the optimum puncturing map. Here the optimum puncturing map is referred to the puncturing map that results in a punctured code with the maximum \( d_{\text{free}} \) and the minimum \( C_d \). Thus the optimum puncturing map has to be searched among all possible puncturing maps and all possible mother codes. Yasuda et. al. [59] reported the optimum puncturing maps for rate \((n-1)/n\) punctured codes derived from the rate 1/2 codes with maximal free distance. Their results for rate 1/2, 2/3, and 3/4 punctured codes with constraint length \( \nu = 2, 3, 4 \) and 5 are given in Table 5.2. The corresponding \( d_{\text{free}} \)'s and \( C_d \)'s are included in the same table. The punctured codes with constraint length at most 5 are considered in this study due to the complexity constraint on the Viterbi algorithm. As shown in Table 5.2, the punctured codes with \( \nu = 5 \) have large \( C_d \)'s although they have relatively large \( d_{\text{free}} \)'s. Therefore, the punctured codes with constraint length of 4 are preferred.
Table 5.2 (a) Map of deleting bits for punctured codes derived from 1/2 codes with $\nu = 2,\ldots, 5$

*(1: transmitting, 0: deleting)*

<table>
<thead>
<tr>
<th>code rate</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td><strong>1</strong> (5)</td>
<td><strong>1</strong> (15)</td>
<td><strong>1</strong> (23)</td>
<td><strong>1</strong> (53)</td>
</tr>
<tr>
<td></td>
<td>1 (7)</td>
<td>1 (17)</td>
<td>1 (35)</td>
<td>1 (75)</td>
</tr>
<tr>
<td>2/3</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/4</td>
<td>101</td>
<td>110</td>
<td>101</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>101</td>
<td>110</td>
<td>111</td>
</tr>
<tr>
<td>4/5</td>
<td>1011</td>
<td>1011</td>
<td>1010</td>
<td>1010</td>
</tr>
<tr>
<td></td>
<td>1100</td>
<td>1100</td>
<td>1101</td>
<td>1111</td>
</tr>
</tbody>
</table>

$\nu$: Constraint length defined by Forney [52]

(*) : Generator polynomial (octal notation) of original 1/2 code with maximal free distance [53]

Table 5.2 (b) $d_{\text{free}}$ and $C_d$ for punctured codes listed in Table 5.2 (a)

<table>
<thead>
<tr>
<th>code rate</th>
<th>$\nu$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$d_{\text{free}}$</td>
<td>$C_d$</td>
<td>$d_{\text{free}}$</td>
<td>$C_d$</td>
</tr>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>2/3</td>
<td>2/3</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>3/4</td>
<td>3/4</td>
<td>3</td>
<td>15</td>
<td>4</td>
<td>124</td>
</tr>
<tr>
<td>4/5</td>
<td>4/5</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>14</td>
</tr>
</tbody>
</table>
5.5 Optimal Code Rate Allocation

The objective of this section is to discuss the issue of finding the optimal code rate allocation mentioned at the end of Section 5.3. We will describe the full search method and a partial search method for obtaining the optimal rate allocation using the SSNR criterion. As indicated in Chapter 3, the SSNR is a performance measure that is more correlated to the reconstructed speech quality than the SNR.

We are going to use the following example to demonstrate the full search and a partial search. The total transmission bit rate is 6.4 kbits/s, of which 4.8 kbits/s are used for source coding and 1.6 kbit/s for channel coding. In other words, there are 128 bits in the frame size of 20 ms, of which 96 bits are allocated for source coding and 32 bits are redundant bits for error protection. We arrange the 96 bits of the source coder's output in an order according to the bit sensitivity, as shown in Fig. 5.7. The leftmost is the most sensitive bit, and the rightmost is the least sensitive bit. A Rayleigh fading channel with $E_s/N_0 = 6$ dB is considered in this example. Note that $E_s/N_0 = 6$ dB is equivalent to a BER of $10^{-2}$ when coherent BPSK demodulation is used. For this channel condition, let's consider four levels of error protection, which are provided by the rate 1/2, 2/3, 3/4 punctured codes with $\nu = 4$, and no coding. The rate 1/2, 2/3, 3/4 punctured codes with $\nu = 4$ are listed in Table 5.2. More levels of error protection and other codes could be considered. However, we found that no better performance is obtained by replacing the rate 1/2 code by a rate 1/3 code. This indicates that the rate 1/2 code is powerful enough for the above channel condition. Also, it is not necessary to consider higher rate codes since the BER performance of punctured codes with rates higher than 3/4 is very close to or worse than the BER performance of uncoded BPSK at $E_s/N_0 = 6$ dB. Given that there are four levels of error protection and that there is a total of 32 redundant bits available, what is the best allocation of the 32 bits (or the code rate allocation) in the sense that the SSNR of the reconstructed speech is maximized? The answer to the question clearly can be provided with an exhaustive (full) search for the optimal rate allocation. It will be shown later that a partial search can provide close to the
Figure 5.7: An example of bit arrangement according to bit error sensitivities for a 6.4 kbit/s combined coder

5.5.1 Full Search for the Optimal Rate Allocation

Because the source bits are arranged according to their relative sensitivities, the possible bit allocation should satisfy the following condition

\[ R_{c_1} \leq R_{c_2} \leq \cdots \leq R_{c_{96}} \] (5.9)

where \( R_{c_i} \) is the code rate corresponding to the \( i \)th bit. As shown in Fig. 5.7, the rate allocation is determined by \( n_1, n_2, n_3 \) and \( n_4 \). Clearly, \( n_1, n_2, n_3 \) and \( n_4 \) can be zeros or positive integers, and

\[ n_1 + n_2 + n_3 + n_4 = 96. \] (5.10)

Since the data in the 4th group are uncoded, no redundant bits are used in this group. Under the constraint of 32 redundant bits, we have

\[ n_1 + \frac{n_2}{2} + \frac{n_3}{3} = 32. \] (5.11)
Note that one redundant bit is needed when a rate 1/2 code is used to protect one source bit, and a half redundant bit is needed when a rate 2/3 code is used to protect one source bit, and so on. Eq.(5.10) and Eq.(5.11) can be rewritten as

\[ n_4 = 96 - (n_1 + n_2 + n_3) \]  
(5.12)

with

\[ n_3 = 96 - (3n_1 + \frac{3}{2}n_2). \]  
(5.13)

Equations (5.12) and (5.13) show that \( n_3 \) and \( n_4 \) depend on \( n_1 \) and \( n_2 \). Therefore, the problem of finding the optimal rate allocation is equivalent to finding the optimum values for \( n_1 \) and \( n_2 \). Since \( n_3 \geq 0 \), we have the following inequality

\[ (2n_1 + n_2) \leq 64. \]  
(5.14)

According to the inequality (5.14), \( n_1 \) can range from 0 to 32, and \( n_2 \) can range from 0 to 64. The inequality (5.14) is rewritten as follows

\[ n_2 \leq 64 - 2n_1. \]  
(5.15)

If \( n_1 \) is given, \( n_2 \) ranges from 0 to 64 - 2\( n_1 \). Thus the total number of possible combinations \( M \) is

\[ M = 1 + 2 + \cdots + 33 = 561 \]  
(5.16)

According to the combined source and channel coding configuration shown in Fig. 5.3, the SSNR of the reconstructed speech can be computed for each of the possible rate allocations. The optimal rate allocation is the one with the largest SSNR. For the example given in this section, the simulated full search result is shown in Fig. 5.8. Along x axis is \( n_1 \), along y axis is \( n_2 \), and along z axis is the SSNR. The optimal code allocation is (11, 26), which results in the SSNR of 2.554 dB. It takes about 2 and half day CPU time to do the full search on a Sparc machine. To avoid the full search, we have devised a partial search algorithm which is to be discussed in the following subsection.
5.5.2 Partial Search for the Optimal Rate Allocation

Let's write Eq.(5.16) in a general form as

\[ M = 1 + 2 + \cdots + (N_c + 1) = \frac{(2 + N_c)(1 + N_c)}{2} \]  \hspace{1cm} (5.17)

where \( N_c \) is the number of redundant bits. In the case where the number of redundant bits \( N_c \) is large, the number of possible rate allocations will increase as \( N_c^2 \), rendering a full search impractical, if not impossible. To avoid the full search, the following partial search algorithm is proposed. The partial search method uses the rule that if a "neighbouring" rate allocation has a better performance, the search will continue. If there are no better "neighbours", the search is completed. As discussed in the previous subsection, a rate allocation is determined by \( n_1 \) and \( n_2 \). The neighbors of a rate allocation \((n_1, n_2)\) are defined as \((n_1 - 1, n_2)\), \((n_1 + 1, n_2)\), \((n_1, n_2 - 2)\), and \((n_1, n_2 + 2)\). Note that \((n_1, n_2 - 1)\) and \((n_1, n_2 + 1)\) are not neighbors of the rate allocation \((n_1, n_2)\). This is shown in the inequality (5.15). By definition, this algorithm obtains a local optimum. Because we do not have any knowledge about the dependence of the SSNR on \( n_1 \) and \( n_2 \), the global optimum is not guaranteed.
The partial search algorithm is to be demonstrated using the same example mentioned at the beginning of this section. The search procedures are as follows:

1. Initialize rate allocation. The initial rate allocation can be arbitrary. Because the source bits are arranged according to their relative sensitivities, the possible bit allocation should satisfy the condition Eq.(5.9). Let's suppose that the initial rate allocation is \((n_1, n_2) = (6, 32)\). Using equations Eq.(5.12) and Eq.(5.13), we have \(n_3 = 30\) and \(n_4 = 28\). This initial rate allocation is depicted in Fig. 5.9(a). As shown in Fig. 5.9(a), the 6 most sensitive bits (the leftmost 6 bits) are coded by the rate 1/2 code, the 7th to 38th bits are coded by the
2/3 code, the 39th to 68th bits are coded by the 3/4 code and the 69th to 96th bits are uncoded. According to the combined source and channel coding configuration shown in Fig. 5.3, reproduce the speech and calculate the SSNR between the original speech and the reconstructed speech based on this rate allocation. Note that the SSNR is defined in Section 3.2.

2. (a) Replace rate 1/2 code by rate 2/3 from the right to the left (see Fig. 5.9(b)). Based on the initial allocation in step 1, replace the 1/2 code by the rate 2/3 code at the 6th bit to get a new bit allocation, that is, the first 5 bits are coded by the rate 1/2 code, the 6th to 39th bits by the rate 2/3 code, the 40th to 69th bits by the 3/4 code and the other 27 bits are uncoded. The new rate allocation is shown in Fig. 5.9(b). Then reproduce the speech and compute the SSNR. If the SSNR does not improve, go to step 2(b). If the SSNR improves, continue the replacement.

(b) Replace rate 2/3 code by the rate 1/2 code from the left to the right. Based on the initial allocation in step 1 (see Fig. 5.9(a)), replace the 2/3 code by the rate 1/2 at the 7th and 8th bits to get a new bit allocation, that is, the first 7 bits are coded by the rate 1/2 code, the 8th to 37th bits by the 2/3 code, the 38th to 67th bits by 3/4 code and the other 29 bits are uncoded. The new rate allocation is shown in Fig.5.9(c). Then reproduce the speech and compute the SSNR again. If the SSNR does not improve, go to step 3. If the SSNR improves, continue the similar replacement.

3. (a) Replace the rate 2/3 code by the rate 3/4 from the right to the left. The replacement is similar to the procedure shown on step 2. Then reproduce the speech and compute the SSNR again based on a new rate allocation. If the SSNR does not improve, go to step 3(b). If the SSNR improves, continue the similar replacement.

(b) Replace the rate 3/4 code by the rate 2/3 from the left to the right. Based on a new rate allocation, reproduce the speech and compute the SSNR again. If the SSNR does not improve, go to step 4. If the SSNR improves, continue the similar replacement.
4. Go to step 2 again. If there is no SSNR improvement after one iteration, terminate.

Different initial rate allocations may result in different local optima. Because the partial search algorithm does not guarantee the global optimum, the initial rate allocation is important in obtaining a good performance. There is no general method available to determine an initial rate allocation which results in a good performance. In this study, we chose an initial rate allocation according to the bit error sensitivities and subjective tests. It is shown in Section 5.2 that the source coder’s output bits have a large dynamic range of bit error sensitivities. An initial rate allocation should be chosen such that the most sensitive bits are protected by the most powerful codes, and less sensitive bits are protected by less powerful codes. If the reconstructed speech does not have loud noise based on this rate allocation, it can be used as the initial rate allocation for the partial search algorithm. Our experiments show that this way of choosing the initial rate allocation usually results in a good performance. For the example given at the beginning of this section, the simulated partial search result is also shown in Fig. 5.5. Based on the initial allocation (17, 30), the partial search algorithm results in the locally optimal SSNR of 2.148 dB at the rate allocation (15, 24). The local optimum is 0.406 dB lower than the global optimum. It takes only 6 hour CPU time to do the partial search on a Sparc machine. The partial search algorithm takes much less time than the full search method.

We can summarized these two methods as follows. The full search method always guarantees to reach the global optimum, but it is an exhaustive and time consuming search. On the other hand, the partial search method can only reach a local optimum, but it is much less time consuming. When the number of redundant bits is not very large, the full search method is preferred. If the number of redundant bits is larger, say, more than 100, the partial search method will be preferred since the full search would be impractical.
Chapter 6

Experimental Results

This chapter is to present experimental results on combined source and channel coding. Firstly, we briefly describe the block diagram of an experimental combined VQCELP and PC coding system. Section 6.2 gives the performance of the VQCELP coders in noisy channels. The techniques for improving the robustness of the VQCELP coders are discussed in Section 6.3. Experimental results for the combined VQCELP and Punctured Convolutional (PC) coder in the AWGN channel and the Rayleigh fading channel are given in Section 6.4 and Section 6.5, respectively.

6.1 Experimental Combined VQCELP and PC Coding System

The block diagram of the combined VQCELP-PC coder is shown in Fig. 6.1. The analog speech signal is sampled at a rate of 8 kHz and then each sample is digitized to 12 bits. The digitized speech signal is the input to the VQCELP coder. The VQCELP coder compresses the input digitized speech signal into a binary bit stream. This compressed bit stream will be encoded by different punctured convolutional codes, depending on the different bit sensitivities. Both the AWGN and the Rayleigh fading
channels described in Chapter 2 are considered in this study. Prior to modulation, the encoded binary digits will be interleaved by a convolutional interleaver if the channel is a fading channel. The interleaved bits will be individually modulated using Binary Phase Shift Keying (BPSK). We assumed that coherent demodulation and perfect carrier recovery can be achieved at the receiver. The received signal will be filtered by a matched filter at the receiver. The matched filter output will be sampled and de-interleaved. Each de-interleaved sample will be fed directly to the channel decoder which is implemented using the Viterbi algorithm with soft decision and perfect Channel State Information (CSI). The output of the channel decoder will be processed by the VQCELP decoder to reconstruct (a distorted version of) the original analog speech. In this chapter, we will describe and present the results of a software simulation of the system block diagram shown in Fig. 6.1.

The experimental results to be presented in this thesis are conducted mainly for a new mobile radio application where the total bit rate of 8 kbits/s is available [1]. Since 1.5 kbits/s are reserved for system overhead, the remaining 6.5 kbits/s are available for speech transmission and error protection. In this application, a speech coder is required to produce good quality speech at a bit error rate as high as $10^{-2}$ and intelligible speech at a bit error rate of $5 \cdot 10^{-2}$ in the AWGN channel or the Rayleigh fading channel. We used 6.4 kbits/s for speech transmission and left 0.1 kbits/s for other uses, such as error detection, or future expansion of speech coders. The expandability of a speech coder is important since very low bit rate coding technology is still relatively immature. The proposed combined VQCELP-PC coder at 6.4 kbits/s may be also considered to be an approach to the half-rate (6.5 kbits/s)

### 6.2 VQCELP Coder in Noisy Channels

As discussed in the previous section, the total transmission rate is 6.4 kbits/s. The 6.4 kbits/s VQCELP coder is discussed in Section 3.5, and the best bit allocation for this coder is given in Table 3.1. The 6.4 kbits/s VQCELP coder is able to reconstruct
Fig. 6.1 Combined VQCELP and punctured convolutional coder

Rayleigh fading channel: $g(t)$ is a Rayleigh fading process

AWGN channel: $g(t) = 1$

Figure 6.1: Block diagram of a combined VQCELP and PC coder
the original speech with a SSNR of 11.17 dB on a clear channel. Informal listening tests indicate that the speech is of good quality.

Without channel coding, the output data stream from the coder are directly modulated by BPSK. Assume that coherent detection of BPSK is performed at the receiver. The performance of the 6.4 kbits/s VQCELP coder in the AWGN channel is plotted in Fig. 6.2. As a reference, the performance bound for the VQCELP in the AWGN channel is included in the same figure. The performance of the 6.4 kbits/s VQCELP coder on the interleaved Rayleigh fading channel is shown in Fig. 6.3. Here we assume that the interleaving depth and span are large enough that the de-interleaved symbols experience independent fading. The performance bound for the VQCELP in the Rayleigh fading channel is also included in Fig. 6.3 as a reference. In both figures, along the horizontal axis is the signal to noise ratio $E_s/N_o$ per channel symbol in decibels, where $E_s$ is the average received signal energy per symbol and $N_o/2$ is the power spectral density of the bandpass channel noise. Along the vertical axis is the SSNR of the reconstructed speech. Note that $E_s/N_o = 4.3$ dB and $E_s/N_o = 6.8$ dB are equivalent to a BER of $10^{-2}$ and $10^{-3}$ in the AWGN channel. On the other hand, for the Rayleigh fading channel, $E_s/N_o = 14.5$ dB and 24 dB are equivalent to a BER of $10^{-2}$ and $10^{-3}$. It is observed that the performance of the 6.4 kbits/s VQCELP coder degrades dramatically and diverges from the performance bound when the $E_s/N_o$ gets lower than 6.8 dB (equivalent to a BER of $10^{-3}$) in the AWGN channel. Fig. 6.3 also shows that the performance of the 6.4 kbits/s VQCELP coder diverges from the performance bound when the $E_s/N_o$ becomes lower than 24 dB in the Rayleigh fading channel. This phenomenon indicates that the compressed data from the speech coder need error protection at low $E_s/N_o$. Since error protection entails the transmission of redundant bits, the total transmission rate increases. To avoid increasing the total transmission rate, we can reduce the source (speech) coding rate and allocate the remaining rate to channel coding. As pointed out in Section 5.3, this idea leads to our combined source and channel coding system. Clearly in such a combined system, we must find a good balance in the bit rate assignment between source and channel coding.
Our objective is to transmit good quality speech at a BER of $10^{-2}$ and intelligible speech at a BER as high as $5 \cdot 10^{-2}$. As mentioned above, the BER of $10^{-2}$ is equivalent to $E_s/N_o = 4.3$ dB in the AWGN channel and $E_s/N_o = 6$ dB in the Rayleigh fading channel. And the BER of $5 \cdot 10^{-2}$ is equivalent to $E_s/N_o = 1.3$ dB on the AWGN channel and $E_s/N_o = 6$ dB on the Rayleigh fading channel. In this range of $E_s/N_o$ of interest, experimental results indicate that the assignment of 4.8 kbits/s for source coding and 1.6 kbits/s for channel coding is a good compromise. The simulation results on the 6.4 kbits/s combined coder will be presented in the following sections.

6.3 Improvement of the VQCELP Coder's Robustness

As discussed in Chapter 5, the effect of channel errors can be reduced by error protection. However, it is also possible to improve the speech coder’s robustness to channel errors without the use of error correction techniques. One such technique is Pseudo Gray coding [2, 7]. We have also used this technique to improve the bit error sensitivity of the LPC coefficients and the excitation codewords.

For the combined source and channel coding system, the source coding subsystem is the 4.8 kbits/s VQCELP coder shown in Table 3.2. This coder is able to reconstruct the original speech at the SSNR of 9.3 dB. The bit error sensitivity for the 4.8 kbits/s VQCELP coder, given in terms of the SSNR is plotted in Fig. 6.4. The correspondence between the bit numbers and parameters is included in the same figure.

From the bit error sensitivities plotted in Fig. 6.4, we see that those parameters that are vector quantized, like the LPC coefficients and the excitation codewords, have almost equal bit error sensitivity. This is in contrast to the parameters that are scalar quantized, like the pitch gains, the pitch periods, and the excitation gains. These last three parameters have unequal bit error sensitivity.
Figure 6.2: Performance of the 6.4 kbits/s VQCELP coder on the AWGN channel
Figure 6.3: Performance of the 6.4 kbits/s VQCELP coder on the Rayleigh fading channel
Before applying error correction codes we managed to improve the robustness of
the coder parameters by using Pseudo-Gray coding. In speech coding systems that
use scalar quantization, each quantization level is assigned a binary codeword. By
choosing an appropriate mapping, such as a Gray code, the average distortion in re-
producing the speech signal due to channel noise can be reduced. Such codes have the
property that code words with small Hamming distances from each other correspond
to scalar quantization levels with small distances apart from each other. Pseudo-Gray
coding is an extension of Gray coding to cover the case of multidimensional signal
vectors.

The improved bit error sensitivity as a result of applying Pseudo-Gray coding
to excitation codewords and LPC coefficients is shown in Fig. 6.5. The bit error
sensitivity of the excitation codewords improves by 1.3 dB in SSNR, on average. For
LPC coefficients, as mentioned above, we used a two stage quantization. By using
Pseudo Gray coding, the bit error sensitivity of the second stage codebook improves
by 1.1 dB in SSNR, but there is only a slight improvement ( approximate 0.2 dB in
SSNR) for the first stage codebook. Note that Pseudo-Gray coding is not applied to
the pitch period, the pitch gain and the excitation gain. Thus it is shown in Fig. 6.5
that the bit error sensitivities for these three parameters are identical before and after
Pseudo-Gray coding.

6.4 Performance of the Combined VQCELP and
PC Coder in the AWGN Channel

The AWGN channel is the most commonly used channel model in the analysis and
simulation of communication systems. We are going to present the performance of
the combined VQCELP-PC coder at 6.4 kbits/s in the AWGN channel in this section.

As discussed in the previous section, 4.8 kbits/s are assigned to source (speech)
coding and 1.6 kbits/s are assigned to channel coding for the combined source and
Figure 6.4: Bit sensitivity of the 4.8 kbit/s coder
Figure 6.5: Improved bit sensitivity of the 4.8 kbits/s VQCELP coder
channel coding system. Recall that the frame time is 20 ms for the VQCELP coder. Thus, there is a total number of 128 bits in a frame, among which 96 bits are assigned to source coding and 32 bits are allocated to channel coding. In practice, the worst case channel condition should be considered in the design of the combined coder. Since we are concerned with the reconstructed speech quality at a BER of as high as $5 \cdot 10^{-2}$, $E_s/N_o = 1.3$ dB is considered as the worst case channel condition. It is well known that the complexity of the Viterbi decoder grows exponentially with the constraint length of a convolutional code. We consider punctured codes with constraint length $\nu \leq 5$ due to the complexity constraint on the Viterbi decoder. Table 5.2 lists the optimum punctured codes with constraint length $\nu \leq 5$ (reported by Yasuda et. al. [59]). For the above worst case channel condition, we have considered four levels of error protection. They are provided by rate 1/2, 2/3, 3/4 punctured codes with constraint length of 4, and no coding. The punctured codes with constraint length 4 listed in Table 5.2 are preferred because they have relatively small $C_d$ and large $d_{free}$. The puncturing map for these punctured codes is given in Table 6.1. A Viterbi decoder with soft decision is employed. The decision depth of the Viterbi decoding is chosen to be 5 times the code constraint length, i.e., 20 intervals. The simulated error performance of these codes is plotted in Fig. 6.6. More levels of error protection could be considered. At $E_s/N_o = 1.3$ dB, however, the BER performance of the rate 4/5 punctured codes with constraint length $\nu \leq 5$ is not better than the BER performance of the uncoded BPSK. It is not necessary to consider punctured codes at rates higher than 4/5. Also, we found that no better performance is obtained by replacing the rate 1/2 code by a rate 1/3 code. This indicates that the rate 1/2 code with constraint length 4 is powerful enough for the channel condition being considered. As such, only these four levels of error protection is considered in this study. Given the bit error sensitivity in Fig. 6.5 and the four levels of error protection, the optimal rate allocation is obtained by the full search method proposed in Chapter 5. Since the number of redundant bits is only 32, the full search method is preferred. Table 6.2 gives the optimal code rate allocation for $E_s/N_o = 1.3$ dB in the AWGN channel. The performance of the combined VQCELP-PC coder versus the channel $E_s/N_o$ in decibels is illustrated in Fig. 6.7. Along the x axis is the channel signal.
Figure 6.6: Error protection capability of rate 1/2, 2/3, and 3/4 punctured codes on the AWGN channel
to noise ratio $E_s/N_o$ in decibels. Along the $y$ axis is the SSNR of the reconstructed speech. The performance of the 6.4 kbits/s VQCELP coder without channel coding is included in the same figure for comparison. It is noticed that the combined coder achieves approximately a 10 dB improvement in the SSNR over the VQCELP coder without channel coding at $E_s/N_o = 4.3$ dB (equivalent to the BER of $10^{-2}$). On a clear channel, the combined coder loses 1.87 dB in the SSNR, compared to the VQCELP coder without channel coding. This is due to the fact that 1.6 kbits/s has been assigned to channel coding while it is not necessary to have channel coding on a clear channel. Informal listening tests indicate that the combined coder significantly improves the quality of the reconstructed speech at low channel signal to noise ratio.

6.5 Performance of the Combined VQCELP and PC Coder in the Rayleigh Fading Channel

For mobile radio applications, the channel experiences severe signal-strength attenuation, co-channel and adjacent channel interference, as well as Rayleigh fading. As mentioned in Section 2.3, mobile radio channels are usually modeled as a Rayleigh fading channel. We will present in this section the performance of the combined VQCELP-PC coder in the Rayleigh fading channel. Both infinite interleaving and finite interleaving are considered in our simulation.

6.5.1 Performance in the Rayleigh Fading Channel with Infinite Interleaving

The Rayleigh fading channel model is defined in equation (2.10). As described in Section 2.3, the fading variables $g_k$'s are correlated. The correlation depends on the fading spectrum given in Eq.(2.8). The purpose of the interleaver and de-interleaver is to de-correlate the fading experienced by the modulated symbols in different inter-
On the AWGN Channel
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6.4 kbit/s VQCELP coder without channel coding
combined coder at 6.4 kbit/s

Figure 6.7: Performance of the combined coder on the AWGN channel
vals. In this subsection, we assume that infinite interleaving is achieved. By infinite interleaving, we mean that each de-interleaved symbol is affected independently by the channel fading process.

The block diagram of the combined VQCELP-PC coder in the Rayleigh fading channel is shown in Fig. 6.1. For the combined coder operating at 6.4 kbits/s, the bit rate assignment between source coding and channel coding is 4.8 kbits/s and 1.6 kbits/s. The 4.8 kbits/s VQCELP coder was discussed in Section 3.6 and given in Table 3.2. Also, the improved bit error sensitivity of the coder is shown in Fig. 6.5. As discussed in the previous section, the worst case channel condition should be considered in the design of the combined coder. A BER of $5 \times 10^{-2}$ is equivalent to an $E_s/N_0 = 6.0$ dB for coherent BPSK demodulation in the interleaved Rayleigh fading channel. Thus, the $E_s/N_0 = 6.0$ dB is considered as the worst case. For this worst case channel, we have considered four levels of error protection, which are provided by rate $1/2$, $2/3$, $3/4$ punctured codes and no coding. These punctured codes are listed in Table 6.1. Since the amplitude of the received signal experiences Rayleigh fading, the following two assumptions are made in the decoding:

1. perfect channel state information (CSI) is available, i.e., the $g_k$'s are known at the receiver,

2. the fading process is slow enough so that $g_k$ accurately represents the fading in the $k$th symbol interval.

The first assumption is reasonably true in practical systems. For instance, pilot tone techniques provide good estimation of the fading process $g_k$. The second assumption is easily justified for mobile radio applications since the fading rate is usually less than one percent of the symbol rate. A Viterbi decoder which uses soft decision and perfect CSI is considered in this study. The decision depth of the Viterbi decoding is chosen to be 20 intervals. The simulated error correction capacity of these codes on the interleaved Rayleigh fading channel is plotted in Fig. 6.8.

Using the full search proposed in Chapter 5, the optimal rate allocation for the
combined coder at $E_s/N_o = 6.0$ dB is shown in Table 6.3. The performance of the combined coder on the interleaved Rayleigh fading channel is plotted in Fig. 6.9, along with the performance of the VQCELP without channel coding. At $E_s/N_o = 14.5$ dB (equivalent of the BER of $10^{-2}$), the combined coder obtains approximately a 12 dB improvement over the VQCELP coder without channel coding. For the same reason mentioned in the previous section, on a clear channel, there is a 1.87 dB degradation for the combined coder, with respect to the performance of the 6.4 kbits/s VQCELP coder.

6.5.2 Performance in the Rayleigh Fading Channel with Finite Interleaving

The previous subsection has discussed the performance of the combined VQCELP-PC coder in the Rayleigh fading channel with infinite interleaving. If interleaving depth and span are large enough, finite interleaving is almost as good as infinite interleaving. Theoretically, the interleaving depth is chosen with the same order of magnitude as the fade duration and the interleaving span is chosen with the same order of magnitude as the decision depth of the Viterbi decoder. Interleaving introduces an extra end-to-end delay. In mobile radio systems, long delay is not desirable. As a result, the interleaving depth and span should be chosen as small as possible. We use convolutional interleaving instead of block interleaving in this study because the former only introduces a delay half that of the later.

A Rayleigh fading channel with a maximum Doppler frequency $f_D=24, 48$ and 96
Figure 6.8: Error correction capacity of rate 1/2, 2/3, and 3/4 punctured codes on the interleaved Rayleigh fading channel
Figure 6.9: Performance of the combined VQ-CELP and PC coder on ideal interleaved Rayleigh fading channel
Hz was simulated. The Doppler frequency of $f_D=24, 48$ and $96$ Hz is equivalent of a vehicle speed of approximate $25, 50$ and $100$ km/h in the $800-900$ MHz transmission band. A Viterbi decoder that uses soft decision and channel state information (CSI) was considered in our simulation. Decoding depth was chosen to be 20 intervals. Considering that only one frame delay (20ms) is allowed for interleaving, we chose an interleaving depth of 16 and an interleaving span of 8. Fig. 6.10 shows the simulated SSNR performance for the combined coder versus the signal to noise ratio $E_s/N_0$ for the three different Doppler frequencies. The combined coder is based on the rate allocation shown in Table 6.3. The performance with infinite interleaving is given in the same figure to show the effect of finite interleaving on the system. It is observed that the more slowly a vehicle moves, the longer the fading duration and consequently the poorer performance by the finite interleaver. It is shown that at $f_D = 48$ Hz (or a vehicle speech of $50$ km/h) and $E_s/N_0 = 14.5$ dB (or a BER of $10^{-2}$), there is only a 0.8 dB degradation by using finite interleaving.

By summary, we have discussed in this section the effect of the $16\times8$ convolutional interleaver on the combined coder’s performance. The simulated results given above show that the finite interleaving only causes slight performance degradation compared to the ideal (infinite) interleaving. Informal listening tests also indicate that good quality speech can be obtained with the combined coder at a BER of $10^{-2}$ on the considered Rayleigh fading channel. We conclude that the proposed combined coder is a feasible scheme for the mobile radio application where the total bit rate available is $8$ kbits/s, of which $1.5$ kbits/s is used for system overhead.
Figure 6.10: Performance of the combined VQCELP-PC coder on the Rayleigh fading channel with finite interleaving
Table 6.1: Map for rate 1/2, 2/3 and 3/4 punctured codes

<table>
<thead>
<tr>
<th>Coding Rate</th>
<th>Deleting Map</th>
<th>Puncture Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1 (23) 1 (35)</td>
<td>1</td>
</tr>
<tr>
<td>2/3</td>
<td>1 1 1 0</td>
<td>2</td>
</tr>
<tr>
<td>3/4</td>
<td>1 0 1 1 0</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 6.2  Rate allocation for $E_s/N_0 = 1.3$ dB
on the AWGN channel

<table>
<thead>
<tr>
<th>Bit Number</th>
<th>Parameter</th>
<th>Error Protection (rate allocation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 8</td>
<td>LPC coefficients (1st stage codebook)</td>
<td>2/3, 2/3, 2/3, 2/3, 3/4, 2/3, 2/3, 2/3</td>
</tr>
<tr>
<td>9 - 16</td>
<td>LPC coefficients (2nd stage codebook)</td>
<td>1, 1, 1, 1, 1, 1, 1, 1</td>
</tr>
<tr>
<td>17 - 23</td>
<td>Pitch Period (1st vector)</td>
<td>2/3, 2/3, 2/3, 2/3, 2/3, 3/4, 1</td>
</tr>
<tr>
<td>24 - 28</td>
<td>Pitch Gain (1st vector)</td>
<td>1/2, 1/2, 2/3, 1, 1</td>
</tr>
<tr>
<td>29 - 34</td>
<td>Excitation Gain (1st vector)</td>
<td>1/2, 1/2, 1/2, 2/3, 1, 1</td>
</tr>
<tr>
<td>35 - 42</td>
<td>Excitation Codeword (1st vector)</td>
<td>1, 1, 1, 1, 1, 1, 1, 1</td>
</tr>
<tr>
<td>43 - 48</td>
<td>Excitation Gain (2nd vector)</td>
<td>1/2, 1/2, 1/2, 2/3, 1, 1</td>
</tr>
<tr>
<td>57 - 63</td>
<td>Pitch Period (3rd vector)</td>
<td>2/3, 2/3, 2/3, 2/3, 2/3, 3/4, 1</td>
</tr>
<tr>
<td>64 - 68</td>
<td>Pitch Gain (3rd vector)</td>
<td>1/2, 1/2, 2/3, 1, 1</td>
</tr>
<tr>
<td>69 - 74</td>
<td>Excitation Gain (3rd vector)</td>
<td>1/2, 1/2, 1/2, 2/3, 1, 1</td>
</tr>
<tr>
<td>75 - 82</td>
<td>Excitation Codeword (3rd vector)</td>
<td>1, 1, 1, 1, 1, 1, 1, 1</td>
</tr>
<tr>
<td>83 - 88</td>
<td>Excitation Gain (4th vector)</td>
<td>1/2, 1/2, 2/3, 2/3, 1, 1</td>
</tr>
<tr>
<td>89 - 96</td>
<td>Excitation Codeword (4th vector)</td>
<td>1, 3/4, 1, 3/4, 1, 3/4, 1, 1</td>
</tr>
</tbody>
</table>

1/2: rate 1/2 punctured convolutional code
2/3: rate 2/3 punctured convolutional code
3/4: rate 3/4 punctured convolutional code
1: uncoded
Table 6.3 Rate allocation for $\text{ES}/\text{No} = 6$ dB on the interleaved Rayleigh fading channel

<table>
<thead>
<tr>
<th>Bit Number</th>
<th>Parameter</th>
<th>Error Protection (rate allocation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 8</td>
<td>LPC coefficients (1st stage codebook)</td>
<td>2/3, 2/3, 2/3, 2/3, 3/4, 2/3, 2/3, 2/3</td>
</tr>
<tr>
<td>9 - 16</td>
<td>LPC coefficients (2nd stage codebook)</td>
<td>3/4, 3/4, 1, 1, 1, 1, 1, 3/4</td>
</tr>
<tr>
<td>17 - 23</td>
<td>Pitch Period (1st vector)</td>
<td>2/3, 2/3, 2/3, 2/3, 2/3, 3/4, 1</td>
</tr>
<tr>
<td>24 - 28</td>
<td>Pitch Gain (1st vector)</td>
<td>1/2, 1/2, 2/3, 1, 1</td>
</tr>
<tr>
<td>29 - 34</td>
<td>Excitation Gain (1st vector)</td>
<td>1/2, 2/3, 2/3, 2/3, 2/3, 1, 1</td>
</tr>
<tr>
<td>35 - 42</td>
<td>Excitation Codeword (1st vector)</td>
<td>1, 1, 1, 1, 1, 1, 1, 1</td>
</tr>
<tr>
<td>43 - 48</td>
<td>Excitation Gain (2nd vector)</td>
<td>1/2, 1/2, 2/3, 2/3, 1, 1</td>
</tr>
<tr>
<td>57 - 63</td>
<td>Pitch Period (3rd vector)</td>
<td>2/3, 2/3, 2/3, 2/3, 2/3, 3/4, 1</td>
</tr>
<tr>
<td>64 - 68</td>
<td>Pitch Gain (3rd vector)</td>
<td>1/2, 1/2, 3/4, 1, 1</td>
</tr>
<tr>
<td>69 - 74</td>
<td>Excitation Gain (3rd vector)</td>
<td>1/2, 1/2, 2/3, 3/4, 1, 1</td>
</tr>
<tr>
<td>75 - 82</td>
<td>Excitation Codeword (3rd vector)</td>
<td>1, 1, 1, 1, 1, 1, 1, 1</td>
</tr>
<tr>
<td>83 - 88</td>
<td>Excitation Gain (4th vector)</td>
<td>1/2, 1/2, 2/3, 2/3, 1, 1</td>
</tr>
</tbody>
</table>

1/2: rate 1/2 punctured convolutional code
2/3: rate 2/3 punctured convolutional code
3/4: rate 3/4 punctured convolutional code
1: uncooded
Chapter 7

Conclusions and Future Studies

The major conclusions are summarized as follows:

1. The CELP coding is a new technique for providing high quality speech at low bit rates. However, the reconstructed speech quality degrades dramatically when channel errors occur. In order to improve the reproduced speech quality in noisy conditions, this thesis introduces the combined source and channel coding of speech, using VQCELP coding and PC coding.

2. The bit error sensitivity of the VQCELP coder is studied through simulation. It is found that there exists a large dynamic range of bit error sensitivities among the different output bits of the VQCELP coder.

3. Based on the information transmission theorem, we derive in this thesis the performance bound of the combined VQCELP-PC coder in the AWGN channel and the Rayleigh fading channel. In very noisy conditions, the performance of the VQCELP coder without channel coding diverges from this performance bound. This phenomenon indicates that error protection is needed for the VQCELP coder, and it is possible to improve the reconstructed speech quality by trading off source coding for channel coding.
4. In the combined VQCELP-PC coder, different levels of error protection are applied to different bits according to their bit error sensitivities. PC coding is capable of providing different levels of error protection with the same codec. Due to the employment of the PC coding technique, the complexity of the combined coder does not increase. To arrive at an efficient combined coder, the full search method and a partial search method for finding the optimal channel code rate allocation are proposed.

5. Simulation results show that at a BER of $10^{-2}$, the combined coder can obtain up to 10 dB improvement in the AWGN channel and 12 dB improvement in the Rayleigh fading channel, with respect to the VQCELP coder without channel coding at the same transmission rate. Note that these improvements are measured in terms of the SSNR of the reconstructed speech. Informal listening tests indicate that good speech quality can be maintained even when the channel BER gets as high as $10^{-2}$.

Recommendations for further research include the following:

1. This thesis focuses on the error correction for the combined VQCELP-PC coder. The combination of error correction and parameter smoothing with error detection would be an interesting topic. By use of error correction codes, the bit error rate can be reduced significantly. Thus the possibility that one or more errors are detected in the binary code representing the same parameter in consecutive frames would be very small, even under very noisy conditions. In this case, parameter smoothing would be attractive.

2. The experimental results in Chapter 6 show that on a clear channel, the combined coder has 1.8 dB degradation with respect to the VQCELP coder at the same rate. The degradation is due to that certain amount of bit rate is assigned to channel coding. The trade-off of source coding against channel coding in response to the channel condition would avoid this degradation. When the channel is in a good condition, no bit rate is assigned to channel coding.
When the channel gets noisier, more bit rate is assigned to channel coding. The channel condition may be judged by testing the correlation between LPC coefficients in two or more consecutive frames at the receiver. There is a high correlation between LPC coefficients in adjacent frames for the speech signal. If this correlation is maintained at the receiver, the channel is considered to be in a good condition. Otherwise the channel is considered to be in a poor condition.

3. Punctured convolutional codes are employed in this study. Reed-Solomon codes may be an alternative to punctured convolutional codes to combat burst channel errors.

4. It is recently reported that the combined modulation and coding can reduce the probability of bit error without bandwidth expansion and power increase. The study of combined source coding, channel coding and modulation would result in more efficient transmission systems.
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