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ABSTRACT

In this paper the use of complex variable theory in solving problems in plane elasticity and thermoelasticity is discussed. Two approaches to solving the plane elasticity problem are presented. One is that developed by N.E. Muskhelishvili using integral equations and the other utilizing orthogonal polynomials by Stippes-Shadman. A method of solution for the plane thermoelastic problem, again using complex variable theory and developed by B.E. Gatewood is then set forth.

The paper concludes with the application of complex variable theory to the solution of the problem of torsion of polygonal bars. This is done through the use of orthogonal polynomials and illustrates how readily this method is adaptable to numerical computations.
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INTRODUCTION

G. Kolossoff [1], as early as 1909, proposed that complex variable theory be used in the solution of problems in plane elasticity. It wasn't until nearly forty years later that this proposal was brought to a successful conclusion by the work of N.I. Muskhelishvili [2].

The purpose of this paper is to show not only how Muskhelishvili applied complex variable theory to plane elasticity problems, but also to illustrate one alternate method to Muskhelishvili's, and how complex variable theory was applied to thermoelasticity by B.E. Gatewood [3].

In addition the torsion problem of an hexagonal beam in two-dimensional elasticity is solved through the use of complex potentials and orthogonal polynomials.
A. COMPLEX VARIABLES IN TWO DIMENSIONAL ELASTICITY

1. Muskhelishvili's Method

We will first discuss the approach used by Muskhelishvili [5] in the solution of the plane elastostatic problem* in linear elasticity.

In the above case the relevant differential equations and boundary conditions take the form

\[
\begin{align*}
\tau_{\alpha \beta, \beta} &= 0^{**} \quad \text{in } D \\
v^2(\tau_{11} + \tau_{22}) &= 0 \quad \text{in } D
\end{align*}
\]

and

\[
\tau_{\alpha \beta} v_\beta = T_\alpha(S) \quad \text{on } C
\]

where \(T_\alpha(S)\) are known functions of the arc parameter \(S\) and \(v_\beta\) is the rectangular cartesian component of the exterior unit normal to \(C\), the boundary of some plane region \(D\).

* In plane stress the displacements and stresses are average ones and \(\lambda\) also changes its value.

** Repeated indices mean summation with Greek letters ranging over 1,2 and the Roman over 1,2,3.
G.B. Airy [6] noted that there exists a function \( U(x_1, x_2) \) such that if

\[
\begin{align*}
\tau_{11} &= U_{,22} \\
\tau_{22} &= U_{,11} \\
\tau_{12} &= U_{,12}
\end{align*}
\]

then equations (1), (2), and (3) reduce to

\[
\begin{align*}
\nabla^4 U &= 0 & \text{in } D \\
U_{,\alpha} &= f_{\alpha}(s) + C_{\alpha} & \text{on } C
\end{align*}
\]

E. Goursat [7] first obtained a representation for the biharmonic function \( U \) in terms of two analytic functions of a complex variable. In particular we will represent \( U \) in the form [10]

\[
2U = z Q(z) + z \bar{Q}(z) + \chi(z) + \bar{\chi}(z)
\]

(6)

where \( Q(z) \) and \( \psi(z) \) are analytic functions. Equation (6) implies that

\[
U_{,1} + iU_{,2} = Q(z) + z \bar{Q}'(z) + \bar{\psi}(z)
\]

(7)

where we have replaced \( \chi'(z) \) by \( \psi(z) \). Using this representation the stresses become
\[ \tau_{11} + \tau_{22} = 4 \text{Re}[Q^r(z)] \]  
\[ \tau_{22} - \tau_{11} + 2i\tau_{12} = 2[\bar{z} Q^f(z) + \psi(z)] \]  
\[ 2\mu(u_1 + i u_2) = \kappa Q(z) - z \bar{\phi}(z) - \overline{\psi}(z) \]

where \( \kappa = (\lambda + 3\mu)/(\lambda + \mu) \).

When complex potentials are used the boundary condition (3) for the first boundary value problem becomes,

\[ \mathcal{Q}(t) + t \overline{Q^r(t)} + \overline{\psi(t)} = i \int_{t_0}^{t} \left[ T_1(s) + i T_2(s) \right] ds \]  

while for the displacement boundary value problem we have

\[ -\kappa Q(t) + t \overline{Q^r(t)} + \overline{\psi(t)} = -2\mu(u_1(t) + iu_2(t)) \]  

where \( T_\alpha \), and \( u_\alpha \) are the cartesian components of the surface tractions and displacements, respectively, on the boundary \( C \).
We will first use the method proposed by Muskhelishvini and solve the problem for a simply connected domain.

Let the region $D$ be mapped conformally onto the unit circle $|\zeta|<1$ by the analytic function

$$z = \omega(\zeta)$$  \hspace{1cm} (13)

If $D$ is finite $\omega(\zeta)$ can be written in the form of a power series

$$z = \omega(\zeta) = \sum_{n=1}^{\infty} \frac{k_n}{\zeta^n} \quad |\zeta| \leq 1$$  \hspace{1cm} (14)

while for $D$ infinite

$$z = \omega(\zeta) = \frac{c}{\zeta} + \sum_{n=0}^{\infty} k_n \zeta^n \quad |\zeta| \leq 1$$  \hspace{1cm} (15)

Substituting (13) in (7) and (10) we get

$$U_1 + iU_2 = Q_1(\zeta) + \frac{\omega(\zeta)}{\omega'(\zeta)} \bar{Q}_1(\zeta) + \bar{\psi}_1(\zeta) \quad |\zeta| \leq 1$$  \hspace{1cm} (16)

$$2\mu(u_1 + iu_2) = \kappa Q_1(\zeta) - \frac{\omega(\zeta)}{\omega'(\zeta)} \bar{Q}_1(\zeta) - \bar{\psi}_1(\zeta) \quad |\zeta| \leq 1$$  \hspace{1cm} (17)
and into the boundary conditions (11) and (12) to get

\[ Q_1(\zeta) + \frac{\omega(\zeta)}{\omega'(\zeta)} \tilde{Q}_1(\zeta) + \tilde{\psi}_1(\zeta) = F(\theta) \text{ on } |\zeta| = 1 \]  

\[ \kappa Q_1(\zeta) - \frac{\omega(\zeta)}{\omega'(\zeta)} \tilde{Q}_1(\zeta) - \tilde{\psi}_1(\zeta) = G(\theta) \text{ on } |\zeta| = 1 \]  

where \( Q_1(\zeta) = Q(\omega(\zeta)) \)

\[ \psi_1(\zeta) = \psi(\omega(\zeta)) \]

and \( F(\theta), G(\theta) \) represents the transformed value of the right hand sides of equations (11) and (12) respectively.

At this stage there are two procedures that can be followed. The first is to assume the functions \( Q_1(\zeta) \) and \( \psi_1(\zeta) \) can be represented in the form

\[ Q_1(\zeta) = \sum_{n=0}^{\infty} a_n \zeta^n \quad |\zeta| < 1 \]  

\[ \psi_1(\zeta) = \sum_{n=0}^{\infty} b_n \zeta^n \]

if \( D \) is finite, while if \( D \) is infinite the following representation must be used.
In the above \( \psi^0(\xi) \) and \( \psi^0(\xi) \) are analytic, \( X_1 \) and \( X_2 \) are surface tractions and \( B^-, B^-, \) and \( C^- \) are related to the stress distribution at infinity. The substitution of these representations in the boundary conditions leads to a system of equations for the coefficients \( a_n \) and \( b_n \).

In general this approach is cumbersome while the following procedure resulting from the conversion of the boundary conditions into functional equations, leads to considerably more effective methods of solution.

Let \( \delta = 1 \) in the case of the stress boundary value problem and \( \delta = \kappa \) for the displacement boundary value problem and similarly \( H(\theta) = F(\theta) \) or \( H(\theta) = G(\theta) \) respectively.

Multiply the boundary condition (18 or 19) by \( \frac{1}{2\pi i} \frac{d\xi}{\xi - \delta} \) and after integrating over the boundary of unit disc we get

\[
Q_1(\xi) = \frac{X_1 + iX_2}{2\pi(1 + \kappa)} \log \xi + (B + iC) \frac{C}{\xi} + Q^0(\xi),
\]

\[
\psi_1(\xi) = \frac{\kappa(X_1 - iX_2)}{2\pi(1 + \kappa)} \log \xi + (B^- + iC^-) \frac{C}{\xi} + \psi^0(\xi).
\]
\[ \delta Q_1(\sigma) + \frac{1}{2\pi i} \int_{c} \frac{\omega(\zeta)}{\omega^*(\zeta)} \frac{\bar{Q}_1^*(\zeta)}{(\zeta - \sigma)} \, d\zeta + \bar{\psi}_1(\sigma) = A(\sigma) \quad (22) \]

where

\[ A(\sigma) = \frac{1}{2\pi i} \int_{c} \frac{H(\zeta)}{\zeta - \sigma} \, d\zeta \quad (23) \]

Using the inequality

\[ \frac{\omega(\sigma)}{2\pi i} \int_{c} \frac{\bar{Q}_1^*(\zeta)}{\omega^*(\zeta)} \frac{d\zeta}{(\zeta - \sigma)} = \frac{\bar{Q}_1^*(\sigma)}{\omega^*(\sigma)} \quad (24) \]

equation (22) becomes

\[ \delta Q_1(\sigma) + \frac{1}{2\pi i} \int_{c} \frac{\omega(\zeta) - \omega(\sigma)}{\omega^*(\zeta)} \frac{Q_1^*(\zeta)}{(\zeta - \sigma)} \, d\zeta + k \, \omega(\sigma) + \bar{\psi}_1(\sigma) = A(\sigma) \quad (25) \]

where \( k = \frac{\bar{Q}_1^*(\sigma)}{\omega^*(\sigma)} \). In the case of an infinite domain \( k = 0 \) since \( \omega^*(\sigma) = \infty \) while if in the case of a finite domain one introduces \( Q_o(\sigma) \) such that
\[ Q_1(\sigma) = \frac{-k}{\delta} \omega(\sigma) + Q_0(\sigma) \]  

(26)

then (25) in both cases becomes

\[ \delta Q_0(\sigma) + \frac{1}{2\pi i} \int_C \frac{\omega(\zeta) - \omega(\sigma)}{\omega^{-}(\zeta)(\zeta - \sigma)} \bar{Q}_0^{-}(\zeta) \, d\zeta + \psi_1(\sigma) = A(\sigma) \]  

(27)

On differentiating with respect to \( \sigma \) and letting \( \sigma \to t \) on \( C \) (27) yields a Fredholm integral equation

\[ \delta Q_0^{-}(t) + \frac{1}{2\pi i} \int_C \frac{\partial}{\partial t} \left[ \frac{\omega(\zeta) - \omega(t)}{\zeta - t} \right] \bar{Q}_0^{-}(\zeta) \, d\zeta = A^{-}(t) \]  

(28)

The existence of the solution \( Q_0(t) \) now follows directly from Fredholm theory. Once \( Q_0(t) \) and thus \( Q_1(t) \) is determined then \( \psi_1(\sigma) \) is given by

\[ \psi_1(\sigma) = \frac{1}{2\pi i} \int_C \bar{H}(\zeta) \frac{Q_1(\zeta)}{\zeta - \sigma} \, d\zeta - \frac{1}{2\pi i} \int_C \frac{\omega(\zeta)}{\omega^{-}(\zeta)} \frac{Q_1^{-}(\zeta)}{\zeta - \sigma} \, d\zeta \]  

(29)

The case of multiple connected domains is more complicated. One approach is that used by S.G. Mikhlin [8, 9] in which he modifies Muskhelishvili's integral equations so that they will be valid for
both multiply and simply connected regions. He used the concept on the complex Green's function for the region which is valid for both multiply and simply connected domains. Some examples of its use can be found in [11, 12].
2. Orthogonal Polynomials

One difficulty that arises in Muskhelishvili's method is finding the required conformal mapping. A way of avoiding this difficulty is through the use of orthogonal polynomials. The idea of using orthogonal polynomials was first advanced by S. Bergman [13].

The following method was later applied to the solutions of plane problems for isotropic elastic bodies [5, 14].

Let the region \( D \) be simply connected and a compact subset of the complex plane. It follows that the potentials \( Q(z) \) and \( \psi(z) \) are holomorphic in \( D \) and if in addition one assumes they are of the class \( L_2 \) then they belong to a Hilbert space \( H \). If the set of functions \( \{ P_n(z) \} \) form a basis in \( H \) then we can write

\[
f(z) = \sum_{n=0}^{\infty} a_n P_n(z), \quad a_n = (f, P_n), (P_n, P_m) = \delta_{mn}
\]

where

\[
f(t) = \int_{t_0}^{t} \left[ T_1(s) + i T_2(s) \right] ds
\]
Assuming \([P_n(z)]\) \(n = 0,1,2,...\) is known equation [12] yields

\[
\int_c \kappa Q(\beta) \tilde{P}_n(\beta) \, d\beta + \int_c \beta \tilde{Q}'(\beta) \tilde{P}_n(\beta) \, d\beta = \int_c f(\beta) \tilde{P}_n(\beta) \, d\beta \tag{31}
\]

Using Green's formula we get

\[
\int_D \left[ \kappa Q'(z) + \tilde{Q}'(z) \right] \tilde{P}_n(z) \, d\omega = \frac{i}{2} \int_c f(\beta) \tilde{P}_n(\beta) \, d\beta \tag{32}
\]

Assuming \(Q'(z) \in H\) we write

\[
Q'(z) = \sum_{m=1}^{\infty} p_m(z) \tag{33}
\]

Substituting this in (32) the following result is obtained:

\[
\begin{align*}
\kappa p_n + \sum_{m=0}^{\infty} G_{nm} \tilde{p}_m &= H_n \quad \text{for} \quad n = 0,1,2,\ldots \\
G_{nm} &= \int_D \tilde{p}_n(z) \tilde{p}_m(z) \, d\omega \quad \text{for} \quad n,m = 0,1,2,\ldots \\
H_n &= \frac{i}{2} \int_c f(\beta) \tilde{p}_n(\beta) \, d\beta \quad \text{for} \quad n = 0,1,2,\ldots
\end{align*}
\tag{34}
\]
The solution is thus determined if this infinite system of linear equations can be solved for \( p_n \) \( n=0,1,2,\ldots \). Thus (33) now gives \( Q(z) \) as

\[
Q(z) = \sum_{m=0}^{\infty} p_m \hat{P}_m(z) \quad \hat{P}_m(z) = \int_{0}^{z} p_m(\zeta) \, d\zeta
\]

Similarly

\[
\psi^- (z) = \sum_{n=0}^{\infty} q_n \, P_n(z)
\]

or

\[
\psi^- (z) = i \frac{1}{Z} \left[ \int_{c}^{\infty} \psi(\beta) \, \overline{P}_n(\beta) \, d\beta \right] P_n(z)
\]

Integration yields

\[
\psi(z) = \psi_0 + i \frac{1}{Z} \sum_{n=0}^{\infty} \hat{P}_n(z) \int_{c}^{\infty} \psi(\beta) \, \overline{P}_n(\beta) \, d\beta
\]

where \( \psi(\beta) \), the boundary value of \( \psi(z) \), is given by (11).
For multiply connected bounded domains the approach is the same but more complicated. Suppose \( D \) is a \( (p+1) \)-fold connected domain bounded by a smooth rectifiable Jordan curves \( \gamma_0, \gamma_1, \gamma_2, \ldots, \gamma_p \) where \( \gamma_0 \) contains the point at infinity. Also suppose \( z_1, z_2, z_3, \ldots \) are fixed points in the finite components of the compliment of \( D \). Then if \( \left[ X_n, Y_n \right] \) denote the components of the resultant of the external forces acting on the contour \( \gamma_n \) one can write

\[
Q(z) = \frac{1}{2\pi (k+1)} \sum_{n=1}^{p} (X_n + i Y_n) \log (z - z_n) + Q_0(z)
\]

\[
\psi(z) = \frac{1}{2\pi (k+1)} \sum_{n=1}^{p} (X_n - i Y_n) \log (z - z_n) + \psi_0(z)
\]

Where \( Q_0(z) \) and \( \psi_0(z) \) are holomorphic in \( D \) [14]. Here we recognize two cases. The first, when the external forces acting on each boundary component are balanced, in which case \( Q(z) = Q_0(z) \) and \( \psi(z) = \psi_0(z) \). So that from equations (11) and (12)

\[
\delta Q_0(\beta) + \beta \tilde{Q}_0(\beta) + \tilde{\psi}_0(\beta) = f^{(\alpha)}(\beta) \quad \beta \in \gamma_\alpha
\]

In the second case when the external forces of \( \gamma_\alpha \) do not vanish equations (11) and (12) assume the form
\[ \delta Q_0(\beta) + \beta \overline{Q'_0(\beta)} + \overline{\psi}_0(\beta) = f^{(\alpha)}_0(\beta), \quad \beta \in \gamma_\alpha \]

and where \( f^{(\alpha)}_0(\beta) \) has the form

\[
f^{(\alpha)}_0(\beta) = f^{(\alpha)}(\beta) + \frac{1}{2\pi(k+1)} \sum_{n=1}^{p} (X_n + iY_n) \left[ \delta \log (\beta - z_n) \right]
- \log (\overline{\beta - z_n}) + \frac{\beta}{2\pi(k+1)} \sum_{n=1}^{p} \frac{(X_n - iY_n)}{(\beta - z_n)}
\]

Assuming \( (p_n(z)) \) is an orthonormal basis for the Hilbert space \( L_2 \) of holomorphic functions on \( D \), we get

\[
\begin{align*}
\int_{\gamma_{\alpha}} \delta Q_0(\beta) \overline{p}_n(\beta) \, d\beta &+ \int_{\gamma_{\alpha}} \beta \overline{Q'_0(\beta)} \overline{p}_n(\beta) \, d\beta + \\
&+ \int_{\gamma_{\alpha}} \psi_0(\beta) \overline{p}_n(\beta) \, d\beta = \\
&+ \int_{\gamma_{\alpha}} f^{(\alpha)}(\beta) \overline{p}_n(\beta) \, d\beta \\
\end{align*}
\]

\[
\begin{array}{cccc}
n=0,1,2,... \\
\alpha=0,1,...,p \\
\end{array}
\]

where the sense of description of \( \gamma_0 \) is assumed to be counter-
clockwise whereas $\gamma_\alpha$, $\alpha \neq 0$ is assumed to be described in a clockwise direction. Adding the $(p+1)$ equations of the type (38) we obtain

\[
\begin{align*}
\left\{ \delta Q_0(\beta) \bar{P}_n(\beta) d\beta + \beta \bar{Q}_0(\beta) \bar{P}_n(\beta) d\beta \right\} \quad (39) \\
= \sum_{\alpha=0}^{P} \int_{\gamma_\alpha} f^{(\alpha)}(\beta) \bar{P}_n(\beta) d\beta
\end{align*}
\]

Employing Green's formula the above equation reduces to

\[
\begin{align*}
\left\{ \left[ \delta Q_0^-(z) + \bar{Q}_0^-(z) \right] \bar{P}_n(z) d\omega \right\} \\
= \sum_{\alpha=0}^{P} \int_{\gamma_\alpha} f^{(\alpha)}(\beta) \bar{P}_n(\beta) d\beta d\omega
\end{align*}
\]

\[
d\omega = dx \, dy 
\]

\[
(40)
\]

As before assume $Q_0^-(z) \in L_2$ and expand it in the series

\[
Q_0^-(z) = \sum_{n=0}^{\infty} p_n \, P_n(z) 
\]

\[
(41)
\]
Substituting this equation in equation (40) yields

\[ \delta p_n + \sum_{m=0}^{\infty} \gamma_{nm} \overline{p}_m = \sum_{\alpha=0}^{p} \left\{ f^{(\alpha)}(\beta) \overline{P}_n(\beta) d\beta \right\} \quad n=0,1,2,\ldots \]

\[ G_{nm} = \left\{ \overline{p}_n(z) \overline{p}_m(z) d\omega \right\} \]

Equations (42) form an infinite system of equations for the unknown \( p_n \). If this system of equations can be solved for \( p_n \) then the stresses and displacements are readily determined. The substitution of \( p_n \) in equation (41) determines \( Q_0(z) \) and when the boundary values of \( Q_0(z) \) are known, \( \psi_0(z) \) can be evaluated by an argument similar to the one used in the previous case.

For the first boundary value problem

\[ f^{(\alpha)}(\beta) = f_1^{(\alpha)}(\beta) + i f_2^{(\alpha)}(\beta) + c_{\alpha} \quad \alpha=0,1,2,\ldots p \]

*For the displacement boundary value problem this system of eqs. also contains additional unknowns \( X \) and \( Y \).
where \( f_{1}^{(a)}(\beta) \) and \( f_{2}^{(a)}(\beta) \) are obtained from the components of the tractions on the boundary components \( \gamma_{\alpha} \) so that (42) reduces to

\[
\begin{align*}
    p_{n} + \sum_{m=0}^{\infty} G_{mn} \bar{p}_{m} &= \sum_{\alpha=0}^{\infty} \left\{ f_{1}^{(a)}(\beta) \bar{p}_{n}(\beta) \, d\beta \right\}_{\gamma_{\alpha}} \\
    &+ \sum_{\alpha=1}^{p} c_{\alpha} \left\{ \bar{p}_{n}(\beta) \, d\beta \right\}_{\gamma_{\alpha}}
\end{align*}
\]

Only one of the constants \( c_{\alpha} \) may be assigned arbitrarily; the rest must be determined from the conditions of the problem.

Until now nothing has been said of the construction of the orthogonal polynomials \( P_{n}(z) \). It can be shown that the set of functions \( 1, z, z^{2}, z^{3}, \ldots \) form a complete set with respect to a class of \( L^{2} \) functions on a finite simply connected domain whose compliment is a closed domain [15]. Similarly

\[
1, \frac{1}{(z-\alpha_{v})^{m}} \quad v=1, \ldots, n, \quad m=1, 2, \ldots
\]
from a complete set with respect to $L^2(D)$ where $D$ is a multiply connected domain bounded by simple closed analytic curves $c_1 \ldots c_n$ and $a_v$ is a point inside the hole of $D$ which is surrounded by $c_v$. The set of orthonormal polynomials is easily found now by using the Gram-Schmidt orthogonalization process on your complete set (15).
3. **Thermoelasticity**

Another major area of elasticity to which the theory of complex variables can be applied is thermoelasticity. We will solve the problem of a cylindrical body, whose length is large compared to the greatest linear dimension of its cross-section, subject to a temperature change independent of the length of the cylinder (z axis). The cross-sections are assumed to remain plane and the strain in the z-direction is a constant of such value that the resultant normal force over the cross-section is zero. Stresses near the ends will not be considered.

Let \( T_0(x,y) = T(x,y,t_0) \) be the initial temperature and let \( T(x,y,t) \) be the temperature at some later time \( t \) diminished by \( T_0(x,y) \). The Duhamel-Neuman Law connecting stress, strains, and displacements is as follows*:

\[
e_{ij} = 1/2(u_{i,j} + u_{j,i})
\]

\[
= 1/26 \begin{vmatrix} 2\sigma_{ij} + (2GaT - \sigma_{ij} - S/m+1) \delta_{ij} \end{vmatrix}
\]

where

\[
S = \sigma_x + \sigma_y + \sigma_z
\]

\[
G = \frac{Em}{2(m+1)}
\]

*No summation over repeated indicies.
Under the conditions of the body \( \gamma_{xz} = 0, \gamma_{yz} = 0, \) and \( e_z = \) constant; also if the body forces are zero the equilibrium equation becomes

\[
\sigma_{ij,j} = 0 \quad i, j = 1, 2
\]  (45)

The boundary condition is

\[
\sigma_{ij} \cos(n, x_i) = X_i \quad \text{on } \Gamma
\]  (46)

where \( X_i \) are the applied surface tractions and \( n \) the unit outward normal. A further condition

\[
\int_D \sigma_z \, dx \, dy = 0
\]  (47)

which follows from the assumption that the resultant force in the \( z \) direction is zero, must be satisfied. Finally the compatibility equation takes the form

\[
\frac{\partial^2 E}{\partial y^2} + \frac{\partial^2 E}{\partial x^2} = \frac{\partial^2 \gamma_{xy}}{\partial x \partial y}
\]  (48)
Solve in (44) for $\sigma_z$ $(i=j=3)$ and resubstituting in equation (44) $(i,j=1,2)$ then (44) is divided into two parts

\begin{align*}
e_x &= \frac{1}{2G} \left( \frac{\sigma_x + \sigma_y}{m} \right) - \frac{e_z}{m} + \frac{(m+1)}{m} \alpha T \\
e_y &= \frac{1}{2G} \left( \frac{\sigma_x + \sigma_y}{m} \right) - \frac{e_z}{m} + \frac{(m+1)}{m} \alpha T \\
\gamma_{xy} &= \frac{1}{G} \sigma_{xy}
\end{align*}

and

\begin{align*}
\sigma_z &= E(e_z - \alpha T) + \frac{1}{m} (\sigma_x + \sigma_y) \\
\tau_{xz} &= \tau_{yz} = 0
\end{align*}

Now if (45), (46), (48) and (49) are solved then equations (47) and (50) can also be solved.

It is well known that the Airy stress function $F$ satisfies (45). Substituting $F$ in (49) and the result in (48) we get
\[ \psi^4 F + \frac{E\alpha}{m-1} \psi^2 T = 0 \]  

The boundary conditions in terms of \( F \) become

\[
\begin{align*}
\frac{\partial^2 F}{\partial y^2} \cos(n,x) - \frac{\partial^2 F}{\partial x \partial y} \cos(n,y) &= X_1 \\
- \frac{\partial^2 F}{\partial x \partial y} \cos(n,x) + \frac{\partial^2 F}{\partial x^2} \cos(n,y) &= X_2
\end{align*}
\]

Note that \( \sigma_z \) and \( e_z \) can be determined from equations (47) and (50) and can be written as

\[ \sigma_z = E(e_z - \alpha T) + \frac{\psi^2 F}{m} \]  

\[ \int_D \left[ E(e_z - \alpha T) + \frac{\psi^2 F}{m} \right] \, dx \, dy = 0 \]

It is convenient to make a further simplification of the differential equation (51).

Let

\[ F = U-V \]
where \( V \) is any solution of the differential equation

\[
\nabla^2 V = k T
\]

(56)

then (51) is equivalent to a system of two differential equations

\[
\begin{align*}
\nabla^2 V &= k T \\
\n\nabla^4 U &= 0
\end{align*}
\]

(57)

where \( k = \frac{E m c}{m-1} \).

The boundary conditions (52) now become

\[
\begin{align*}
\frac{\partial^2 U}{\partial x_i^2} \cos(n, x_j) - \frac{\partial^2 U}{\partial x_i \partial x_j} \cos(n, x_i) &= 0 \\
\quad &\text{for } i, j = 1, 2 \text{ and } i \neq j \\
X_j + \frac{\partial^2 V}{\partial x_i^2} \cos(n, x_j) - \frac{\partial^2 V}{\partial x_i \partial x_j} \cos(n, x_i) &= 0
\end{align*}
\]

(58)

Now the problem has been reduced to solving (57) subject to (58).

It is necessary to first find a particular solution of the equation

\[
\nabla^2 V = k T
\]
since then the boundary conditions (58) for $U(x,y)$ are determined.

Therefore assume $V(x,y)$ is known. Then the function $U(x,y)$ can be obtained by solving $\nabla^4 U = 0$ subject to the boundary condition (52) which can be written in the form

$$\frac{d}{ds} \frac{\partial U}{\partial x} = -x_2 + \frac{d}{ds} \frac{\partial V}{\partial x},$$

$$\frac{d}{ds} \frac{\partial U}{\partial y} = x_1 + \frac{d}{ds} \frac{\partial V}{\partial y},$$

or if these derivatives are single valued, in the form

$$\frac{\partial U}{\partial x} + i \frac{\partial U}{\partial y} = i \int_{s_0}^{s} (x_1 + i x_2) \, ds + \frac{\partial V}{\partial x} + i \frac{\partial V}{\partial y}$$

(59)

where $s$ is the length on the boundary $c$ of the cross-section $D$ of the body, with $c$ a simple closed curve enclosing the region $D$. This part of the problem is now exactly that problem discussed earlier which has been solved by Muskhelishvili using complex potentials.

Thus it remains only to determine $V(x,y)$ in terms of its first
derivatives, since it is only those functions which appear in the boundary conditions (59), from
\[ \nabla^2 V = kT. \quad (60) \]

A particular integral of (60) is
\[ V(x, y) = \frac{k}{2\pi} \int_D T(x_1, y_1) \log p \, dx_1 \, dy_1 \quad (61) \]

where \((x, y)\) is a point in \(D\), \((x_1, y_1)\) is a variable point in \(D\), \(p^2 = (x-x_1)^2 + (y-y_1)^2\), and \(D\) is the area of the cross-section under consideration. If \(z = \omega(s)\) maps \(D\) conformally on the unit disc of the \(s\)-plane then in terms of the variables of the \(s\)-plane (61) becomes
\[ V(s, \eta) = \frac{k}{2\pi} \int_{S'} T(s_1, \eta_1) \omega'(t) \bar{\omega}'(\bar{t}) \log p \, ds_1 \, d\eta_1 \quad (62) \]

where \(s = s + i\eta = re^{i\theta}\), \(t = s_1 + i\eta_1 = Re^{i\beta}\), \(S'\) the unit disc and \(p^2 = (s-t)(s-\bar{t})\). Differentiate (62) to obtain
\[ \frac{\partial V}{\partial x} - i \frac{\partial V}{\partial y} = \frac{-k}{2\pi \omega'(s)} \int_0^{2\pi} \int_0^R \frac{T \omega'(t) \bar{\omega}'(\bar{t})}{t-s} R \, dR \, d\beta \]
Since both $V(x,y)$ and $U(x,y)$ are now known the displacements and stress can be found with little trouble.

In the preceding discussion it should be noted that knowledge of the temperature function $T$ has been assumed.

The most important restriction on the theory that has been developed above is that the mapping function be rational. This restriction was introduced to provide a system of equations which could be solved explicitly for the desired functions. This restriction can be dropped with the result that the mapping function can be written in the form

$$\omega(s) = \frac{a}{s} + \sum_{k=0}^{n} a_k s^k$$

which maps any simply-connected region (sufficiently regular) onto the unit disc to any desired degree of accuracy. Hence for all practical purposes any thermoelastic problem for simply connected regions can be solved.
B. TORSION OF AN HEXAGONAL BEAM (2D)

All the techniques illustrated in the preceding section have, in their approach, one aspect in common. They all make use of complex potentials.

In all cases it is necessary to assume some form for these potentials. The most obvious one is a power series. It is also possible to express these potentials in another form. That is in terms of a set of orthogonal polynomials which form a basis in the region under consideration.

As an illustration of how orthogonal polynomials can be used in two dimensional elasticity, the torsion problem for an hexagonal beam will be solved. The approach used here is due to S. Bergman [16].

1. Basic Equations for the Torsion of a Bar

Consider a set of rectangular cartesian coordinates $x, y, z$ with the $z$ axis being perpendicular to the cross-section of the bar.

According to Saint Venant the components of the displacement vector $u, v, w$ are given by the expressions
where $\alpha$ is the angle of twist per unit length and $G(x,y)$ is harmonic over the cross-section, $D$, of the bar. Using Hooke's Law the only non-zero components of the stress tensor are found to be

\[
\tau_{xz} = \mu \alpha \left( \frac{\partial G}{\partial x} - y \right)
\]

\[
\tau_{yz} = \mu \alpha \left( \frac{\partial G}{\partial y} + x \right)
\]

where $\mu$ is the modules of rigidity.

Now let $H(x,y)$ be the harmonic conjugate of $G(x,y)$. Then the non-zero components of the stress tensor can be written as

\[
\tau_{xz} = \mu \alpha \left( \frac{\partial H}{\partial y} - y \right)
\]

\[
\tau_{yz} = \mu \alpha \left( x - \frac{\partial H}{\partial x} \right)
\]
The boundary condition on the lateral surface of the bar is given by

\[
\frac{\partial G}{\partial \mathbf{n}} = y \cos(x, \mathbf{n}) - x \cos(y, \mathbf{n}) \text{ on } C,
\]

where \( \mathbf{n} \) is a unit outer normal to the boundary \( C \) of the cross-section \( D \) and \( \frac{\partial G}{\partial \mathbf{n}} \) denotes the normal derivative of \( G(x, y) \) with respect to \( \mathbf{n} \). The quantities \( \cos(x, \mathbf{n}) \) and \( \sin(x, \mathbf{n}) \) are the cosines of the angle between the \( x \) axis and \( \mathbf{n} \), and the \( y \) axis and \( \mathbf{n} \) respectively. In terms of \( H(x, y) \) the above boundary condition assumes the following form

\[
H(x, y) = \frac{1}{2}(x^2 + y^2)
\]

Therefore, the torsion problem reduces to the determination of the function \( H(x, y) \) from

\[
\begin{align*}
\nabla^2 H(x, y) &= 0 \quad \text{in } C \\
H(x, y) &= \frac{1}{2}(x^2 + y^2) \quad \text{on } C
\end{align*}
\]

(63)

We note that \( G(x, y) \) can be uniquely determined, apart from an arbitrary constant from \( H(x, y) \) by the use of the Cauchy-Riemann equations.
2. **Method of Solution**

Let the bar have an hexagonal cross-section and let \( C \) be its boundary (see Fig. 1).

Since \( G(x,y) \) is harmonic in \( D \) the function \( F(z) \)

\[
F(z) = H(x,y) + i \, G(x,y)
\]

defines an analytic function in \( D \).
Now let \( \{P_n\} \) be a complete system of orthonormal functions in \( D \). Then \( F'(z) \) can be expanded in the series

\[
F'(z) = \sum_{n=0}^{\infty} a_n P_n(z)
\]  

(64)

where \( a_n \) is given by

\[
a_n = \int_D F'(z) P_n(z) \, dx \, dy
\]

It can be shown that the above series converges absolutely on \( D \) and uniformly on any closed subregion of \( D \) [15].

Integrating equation (64)

\[
F(z) = \sum_{n=0}^{\infty} T_n(z) \int_D F'(z) \overline{T'_n(z)} \, dx \, dy + c
\]  

(65)

where

\[
T_n(z) = \int_0^z P_n(z) \, dz
\]
\[ C = c_1 + i c_2 \quad \text{where } c_1, c_2 \text{ real} \]

Now write \( T_n(z) \) in the form

\[ T_n(z) = f_n(x,y) + i g_n(x,y) \]

with \( f_n(x,y) \) and \( g_n(x,y) \) being real functions.

Taking the real and imaginary parts of equation (65) we get

\[
\begin{align*}
H(x,y) = & c_1 \\
& + \sum_{n=0}^{\infty} f_n(x,y) \left[ \frac{\partial H}{\partial x} \frac{\partial f_n}{\partial x} + \frac{\partial H}{\partial y} \frac{\partial f_n}{\partial y} \right] \, dx \, dy \\
& + \sum_{n=0}^{\infty} g_n(x,y) \left[ \frac{\partial H}{\partial x} \frac{\partial g_n}{\partial x} + \frac{\partial H}{\partial y} \frac{\partial g_n}{\partial y} \right] \, dx \, dy
\end{align*}
\]

(66)
\[ G(x, y) = c_2 \]

\[ + \sum_{n=0}^{\infty} g_n(x, y) \left[ \left( \frac{\partial H}{\partial x} \frac{\partial f}{\partial x} + \frac{\partial H}{\partial y} \frac{\partial f}{\partial y} \right) \right] \, dx \, dy \]

\[ - \sum_{n=0}^{\infty} f_n(x, y) \left[ \left( \frac{\partial H}{\partial y} \frac{\partial g_n}{\partial x} + \frac{\partial H}{\partial x} \frac{\partial g_n}{\partial y} \right) \right] \, dx \, dy \]  \hspace{1cm} (67)

where we have used the Cauchy-Riemann equations and the fact that if \( B(z) \) is an analytic function of \( z \) and

\[ B(z) = B_1(x, y) + i B_2(x, y) \]

then

\[ \frac{\partial B(z)}{\partial z} = \frac{\partial B_1}{\partial x} + i \frac{\partial B_2}{\partial x} \]

Converting the areal integrals in equations (66) and (67) to line integrals by the use of Green's theorem we get

\[ H(x, y) = c_1 + \sum_{n=0}^{\infty} \left\{ A_n f_n(x, y) - B_n g_n(x, y) \right\} \]  \hspace{1cm} (68)
\[ G(x,y) = c_2 + \sum_{n=0}^{\infty} \left\{ A_n g_n(x,y) + B_n f_n(x,y) \right\} \]  

(69)

with

\[ A_n = \int_{c} H(s) \, d g_n(s) \]

\[ B_n = \int_{c} H(s) \, d f_n(s) \]

where \( H(s), f_n(s), g_n(s) \) denote the boundary values of \( H(x,y) \), \( f_n(x,y), g_n(x,y) \) respectively on \( c \).

Thus the problem has been reduced to the computation of \( H(x,y) \) and \( G(x,y) \) from equations (68) and (69) which depend only on the boundary values of \( H(x,y) \) and on the orthogonal polynomials \( P_n(z) \). Obviously in any particular calculation the infinite series in (68) and (69) must be truncated after a finite number of terms, depending upon the degree of accuracy required.

Therefore, the solution requires only the completion of the following steps:
(1) Determination of \( P_n(z) \) \( n=0,1,2,\ldots \) and thus the functions \( f_n(x,y) \) and \( g_n(x,y) \)

(2) Evaluation of

\[
A_n = \int_c H(s) \, d \, g_n(s) \quad n=0,1,2,\ldots
\]

\[
B_n = \int_c H(s) \, d \, f_n(s) \quad n=0,1,2,\ldots
\]

(3) Computation of the sums in equations (68) and (69) and of the partial derivatives \( \frac{\partial H}{\partial x} \) and \( \frac{\partial H}{\partial y} \).
3. Determination of the Orthogonal Polynomials $P_n(z)$

It is well known that the set of functions $1, z, z^2, z^3, \ldots$ form a complete system in $D$ [15]. Using the Gram-Schmidt orthogonalization process we form an orthonormal system $(P_n(z))$ given by [15].

$$P_n(z) = D_n(z) \left[ E_{n-1} E_n \right]^{-\frac{1}{2}}$$

(70)

where $D_n(z)$ and $E_n$ are determinants.

$$D_n(z) = \begin{vmatrix}
L_{00} & L_{01} & \cdots & L_{0n-1} & 1 \\
L_{10} & & & & \vdots \\
L_{20} & & & & \vdots \\
\vdots & & & & \vdots \\
L_{n0} & & & & L_{nn-1}
\end{vmatrix}_n=0,1,2,\ldots$$

(71)

$$E_n^* = \begin{vmatrix}
L_{00} & L_{01} & \cdots & L_{0n} \\
L_{10} & & & \vdots \\
\vdots & & & \vdots \\
L_{n0} & & & \vdots \\
\vdots & & & \vdots \\
\vdots & & & \vdots \\
L_{nn}
\end{vmatrix}_n=0,1,2,\ldots$$

(72)

$* E_{-1} = 1$
The elements, $L_{nm}$, $m,n=0,1,2,\ldots$, of these determinants are given by areal integrals

$$L_{nm} = \int \int_{D} z^n z^{-m} \, dx \, dy \quad n,m=0,1,2,\ldots \quad (73)$$

Letting $z = r e^{i\theta}$ equation (73) becomes

$$L_{nm} = \int_{0}^{2\pi} \int_{0}^{r(\theta)} r^{n+m+1} \cos((n-m)\theta) \, dr \, d\theta$$

$$= \frac{2\pi}{n+m+2} \left( \int_{0}^{2\pi} r^{n+m+2}(\theta) \cos((n-m)\theta) \, d\theta \right)$$

$$+ \frac{i}{n+m+2} \left( \int_{0}^{2\pi} r^{n+m+2}(\theta) \sin((n-m)\theta) \, d\theta \right) \quad (74)$$
Let $\text{Re}$ denote "the real part of" and $\text{Im}$ denote "the imaginary part of", then by making use of the symmetry of the cross-section we can easily show that

$$\text{Re} \ L_{nm} = \frac{4}{n+m+2} \left\{ \int_0^\frac{\pi}{2} r^{n+m+2}(\theta) \cos(n-m)\theta \ d\theta \right\}$$

$$= 0 \quad , |n-m|=0,2,4,...$$

and

$$\text{Im} \ L_{nm} = 0$$

Therefore

$$L_{nm} = \frac{4}{n+m+2} \left\{ \int_0^\frac{\pi}{2} r^{n+m+2}(\theta) \cos(n-m)\theta \ d\theta \right\}$$

$$= 0 \quad , |n-m|=0,2,4,...$$

$$= 0 \quad , |n-m|=1,3,5,...$$

From the geometry of the hexagon it is clear that
Substituting equation (77) in equation (76) we finally get

\[
\begin{align*}
L_{nm} &= \frac{4}{n+m+2} \int_0^{\pi/6} \sec^{n+m+2}(\theta) \cos(n-m)\theta \, d\theta \\
&\quad + \frac{4}{n+m+2} \int_{\pi/6}^{\pi/2} \sec^{n+m+2}(\theta - \pi/3) \cos(n-m)\theta \, d\theta \\
&\quad , |n-m|=0,2,4,\ldots \\
&\quad , |n-m|=1,3,5,\ldots \\
&= 0 
\end{align*}
\]

These integrals in equation (78) are evaluated using the Romberg Method of Integration [17]. The values of \(L_{nm}\) for \(n,m=0,1,2,\ldots,19\) are given in Table II.

Next we expand the right hand side of equation (70) in powers of \(z\), taking only the first twenty terms of \(P_n(z)\). However, some of
the coefficients of $z^n$ in this expansion vanish and we get

$$P_n(z) = a_n z^n + b_n z^{n-2} + ... + s_n z^{n-18} \quad (79)$$

where $n=0,1,2,3,...,19$ and

$$
\begin{align*}
    a_n &= 0 & n < 0 \\
    b_n &= 0 & n < 2 \\
    \vdots & & \vdots \\
    \vdots & & \vdots \\
    s_n &= 0 & n < 18
\end{align*}
$$

More explicitly the polynomials $P_n(z)$ take the form

$$
\begin{align*}
P_0(z) &= a_0 \\
P_1(z) &= a_1 z \\
P_2(z) &= a_2 z^2 + b_2 \\
\vdots & & \vdots \\
\vdots & & \vdots \\
P_{19}(z) &= a_{19} z^{19} + b_{19} z^{17} + ... + s_{19} z
\end{align*}
\quad (80)$$
The numerical values of the constants $a_n$, $s_n$, $n=0,1,2,...,19$ are given in Table III.

Recall

$$T_n(z) = \int_0^z P_n(z) \, dz = f_n(x,y) + i \, g_n(x,y) \quad (81)$$

Substituting equation (79) in equation (81), integrating and replacing $z$ by $r e^{i\theta}$, we get the following expressions for $f_n(x,y)$ and $g_n(x,y)$

$$f_n(x,y) = \frac{a_n}{n+1} \, r^{n+1} \cos(n+1)\theta + \frac{b_n}{n-1} \, r^{n-1} \cos(n-1)\theta$$

$$+ \ldots + \frac{s_n}{n-17} \, r^{n-17} \cos(n-17)\theta \quad (82)$$

$$g_n(x,y) = \frac{a_n}{n+1} \, r^{n+1} \sin(n+1)\theta + \frac{b_n}{n-1} \, r^{n-1} \sin(n-1)\theta$$

$$+ \ldots + \frac{s_n}{n-17} \, r^{n-17} \sin(n-17)\theta \quad (83)$$
4. Determination of $H(r, \theta)$

In order to determine $H(r, \theta)$ the constants $A_n$ and $B_n$ must be determined. Recall that these constants are given as line integrals.

\[
A_n = \int_C H(s) \, d g_n(s) \quad (84)
\]

\[
B_n = \int_C H(s) \, d f_n(s) \quad (85)
\]

and that the boundary values of $H(x,y)$ on $C$ are given by

\[
H(x,y) = \frac{1}{2} (x^2 + y^2) \quad (86)
\]

In polar coordinates this becomes

\[
H(r, \theta) = \frac{1}{2} r^2(\theta) \quad (87)
\]

It follows then that
Again because of the symmetry of the problem under consideration

\[ A_n = \frac{1}{2} \int_c r^2(\theta) \, d\, g_n(\theta) \quad n=0,2,\ldots,20 \]  \hspace{1cm} (88)

\[ B_n = \frac{1}{2} \int_c r^2(\theta) \, d\, f_n(\theta) \quad n=0,2,\ldots,20 \]  \hspace{1cm} (89)

Again because of the symmetry of the problem under consideration

\[ B_n \equiv 0 \quad n=0,1,2,\ldots,19 \]

\[ A_n = 2 \int_0^{\pi/2} r^2(\theta) \, d\, g_n(\theta) \quad n=1,3,5,\ldots,19 \]

\[ \equiv 0 \quad n=0,2,4,\ldots,18 \]  \hspace{1cm} (90)

The above integral representations can be approximated by the summation

\[ A_n = 2 \sum_{j=1}^{90} r^2(\theta_j) \left[ g_n(\theta_j) - g_n(\theta_{j-1}) \right] \]  \hspace{1cm} (91)
The numerical values of $A_n$ may be found in Table IV.

The function $r_0$ is the exact boundary value of $r_0$.

From equations (68) and (90)

$$H_0(r, \theta) = c_0 + \sum_{n=0}^{\infty} A_n f_n(r, \theta)$$

where $H_0(r, \theta)$ denotes our approximation of $H(r, \theta)$ and $c_0$ the constant $c_1$.

On the boundary $C$ of $D$ equation (93) implies that

$$C_0 = \frac{1}{2} r_0^2 - \sum_{n=0}^{\infty} n^2 A_n f_n(r, \theta)$$

where $r_0$ is the exact boundary value of $r_0$.

Since the infinite sum in equation (68) has been replaced by a finite sum

we cannot expect the right hand side of equation (93) to remain a constant. Therefore we compute the difference

$$\theta_j = \frac{\pi}{10}$$

where
\[ \frac{1}{2} r^2(0) - \sum_{n=0}^{19} A_n f_n(r, \theta) \]

at a number of points on the boundary (in our case at 36 points) and then choose the average of these values for \( C_{20} \). Hence we take

\[ C_{20} = \frac{1}{36} \sum_{j=1}^{36} \left[ \frac{1}{2} r^2(0) - \sum_{n=0}^{19} A_n f_n(r_{i_j}, \theta_{i_j}) \right] \] (94)

where

\[ \theta_{i_j} = 10i^0 \]

Using this procedure the following "average" value for \( C_{20} \) is obtained

\[ C_{20} = .54049265 \]

Finally we get

\[ H_{20}(r, \theta) = .54059265 + \sum_{n=0}^{19} A_n f_n(r, \theta) \] (95)
Since we have already found the values of $A_n$ and the polynomials $f_n(r, \theta)$, this expression completely determines the harmonic function $H(x, y)$. The numerical values of $H_{20}(x, y)$ on the boundary $C$ are given in Table I. The values of $H_{20}(x, y)$ in $D$ are listed in Table V.
5. **Determination of the Stresses**

The determination of the stresses requires the evaluation of the derivative of $H(x,y)$.

The above method yields only function $H_{20}(x,y)$ approximating the required function. Inside the domain $D$ the derivative $H_{20}(x,y)$ will in general approximate the corresponding exact solution quite satisfactorily. Near the boundary or on the boundary itself the approximation obtained for the derivatives will, in many cases, not be satisfactory. In particular at sharp corners where the radius of curvature of the boundary is no longer continuous, it is necessary to apply special methods for the evaluation of the derivatives.
6. Conclusion

In conclusion, the torsion problem of a bar of hexagonal cross-section has been considered in order to illustrate the use of orthogonal polynomials to solve this problem in particular but, more generally, the Dirichlet problem as given by equation (63).

It should be noted that no attempt was made to predetermine the degree of accuracy of the approximations made. However, we note that due to the nature of the problem the function $H(x,y)$ must take both its maximum and minimum values on the boundary. From the geometry of the cross-section one easily sees that

$$H_{\text{max}} = \frac{1}{2} r^2 = .666$$

$$H_{\text{min}} = \frac{1}{2} r^2 = .5$$

The approximate values of $H(x,y)$ on the boundary vary from .5000873 to .6537620 (see Table I). The approximate values of $H(x,y)$ inside D fall within the exact values for $H_{\text{min}}$ and $H_{\text{max}}$ (see Table V).
C. RESULTS

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$r(\theta)$</th>
<th>$\frac{1}{2} r^2(\theta)$</th>
<th>$H_{20}[r(\theta), \theta] - C_{20}$</th>
<th>$H_{20}[r(\theta), \theta]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0</td>
<td>.5</td>
<td>-.0404053</td>
<td>.5000873</td>
</tr>
<tr>
<td>1</td>
<td>1.000152</td>
<td>.5001516</td>
<td>-.0402270</td>
<td>.5002656</td>
</tr>
<tr>
<td>2</td>
<td>1.000609</td>
<td>.5006094</td>
<td>-.0396936</td>
<td>.5007990</td>
</tr>
<tr>
<td>3</td>
<td>1.001371</td>
<td>.5013719</td>
<td>-.0388093</td>
<td>.5016832</td>
</tr>
<tr>
<td>4</td>
<td>1.002441</td>
<td>.5024443</td>
<td>-.0375811</td>
<td>.5029115</td>
</tr>
<tr>
<td>5</td>
<td>1.003819</td>
<td>.5038266</td>
<td>-.0360178</td>
<td>.5044748</td>
</tr>
<tr>
<td>6</td>
<td>1.005507</td>
<td>.5055223</td>
<td>-.0341296</td>
<td>.5063629</td>
</tr>
<tr>
<td>7</td>
<td>1.007509</td>
<td>.5075374</td>
<td>-.0319276</td>
<td>.508565</td>
</tr>
<tr>
<td>8</td>
<td>1.009827</td>
<td>.5098748</td>
<td>-.0294222</td>
<td>.5110704</td>
</tr>
<tr>
<td>9</td>
<td>1.012465</td>
<td>.5125418</td>
<td>-.0266224</td>
<td>.5138701</td>
</tr>
<tr>
<td>10</td>
<td>1.015426</td>
<td>.5155444</td>
<td>-.0235348</td>
<td>.516957</td>
</tr>
<tr>
<td>11</td>
<td>1.018716</td>
<td>.5188909</td>
<td>-.0201618</td>
<td>.5203307</td>
</tr>
<tr>
<td>12</td>
<td>1.02234</td>
<td>.5225892</td>
<td>-.0165012</td>
<td>.5289913</td>
</tr>
<tr>
<td>13</td>
<td>1.026303</td>
<td>.5266490</td>
<td>-.0125445</td>
<td>.5279481</td>
</tr>
<tr>
<td>14</td>
<td>1.030613</td>
<td>.5310812</td>
<td>-.0082759</td>
<td>.5322166</td>
</tr>
<tr>
<td>15</td>
<td>1.035275</td>
<td>.5358973</td>
<td>-.0036722</td>
<td>.5368203</td>
</tr>
<tr>
<td>16</td>
<td>1.040298</td>
<td>.5411100</td>
<td>.0012977</td>
<td>.541790</td>
</tr>
<tr>
<td>17</td>
<td>1.045691</td>
<td>.5467353</td>
<td>.0066732</td>
<td>.5471659</td>
</tr>
<tr>
<td>18</td>
<td>1.051461</td>
<td>.5527849</td>
<td>.0125001</td>
<td>.5529927</td>
</tr>
<tr>
<td>19</td>
<td>1.05762</td>
<td>.5592799</td>
<td>.0188288</td>
<td>.5593215</td>
</tr>
<tr>
<td>20</td>
<td>1.064177</td>
<td>.5662355</td>
<td>.0257120</td>
<td>.5662046</td>
</tr>
<tr>
<td>21</td>
<td>1.071144</td>
<td>.5736747</td>
<td>.0331995</td>
<td>.5736921</td>
</tr>
<tr>
<td>22</td>
<td>1.078534</td>
<td>.5816178</td>
<td>.0413326</td>
<td>.5818253</td>
</tr>
<tr>
<td>23</td>
<td>1.08636</td>
<td>.5900889</td>
<td>.0501359</td>
<td>.5906286</td>
</tr>
<tr>
<td>24</td>
<td>1.094635</td>
<td>.5991125</td>
<td>.0596074</td>
<td>.6001000</td>
</tr>
<tr>
<td>25</td>
<td>1.103377</td>
<td>.6087208</td>
<td>.0697056</td>
<td>.6101982</td>
</tr>
<tr>
<td>26</td>
<td>1.112601</td>
<td>.6189404</td>
<td>.0803351</td>
<td>.6208278</td>
</tr>
<tr>
<td>27</td>
<td>1.122325</td>
<td>.6298065</td>
<td>.0913292</td>
<td>.6318218</td>
</tr>
<tr>
<td>28</td>
<td>1.132569</td>
<td>.6413565</td>
<td>.1024302</td>
<td>.6429228</td>
</tr>
<tr>
<td>29</td>
<td>1.143353</td>
<td>.6536274</td>
<td>.1132694</td>
<td>.6537620</td>
</tr>
<tr>
<td>30</td>
<td>1.154699</td>
<td>.6666651</td>
<td>.1233463</td>
<td>.6638389</td>
</tr>
</tbody>
</table>
TABLE II

The values of the non-zero constants $L_{AM}$

$AM = 0, 1, 2, 3, \ldots, 19$ where

$$L_{AM} = \int_{D} z^A z^{-M} \, dx \, dy$$

<table>
<thead>
<tr>
<th>A</th>
<th>M</th>
<th>$L_{AM}$</th>
<th>A</th>
<th>M</th>
<th>$L_{AM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>3.4640944</td>
<td>1</td>
<td>17</td>
<td>.751788 $\times$ 10^{-3}</td>
</tr>
<tr>
<td>2</td>
<td>.4799984 $\times$ 10^{-5}</td>
<td>19</td>
<td></td>
<td>-.3062297</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-.4266646 $\times$ 10^{-5}</td>
<td>2</td>
<td>2</td>
<td>1.4369564</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-.2932530</td>
<td>4</td>
<td>4</td>
<td>.4266647 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-.4551075 $\times$ 10^{-5}</td>
<td>6</td>
<td>6</td>
<td>-.4551075 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>.5056742 $\times$ 10^{-5}</td>
<td>8</td>
<td>8</td>
<td>-.3833687</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>.2128798</td>
<td>10</td>
<td>10</td>
<td>-.5779125 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>.6742302 $\times$ 10^{-5}</td>
<td>12</td>
<td>12</td>
<td>.6742302 $\times$ 20^{-5}</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>-.7990864 $\times$ 10^{-5}</td>
<td>14</td>
<td>14</td>
<td>.3036138</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-.2428110</td>
<td>16</td>
<td>16</td>
<td>.9589022 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.9244961</td>
<td>18</td>
<td>18</td>
<td>-1.1623040 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>.4266646 $\times$ 10^{-5}</td>
<td>3</td>
<td>3</td>
<td>1.2170134</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.4266640 $\times$ 10^{-5}</td>
<td>5</td>
<td>5</td>
<td>.4551075 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-.3345259</td>
<td>7</td>
<td>7</td>
<td>-.5056742 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-.5056742 $\times$ 10^{-5}</td>
<td>9</td>
<td>9</td>
<td>.441376</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>.5779125 $\times$ 10^{-5}</td>
<td>11</td>
<td>11</td>
<td>-.6742302 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>.2625973</td>
<td>13</td>
<td>13</td>
<td>.7990864 $\times$ 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>.7990864 $\times$ 10^{-5}</td>
<td>15</td>
<td>15</td>
<td>.3954667</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>M</td>
<td>$L_{AM}$</td>
<td>A</td>
<td>M</td>
<td>$L_{AM}$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>--------------</td>
<td>---</td>
<td>---</td>
<td>--------------</td>
</tr>
<tr>
<td>3</td>
<td>17</td>
<td>$0.1162303 \times 10^{-4}$</td>
<td>6</td>
<td>14</td>
<td>$0.1162304 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>$-0.1420591 \times 10^{-4}$</td>
<td></td>
<td>16</td>
<td>$0.1420591 \times 10^{-4}$</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>$1.10872519$</td>
<td></td>
<td>18</td>
<td>$0.7317250$</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>$0.5056742 \times 10^{-5}$</td>
<td></td>
<td>7</td>
<td>$1.0765780$</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>$-0.5779125 \times 10^{-5}$</td>
<td></td>
<td>9</td>
<td>$0.7990864 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$-0.5105102$</td>
<td></td>
<td>11</td>
<td>$-0.9589022 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>$-0.7990864 \times 10^{-5}$</td>
<td></td>
<td>13</td>
<td>$-0.8118124$</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>$0.9589022 \times 10^{-5}$</td>
<td></td>
<td>15</td>
<td>$-0.1420591 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>$0.4854236$</td>
<td></td>
<td>17</td>
<td>$1.1748417 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>$0.1420591 \times 10^{-4}$</td>
<td></td>
<td>19</td>
<td>$0.9013394$</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>$1.0611189$</td>
<td></td>
<td>8</td>
<td>$1.1268207$</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>$0.5779125 \times 10^{-5}$</td>
<td></td>
<td>10</td>
<td>$0.9589022 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>$-0.6742302 \times 10^{-5}$</td>
<td></td>
<td>12</td>
<td>$-0.1162304 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>$-0.5931868$</td>
<td></td>
<td>14</td>
<td>$-0.9560293$</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>$-0.9589022 \times 10^{-5}$</td>
<td></td>
<td>16</td>
<td>$1.1748417 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.1162304 \times 10^{-4}$</td>
<td></td>
<td>18</td>
<td>$0.2164704 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>$0.5961575$</td>
<td></td>
<td>9</td>
<td>$1.2035808$</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>$0.1748176 \times 10^{-4}$</td>
<td></td>
<td>11</td>
<td>$0.1162303 \times 10^{-4}$</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>$1.0534505$</td>
<td></td>
<td>13</td>
<td>$-0.1420591 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>$0.6742302 \times 10^{-5}$</td>
<td></td>
<td>15</td>
<td>$-1.1307240$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$-0.7990863 \times 10^{-5}$</td>
<td></td>
<td>17</td>
<td>$-0.0159078$</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>$-0.6923903$</td>
<td></td>
<td>19</td>
<td>$2.693862 \times 10^{-4}$</td>
</tr>
<tr>
<td>A</td>
<td>M</td>
<td>$L_{AM}$</td>
<td>A</td>
<td>M</td>
<td>$L_{AM}$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>-----------</td>
<td>---</td>
<td>---</td>
<td>-----------</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>1.3083548</td>
<td>13</td>
<td>15</td>
<td>0.2693849 $\times 10^{-4}$</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>0.1420591 $\times 10^{-4}$</td>
<td>17</td>
<td>17</td>
<td>-0.3367307 $\times 10^{-4}$</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>-0.1748417 $\times 10^{-4}$</td>
<td>19</td>
<td>19</td>
<td>-2.3046016</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>-1.34296669</td>
<td>14</td>
<td>14</td>
<td>2.0970155</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>-0.01918921</td>
<td>16</td>
<td>16</td>
<td>0.3367307 $\times 10^{-4}$</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>1.4443485</td>
<td>18</td>
<td>18</td>
<td>-0.4225633 $\times 10^{-4}$</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>-0.1748417 $\times 10^{-4}$</td>
<td>15</td>
<td>15</td>
<td>2.4251497</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>-0.2164704 $\times 10^{-4}$</td>
<td>17</td>
<td>17</td>
<td>0.4225633 $\times 10^{-4}$</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
<td>-1.6015685</td>
<td>19</td>
<td>19</td>
<td>-0.5321160 $\times 10^{-4}$</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>-0.3367307 $\times 10^{-4}$</td>
<td>16</td>
<td>16</td>
<td>2.82941071</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>1.61640006</td>
<td>18</td>
<td>18</td>
<td>0.5321160 $\times 10^{-4}$</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>0.21647042 $\times 10^{-4}$</td>
<td>17</td>
<td>17</td>
<td>3.3273479</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>-0.2693849 $\times 10^{-4}$</td>
<td>19</td>
<td>19</td>
<td>0.6721454 $\times 10^{-4}$</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>-1.9175291</td>
<td>18</td>
<td>18</td>
<td>3.9410534</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>1.8310932</td>
<td>19</td>
<td>19</td>
<td>4.6983229</td>
</tr>
</tbody>
</table>
TABLE III

The values of the coefficients appearing in Equation (79)

<table>
<thead>
<tr>
<th>n</th>
<th>$a_n$</th>
<th>$b_n$</th>
<th>$c_n$</th>
<th>$d_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>.5372855</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>.7208443</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>.8342154</td>
<td>-.1155921 x $10^{-5}$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>.9064676</td>
<td>-.2009656 x $10^{-5}$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>.9497035</td>
<td>-.2819887 x $10^{-5}$</td>
<td>.1169732 x $10^{-5}$</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>.9707736</td>
<td>-.3630258 x $10^{-5}$</td>
<td>.2152229 x $10^{-5}$</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>.9859875</td>
<td>-.4175755 x $10^{-5}$</td>
<td>.2843978 x $10^{-5}$</td>
<td>.8346880 x $10^{-5}$</td>
</tr>
<tr>
<td>7</td>
<td>.9909109</td>
<td>-.4704191 x $10^{-5}$</td>
<td>.3513431 x $10^{-5}$</td>
<td>.1722453</td>
</tr>
<tr>
<td>8</td>
<td>.9879508</td>
<td>-.5043621 x $10^{-5}$</td>
<td>.4135314 x $10^{-5}$</td>
<td>.2635775</td>
</tr>
<tr>
<td>9</td>
<td>.9789319</td>
<td>-.5331814 x $10^{-5}$</td>
<td>.4697416 x $10^{-5}$</td>
<td>.3550309</td>
</tr>
<tr>
<td>10</td>
<td>.965252</td>
<td>-.5568352 x $10^{-5}$</td>
<td>.5068035 x $10^{-5}$</td>
<td>.4444487</td>
</tr>
<tr>
<td>11</td>
<td>.9479864</td>
<td>-.5751878 x $10^{-5}$</td>
<td>.5369471 x $10^{-5}$</td>
<td>.5299435</td>
</tr>
<tr>
<td>12</td>
<td>.9280016</td>
<td>-.5875501 x $10^{-5}$</td>
<td>.5597749 x $10^{-5}$</td>
<td>.6083236</td>
</tr>
<tr>
<td>13</td>
<td>.9057758</td>
<td>-.5959362 x $10^{-5}$</td>
<td>.5777588 x $10^{-5}$</td>
<td>.6814171</td>
</tr>
<tr>
<td>14</td>
<td>.8819292</td>
<td>-.6011382 x $10^{-5}$</td>
<td>.5924184 x $10^{-5}$</td>
<td>.7520791</td>
</tr>
<tr>
<td>15</td>
<td>.8566985</td>
<td>-.6013632 x $10^{-5}$</td>
<td>.6001391 x $10^{-5}$</td>
<td>.8105539</td>
</tr>
<tr>
<td>16</td>
<td>.8306613</td>
<td>-.6009531 x $10^{-5}$</td>
<td>.6047032 x $10^{-5}$</td>
<td>.8663885</td>
</tr>
<tr>
<td>17</td>
<td>.8041547</td>
<td>.8864989 x $10^{-2}$</td>
<td>.8924775 x $10^{-5}$</td>
<td>.9165738</td>
</tr>
<tr>
<td>18</td>
<td>.7773201</td>
<td>.01071381</td>
<td>.6058186 x $10^{-5}$</td>
<td>.9615195</td>
</tr>
<tr>
<td>19</td>
<td>.7500681</td>
<td>-.8347506 x $10^{-5}$</td>
<td>.5919130 x $10^{-5}$</td>
<td>.9998558</td>
</tr>
<tr>
<td>n</td>
<td>$f_n$</td>
<td>$g_n$</td>
<td>$h_n$</td>
<td>$p_n$</td>
</tr>
<tr>
<td>-----</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>$5.057689 \times 10^{-6}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>$8.583052 \times 10^{-6}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>$1.076793 \times 10^{-5}$</td>
<td>$-0.4325933$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>$1.184116 \times 10^{-5}$</td>
<td>$-0.7385106$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>$1.186218 \times 10^{-5}$</td>
<td>$-0.9148106$</td>
<td>$-0.5798959 \times 10^{-2}$</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>$1.122007 \times 10^{-5}$</td>
<td>$-1.002602$</td>
<td>$-0.5145529 \times 10^{-2}$</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>$9.328717 \times 10^{-6}$</td>
<td>$-1.022908$</td>
<td>$1.123767 \times 10^{-1}$</td>
<td>$-0.2939177 \times 10^{-6}$</td>
</tr>
<tr>
<td>15</td>
<td>$6.6329007 \times 10^{-6}$</td>
<td>$-0.9456755$</td>
<td>$1.5582108 \times 10^{-1}$</td>
<td>$-0.5260962 \times 10^{-6}$</td>
</tr>
<tr>
<td>16</td>
<td>$3.313793 \times 10^{-6}$</td>
<td>$-0.7526835$</td>
<td>$0.3524552 \times 10^{-1}$</td>
<td>$-0.7843121 \times 10^{-6}$</td>
</tr>
<tr>
<td>17</td>
<td>$2.063552 \times 10^{-1}$</td>
<td>$-1.029966$</td>
<td>$0.6059321 \times 10^{-1}$</td>
<td>$0.4600430 \times 10^{-2}$</td>
</tr>
<tr>
<td>18</td>
<td>$2.505852 \times 10^{-1}$</td>
<td>$-0.1861243$</td>
<td>$0.9287251 \times 10^{-1}$</td>
<td>$0.6843965 \times 10^{-2}$</td>
</tr>
<tr>
<td>19</td>
<td>$-0.3585113 \times 10^{-5}$</td>
<td>$-0.8765765$</td>
<td>$0.1275655$</td>
<td>$-0.131224 \times 10^{-3}$</td>
</tr>
</tbody>
</table>
TABLE III (Cont'd.)

<table>
<thead>
<tr>
<th>n</th>
<th>$q_n$</th>
<th>$s_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>0.2577755 x 10^{-6}</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>-0.3382739 x 10^{-3}</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>0.7183321 x 10^{-6}</td>
<td>0.2891263 x 10^{-2}</td>
</tr>
<tr>
<td>19</td>
<td>0.7473898 x 10^{-6}</td>
<td>0.5096249 x 10^{-2}</td>
</tr>
</tbody>
</table>
### TABLE IV

<table>
<thead>
<tr>
<th>N</th>
<th>$A_N$</th>
<th>$B_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>$-0.3168906 \times 10^{-14}$</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>$-0.1356987 \times 10^{-14}$</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>$-0.2845865$</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>$0.1379054 \times 10^{-5}$</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>$-0.1377068 \times 10^{-5}$</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>0.04712084</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>$-0.1501754 \times 10^{-5}$</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>$0.1559038 \times 10^{-5}$</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>$-0.01666162$</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>19</td>
<td>$0.16396784 \times 10^{-5}$</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\[
A_n = \int_c H(s) \, d \, g_n(\theta)
\]
TABLE V

The values of $H_{20}(p, \theta)$ in D along several rays in the sector $0 < \theta < \frac{\pi}{6}$

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>.1</th>
<th>.3</th>
<th>.5</th>
<th>.7</th>
<th>.8</th>
<th>.9</th>
<th>.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1°</td>
<td>.54059263</td>
<td>.54046224</td>
<td>.5398392</td>
<td>.53560024</td>
<td>.52967155</td>
<td>.51881423</td>
<td>.50030150</td>
</tr>
<tr>
<td>5°</td>
<td>.54059264</td>
<td>.54046619</td>
<td>.5399234</td>
<td>.53622148</td>
<td>.53102216</td>
<td>.52146735</td>
<td>.50526138</td>
</tr>
<tr>
<td>10°</td>
<td>.54059265</td>
<td>.54047742</td>
<td>.54016354</td>
<td>.53800117</td>
<td>.53490664</td>
<td>.52908067</td>
<td>.51898893</td>
</tr>
<tr>
<td>15°</td>
<td>.54049267</td>
<td>.54049278</td>
<td>.54049205</td>
<td>.5404584</td>
<td>.54032515</td>
<td>.539807507</td>
<td>.5380698</td>
</tr>
<tr>
<td>20°</td>
<td>.54049269</td>
<td>.5405081</td>
<td>.540821196</td>
<td>.54294918</td>
<td>.54590995</td>
<td>.55121815</td>
<td>.5595728</td>
</tr>
<tr>
<td>25°</td>
<td>.540492703</td>
<td>.54051938</td>
<td>.5410621</td>
<td>.54479598</td>
<td>.55012688</td>
<td>.56019852</td>
<td>.57814441</td>
</tr>
<tr>
<td>28°</td>
<td>.540492706</td>
<td>.54052283</td>
<td>.54113669</td>
<td>.54536602</td>
<td>.55144804</td>
<td>.56307813</td>
<td>.584467213</td>
</tr>
<tr>
<td>29°</td>
<td>.540492706</td>
<td>.54052333</td>
<td>.54114754</td>
<td>.54544950</td>
<td>.55163623</td>
<td>.56350382</td>
<td>.53541768</td>
</tr>
<tr>
<td>30°</td>
<td>.542492706</td>
<td>.5405235</td>
<td>.54114120</td>
<td>.54547750</td>
<td>.55170087</td>
<td>.56364610</td>
<td>.58573618</td>
</tr>
</tbody>
</table>
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