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ABSTRACT

Neher reported in 1962 that rhythmic drumming and other forms of rhythmic stimulation are capable of inducing physiological changes that may be associated with behavioural changes or changes in states of consciousness during ritualistic practices. Subsequent studies have found evidence to both support and refute this hypothesis under various experimental conditions.

This study was conducted in order to determine if recruitment of EEG rhythms could be produced with 'naturalistic' auditory rhythms in a laboratory setting. Four female and four male adult subjects were presented with various forms of naturally occurring rhythmic (tape recorded) auditory stimuli including symphonic music, rhythmic instrumental music, and repetitive drumming sounds for periods of up to three minutes. Monopolar EEG was recorded from the scalp (positions C3, C4, T3, T4, and Oz using the 10-20 system) in addition to heart rate, respiration rate, and bilateral hand movements. Photic flashes were also presented to two subjects, and two subjects were instructed to tap either hand to rhythmic drumming sounds.

Frequency analysis (FFT) of the EEG data showed no evidence of increased magnitude of the stimulus frequency during auditory stimulation but did indicate increased magnitude at the stimulus frequency during photic stimulation. No consistent changes in respiration or heart rate were noted across the auditory conditions although differences were noted between auditory and
photic stimulation. EMG responses indicated slight differences in resting activity in contralateral limbs before and during tapping movements. Since no auditory driving was achieved no comparisons could be made between EEG and peripheral responses with respect to the frequency of the auditory stimulus.

It was concluded that overt auditory driving of the EEG cannot be readily produced in a laboratory situation although photic driving responses were produced under conditions in which auditory driving responses were not produced. Although auditory driving responses may be correlated with behavioural changes as indicated by Neher, photic driving can be observed in the absence of such changes and may therefore constitute a different phenomenon physiologically than auditory driving. Difficulties in measuring such responses in a laboratory setting were noted and suggestions for further research on auditory driving are given.
ACKNOWLEDGEMENTS

This thesis could not have been completed without the help and suggestions of many friends and colleagues.

I must express my gratitude to the members of my advisory committee, Chris Davis and Hal Weinberg, for their support and suggestions over the course of the project and would also like to thank Martin Laba for his insightful comments and careful reading of the thesis.

I owe a great deal of thanks to Howard Gabert for his help and advice (and for endless discussions on FFT's) and to Malcolm Toms, Wayne Tressel and other members of the technical and support staff at Simon Fraser for their help throughout the project.

I would also like to thank Kurtis Vanel for his expert help with the sound tapes, and to Albert St. Albert for graciously providing his musical talents for the taping of the conga drum.

A great deal of appreciation is also owed to all those people who provided their help and suggestions throughout - Carol Barker, Tom Zerucha, Nancy Hiegens, Sandra Murray, Dr. Paul Brickett, and Dr. Len Diamond, to name only a few.

Of course, special thanks go to Chris Davis for his advice and enthusiasm for the thesis project and for his support throughout my time spent here at Simon Fraser.
# TABLE OF CONTENTS

Approval ........................................................................... ii  
Abstract ............................................................................. iii  
Acknowledgements ............................................................. v  
List of Figures ..................................................................... viii  
A. Introduction ..................................................................... 1  
   I. Theoretical Background ................................................... 2  
      Previous Research ............................................................ 2  
      Neurophysiological Basis of the Driving Response .......... 6  
      EEG Driving and States of Consciousness .................... 12  
      Cognitive Aspects of Repetitive Auditory Stimulation and Musical Rhythms ............................................. 18  
      Hemispheric Specialization and the Neural Basis of Rhythm ................................................................. 24  
      Approaches to the Study of the Psychophysiology of Rhythm ................................................................. 26  
II. Present Study ................................................................ 29  
B. Method .......................................................................... 31  
   Subjects ........................................................................... 32  
   Apparatus and Recording Procedures ............................... 32  
   Testing Procedures ........................................................... 37  
   Data Analysis .................................................................... 37  
C. Results .......................................................................... 40  
   EEG Data .......................................................................... 41  
   Respiration Rate ................................................................ 65  
   Heart Rate ......................................................................... 65  
   EMG Data .......................................................................... 66
D. Discussion ................................................................. 82

Recommendations for further research ............................. 92

Appendix A: Schematic diagram of auditory envelope detector ......................................................... 94

Appendix B: Plots of EEG data during auditory stimulation .......................................................... 95

EEG DURING AUDITORY STIMULATION AT a rate of 3.4 beats/second. (Subject: G. S.) ......................... 96

EEG DURING AUDITORY STIMULATION AT a rate of 9.0 beats/second. (Subject: G. S.) ......................... 97

EEG DURING AUDITORY STIMULATION AT a rate of 3.4 beats/second. (Subject: D. W.) ......................... 98

EEG DURING AUDITORY STIMULATION AT a rate of 9.0 beats/second. (Subject: D. W.) ......................... 99

Appendix C: Plots of EEG data during photic stimulation .............................................................. 100

EEG DURING PHOTIC STIMULATION AT a rate of 5.0 flashes/second. (Subject: G. S.) ......................... 101

EEG DURING PHOTIC STIMULATION AT a rate of 10.0 flashes/second. (Subject: G. S.) ......................... 102

EEG DURING PHOTIC STIMULATION AT a rate of 5.0 flashes/second. (Subject: D. W.) ......................... 103

EEG DURING PHOTIC STIMULATION AT a rate of 10.0 flashes/second. (Subject: D. W.) ......................... 104

Appendix D: Plots of rectified EMG during auditory stimulation ....................................................... 105

RECTIFIED EMG FOR LEFT AND RIGHT FOREARM PLACEMENTS, SUBJECT LISTENING TO RHYTHMIC SOUND. (Subject: N. H.) .................. 106

RECTIFIED EMG FOR LEFT AND RIGHT FOREARM PLACEMENTS, SUBJECT TAPPING TO RHYTHMIC SOUND. (Subject: N. H.) .................. 107

RECTIFIED EMG FOR LEFT AND RIGHT FOREARM PLACEMENTS, SUBJECT LISTENING TO RHYTHMIC SOUND. (Subject: C. B.) ............ 108

RECTIFIED EMG FOR LEFT AND RIGHT FOREARM PLACEMENTS, SUBJECT TAPPING TO RHYTHMIC SOUND. (Subject: C. B.) ............ 109

Reference Notes ................................................................. 110

References ................................................................ 114
# LIST OF FIGURES

<table>
<thead>
<tr>
<th>FIGURE</th>
<th>PAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27</td>
</tr>
<tr>
<td>2</td>
<td>34</td>
</tr>
<tr>
<td>3-1; 3-2</td>
<td>43, 44</td>
</tr>
<tr>
<td>3-3; 3-4</td>
<td>45, 46</td>
</tr>
<tr>
<td>3-5; 3-6</td>
<td>47, 48</td>
</tr>
<tr>
<td>3-7; 3-8</td>
<td>49, 50</td>
</tr>
<tr>
<td>3-9; 3-10</td>
<td>51, 52</td>
</tr>
<tr>
<td>3-11; 3-12</td>
<td>53, 54</td>
</tr>
<tr>
<td>3-13</td>
<td>55</td>
</tr>
<tr>
<td>3-14</td>
<td>56</td>
</tr>
<tr>
<td>4-1</td>
<td>57</td>
</tr>
<tr>
<td>4-2</td>
<td>58</td>
</tr>
<tr>
<td>4-3</td>
<td>59</td>
</tr>
</tbody>
</table>
4-4 Frequency analysis (FFT) of EEG for each electrode placement across conditions. Subject K. W. .... 60

4-5 Frequency analysis (FFT) of EEG for each electrode placement across conditions. Subject L. R. .... 61

4-6 Frequency analysis (FFT) of EEG for each electrode placement across conditions. Subject M. G. .... 62

4-7 Frequency analysis (FFT) of EEG for each electrode placement during photic stimulation. Subject G. S. ........................................ 63

4-8 Frequency analysis (FFT) of EEG for each electrode placement during photic stimulation. Subject D. W. ........................................ 64

5-1 Average respiration rate across conditions. Subject G. S. ........................................ 67

5-2 Average respiration rate across conditions. Subject D. W. ........................................ 68

5-3 Average respiration rate across conditions. Subject P. R. ........................................ 69

5-4 Average respiration rate across conditions. Subject K. W. ........................................ 70

5-5 Average respiration rate across conditions. Subject L. R. ........................................ 71

5-6 Average respiration rate across conditions. Subject M. G. ........................................ 72

5-7 Average respiration rate across conditions during photic stimulation. Subject G. S. ........................................ 73

5-8 Average respiration rate across conditions during photic stimulation. Subject D. W. ........................................ 74

6-1 Average heart rate across conditions. Subject G. S. ........................................ 75

6-2 Average heart rate across conditions. Subject D. W. ........................................ 76

6-3 Average heart rate across conditions. Subject P. R. ........................................ 77

6-4 Average heart rate across conditions. Subject K. W. ........................................ 78
6-5  Average heart rate across conditions. Subject M. G. .......................... 79
6-6  Average heart rate across conditions, during photic stimulation. Subject G. S. .................. 80
6-7  Average heart rate across conditions, during photic stimulation. Subject D. W. .................. 81
A. Introduction
I. Theoretical Background

Previous Research

Although photic driving responses can be elicited with consistency in humans using stroboscopic stimulation (Adrian & Matthews, 1934; Walter & Walter, 1949) and have been applied in the diagnosis of various physical pathologies (Hamel et al., 1978; Cohen et al., 1980; Ramani, Torres & Luewenson, 1984) studies of auditory driving have been less successful. Conflicting reports of the ability to elicit rhythmic responses in the EEG synchronous with a repetitive auditory stimulus may be due, not to recording techniques or methods of analysis, but to the types of auditory stimuli used and the manner in which they are presented. Plutchik (1966) was unsuccessful in eliciting a driving response to various frequencies using a tone generator, whereas, Neher (1961) reported the successful elicitation of auditory driving using a drum beat at various frequencies. As will be noted, there are many procedural differences between these two studies which may account for the conflicting results and these will be discussed later. However, Neher makes an important point with regard to the nature of the driving stimulus noting that "natural" auditory stimuli, such as the beating of a drum, would be more likely to elicit a response.
due to the presence of harmonics which would increase the "power" of the stimulus and possibly activate a larger portion of the auditory cortex. This early attempt at "ecological validity" in an electrophysiological study may illustrate the possible importance of using naturalistic stimuli and/or settings in these types of experiments. More recent studies have reported the ability to induce rhythmic activity in the EEG using complex (naturally occurring) auditory stimuli such as chanting and rhythmic music (Rogers, 1976; Rogers & Walter, 1982) as well as amplitude modulated white noise (Rodenburg, Verweij, & Van den Brink, 1972). Some early investigators reported driving responses in patients with temporal lobe seizures in a few cases. The difficulty in eliciting driving responses with auditory stimulation has also been attributed to the anatomical position of the primary auditory cortices (infolded within the Silvian fissures). It is thus debatable as to whether primary cortical responses to sound can be recorded from the scalp even with temporal electrode placements (see Naquet, 1974, p. 30).

With regard to the experimental findings to date, the relative success with which photic driving can be elicited may be attributed to the fact that white light of high intensity is typically used as the eliciting stimulus. This results in a large proportion of fibers being activated throughout the visual system; a system which in humans represents a relatively large amount of ascending fibers and cortex. Similarly, in accordance
with present knowledge of coding in the auditory system (frequency encoding, tonotopic organization of the auditory cortex) stimulation by means of a single frequency tone of moderate intensity would only engage a relatively small proportion of similar components in the auditory system, whereas, a broader range of frequencies would activate a larger area of cortex as is contended by Neher (1962). Studies of the auditory system have shown that stimulus intensity is related to the number of nerve fibers activated although it is not known how this mechanism works with complex sounds and it is even speculated that information regarding sound intensity may be determined during the first few milliseconds and only changes in intensity detected thereafter (Møller, 1983 p.237). However, it is important to note that the temporal response of fibers encoding complex sounds are dominated by frequency components that are large in the stimulus (Sachs, 1984). Also, tonotopic organization of frequency in the human auditory cortex has been demonstrated using intracranial electrodes (Celesia, 1976) and more recently with magnetoencephalographic recordings (Romani, Williamson & Kaufman, 1982). Therefore, the use of either pure tones or complex sounds may be an important factor in understanding the differences observed between photic driving responses and driving in the auditory system.

In addition to the types of sounds employed, the (driving) frequency, duration, and regularity of stimulation may have a significant effect on results. Plutchik, (1966) used pulsed pure
tones presented for 20 second durations and concentrated on responses in the alpha range (since this is the optimal range for photic driving responses). Neher (1961) used drum beats at frequencies between 4 and 7 per second for durations of up to four minutes (Neher's subjects also reported perceptual distortions and mood changes -- Plutchik gives no indication of such effects). Rogers (1976; see also Rogers and Walter, 1982) reports auditory driving to occur maximally in the alpha band even though the auditory signal's maxima were lower (5 - 8 c/sec); however, responses were measured in terms of "coordination" between EEG and auditory signals in an attempt to find single generators of rhythmic brain activity. Some interesting findings reported in Roger's (1976) study include the occurrence of increased power in the theta band (concomitant with a high degree of coordination between EEG signals) for subjects engaged in chanting in contrast to increased activity in the alpha band for the same subjects listening to a recording of the same chanting. Unfortunately, the possibility of muscle artifacts during the chanting condition precluded and definite conclusions from these results.

Rodenberg et al. (1972) used amplitude modulated white noise in order to achieve a response resembling auditory driving using averaged transients. Rodenberg et al. report a maximal averaged evoked response at an amplitude modulation frequency of about 9 c/sec. This study consisted of only two subjects both of which responded to various frequencies between 4 and 11 c/sec.
Cortical responses were also found to be a function of modulation "depth" (modulation amplitude / total amplitude x 100) with a saturation effect at about 25%.

Thus, although there is some evidence for the production of auditory driving of the EEG under certain circumstances, the necessary stimulus parameters have not been well defined.

**Neurophysiological Basis of the Driving Response**

**Spontaneous EEG Rhythms**

An adequate description of the neurological basis of rhythmic electrical activity recorded from the scalp has not been provided to date, and many theorists hold contradictory views on the source of generation and significance of consistent rhythms observed in the EEG such as that of the alpha rhythm.

Much of the difficulty in the interpretation of scalp-recorded activity is due to the attenuation and distortion of electrical signals originating from the cortex by overlying bone and tissues. It is generally agreed that large amplitude oscillations reflect the summation of post-synaptic potentials (EPSPs and IPSPs) in large populations of neurons -- most likely in the apical dendrites of pyramidal neurons perpendicular to the surface of the cortex (for a review see Creutzfeldt & Houchin, 1974). The extent to which synchrony is exhibited in the EEG must therefore reflect the extent to which large
populations of these neurons are firing in phase. Emphasis has been placed mostly on thalamocortical connections as a possible central generator or "pacemaker" of phasic activity in the cortex (Anderson & Eccles, 1962) although some argue for cortical origin from various sites based on phase reversals observed within the layers of the cortex (Lopes da Silva & Storm van Leeuwen, 1978).

There has been great interest as to whether spontaneous or so-called "resting" rhythms of the EEG, such as alpha and theta rhythms, may reflect the functional state of underlying neural structures. Elul (1972) presents an interesting theory in which short epochs of synchronous EEG activity represents "scanning" of the cortex by subcortical structures where intermittent synchronization of groups of cortical cells by sub-cortical structures resembles selective attention to sensory input. Others have proposed that cortical rhythms may reflect the "filtering" effects of neural systems involved in the selectivity of sensory input, particularly for the visual system (Spekreijse, 1966; Lopes da Silva et al, 1974) and that the modification of filtering characteristics of the cortical network may be involved in learning and memory (Creutzfeldt, 1978).

More recently some theorists have proposed that the electromagnetic oscillations produced by the firing of large populations of neurons (and recorded by the EEG) may themselves provide the medium in which information is encoded in the brain.
rather than such information being encoded by specific patterns of neural impulses -- that is, various structures within the brain may be able to communicate with one another via electromagnetic wave patterns which are capable of 'resonating' with each other. These ideas are partly supported by studies in which the application of low frequency electromagnetic fields to the brain in cats and monkeys is claimed to be effective in producing changes in EEG patterns and behaviour (Gavalas et al., 1970; Lawrence & Adey, 1982).

EEG Driving Responses

The relationship between spontaneous rhythmic activity in the EEG and "driven" activity by repetitive sensory stimulation is poorly understood. At low rates of photic stimulation (less than 8 flashes/sec) the EEG signal reveals successive visual evoked potentials but at higher rates a sinusoidal pattern appears that is apparently time-locked to the stimulus. Frequency analysis of the EEG reveals that during rhythmic photic stimulation the FFT spectra also contain 2nd, 3rd, and 4th harmonics of the stimulus frequency which cannot be explained in terms of evoked potentials (Storm van Leeuwan, Lopes da Silva, & Kamp, 1975). Some researchers believe that such driving responses may involve the synchronization or "resonance" of stimulus rhythms with oscillating circuits within the brain -- circuits that are related to spontaneous brain
rhythms -- although some have pointed out difficulties with this view (Regan, 1972, p. 237).

It may be important to distinguish here between brain responses to repetitive stimulation at various levels of sensory systems, such as the ability to produce synchrony or desynchrony in the EEG by direct stimulation of reticular systems of the brain stem (Dempsey & Morrison, 1943; Moruzzi & Magoun, 1948) and those changes observed in electrical activity at the surface of the cortex due to stimuli presented to the subject in the form of tones, beeps, clicks and so on. Furthermore, it must be determined whether one wishes to measure brain stem responses to sounds to which the subject is responding in a passive manner (reflecting activity of ascending auditory pathways) or whether one wishes to measure the subject's active response to rhythmic auditory stimulation which would entail a higher degree of processing. In other words, it is necessary to distinguish large-scale 'driving' responses which can be detected in the continuously recorded EEG and 'frequency following' responses observed in the EEG using steady state averaging techniques². To date, an explanation of cortical driving responses in terms of either activity of ascending sensory pathways or as a reflection of neural events involving information processing has not been provided. Therefore, "driving" of the EEG can be considered to reflect some sort of generalized rhythmic brain activity (similar to that of alpha rhythms) the neurological basis of which is not yet fully understood. However, it can be argued
that sensory driven rhythms would involve large-scale synchronization of underlying neural structures.

It may be important, however, to note some differences found between EEG responses to sinusoidally modulated light (SML) and responses to repetitive flashes. Sinusoidally modulated light was first employed in the investigation of retino-cortical transfer functions (De Lange, 1958; Spekreijse, 1966). Nonlinearities exhibited by these systems were explained in terms of the "selective filtering" properties of the cortex to sensory stimulation. It was found by Townshend, Lubin, and Naitoh (1975) that spontaneous alpha rhythms could be frequency stabilized by SML but not by photic flashes. It was concluded that phase-locking with sub-cortical alpha generators may be achieved with SML at frequencies at or near the resting alpha rate; whereas, repetitive photic flashes reflect successive evoked responses. This is in agreement with earlier findings by Van der Tweel and Verduyn Lunel (1965) that greater cortical responses are obtained with SML near spontaneous alpha rates than at higher frequencies. It is also interesting that responses were also greater for lower modulation depth (less than 50%). This has interesting implications in the study of auditory driving if the same effect is found to hold true for repetitive auditory stimuli. Thus, it may be critical to examine the type of modulation used in auditory driving studies -- naturalistic sounds may represent a more sinusoidally modulated source than pure tones and increase the likelihood of
phase-locking effects with resting cortical rhythms.

It is generally known that synchronization of EEG activity is correlated with the functional state of reticular structures associated with different levels of the waking-sleeping continuum. Less well understood is how afferent stimuli interact with reticular systems. It is also known that responses to repetitive acoustic stimuli are facilitated by stimulation of the reticular formation although interaction between the reticular formation and sensory systems appears to be complex and dependent upon behavioral state (see Steriade, 1970 for review).

With regard to laboratory studies of photic driving there appears to be a strong correlation between maximal driving and the behavioral state of the subject. Maximal driving is often accompanied by reports of emotional changes or perceptual distortions by the subjects (Walter & Walter, 1943; Uellen, 1953; Neher, 1961). Steriade (1962) reported that increased response to rhythmic photic stimulation during arousal was sometimes associated with increased subjective experience. Some researchers have stressed the importance of the functional state of the reticular activating system with regard to individual differences in driving responses (Golubeva, 1972). Various forms of physical stimulation are able to enhance EEG responses to rhythmic stimulation in laboratory studies and include: combinations of different rhythms, tactile stimulation, hyperventilation, hypoglycemia, and administration of
convulsants such as Metrazol (Neher, 1962). It has also been
found by this investigator that successful elicitation of
photic driving in animal preparations may be highly dependent
upon the arousal level of the animal. Therefore, it is apparent
that EEG responses to sensory stimulation are highly dependent
on arousal mechanisms and the effects of stimulation in other
sensory modalities.

EEG Driving and States of Consciousness

Most likely we do not respond in the form of cortical
driving to the mere presence of repetitive auditory and visual
stimulation around us; nevertheless, there can be found many
examples of extreme behavioural changes in the presence of
rhythmic stimulation, often concomitant with EEG changes.
Experimentally, it has been demonstrated that rhythmic visual
and auditory stimulation is able to induce altered perceptions
or seizure activity in some instances (Walter & Walter, 1949;
Loyd-Smith & Henderson, 1951; Goldman, 1952; Ulett, 1953). In
addition to this are the many reports of the use of rhythmic
chanting, singing, or drumming in various cultures to achieve
meditational or hallucinatory states. These examples involve
highly complex and differing sets of behaviours, but all have
the common feature of using external stimulation of a repetitive
or rhythmic nature, often in conjunction with other forms of
physical stimulation, in order to achieve behavioural changes.
Considering these two phenomena -- the ability to produce perceptual or behavioural changes in a laboratory setting using rhythmic sensory stimulation and the use of rhythmic stimulation during ritualistic practices which often result in altered mental states -- it would appear that there may be similar physiological processes involved.

The import given to physiological arousal and the notion of "hyperaroused" states in the production of trance-like states or so-called "possession" states is well documented and many authors have proposed the idea of rhythmic stimulation being an important device for producing central nervous system effects associated with such states (Neher, 1962; Sargent, 1964; Prince, 1966; Goodman, 1972; Jilek, 1982). In fact, the relationship between stroboscopic stimulation during stress and "visionary" experiences is recounted as early as 1956 by Aldous Huxley in his descriptions of the effects of hallucinatory drugs on perception (Huxley, 1956). Jilek (1982) has published a review of shamanic ceremonialism among the Pacific Northwest Indians in which he describes the therapeutic effects of ritualistic "spirit dancing". He regards physiological stress, in conjunction with rhythmic auditory stimulation, particularly drumming, as necessary for the production of the hypnotic trances experienced by those undergoing the therapeutic rituals; "Rhythmic drumming is of paramount importance in Coast Salish winter ceremonial, and the loud beating of rapid rhythms ... is a characteristic feature of spirit dance initiations" (p. 47).
Prince (1966) who has made similar observations in African and Haitian cultures states that, "It is possible that auditory driving, using the drum beat at 5-8 per second is a commonly used portal of entry into the dissociated state" (p. 134). Such ideas are often recounted in articles on trances and their reputed healing powers (see Laderman, 1983). Some have even speculated that trance-like states achieved through ceremonies involving compulsive repetition may result in the release of endorphins which may account for the euphoric and healing effects of such rituals (Womack, 1980). Similar observations have been made in a recent article by Lex (1979) who goes further to examine the possibility of differential functioning of the cerebral hemispheres in the induction of trance states by sensory stimulation.

However, even in the course of demonstrating the existence of behavioural correlates of rhythmic stimulation by sound, whether these changes are directly related to physiological or neurological changes has yet to be determined. Even some specialists in the field reject the notion of the ability of rhythmic music to induce trances and cite evidence against psychophysiological theories of music and trance. In his criticism of Neher's theory of auditory driving, Rouget (1977) points out that the sounds employed by various possession cults differ markedly from those used in laboratory studies and states that "if the 'driving' effect [Neher] is referring to can be produced by beating a drum at a speed which can vary ... and
that speed can eventually be as slow as 4 beats/second ..., then the whole of sub-Saharan Africa should be in trance from the beginning to the end of the year" (p. 234, quoted in Erlmann, 1982). Although Rouget dismisses the theory that music has direct neurophysiological effects which aid in the production of trances he acknowledges the role of music in evoking emotional responses in conjunction with the production of trances (Rouget, 1980). Erlmann (1982), on the other hand, takes a more extreme view stating that "trance is not generated physiologically by music". Based on observations made by Rouget as well as his own field observations in which he notes that trance often occurs without any musical stimulation Erlmann offers an alternative theory based on culturally acquired abilities to self-induce trances through processes of identification and projection. In reviewing the neurophysiological theories of trance induction Goodman (1972) states that although it is unclear what role driving effects play in states of "dissociation" the effects of such stimulation are most likely culturally conditioned.

Obviously, it is necessary to avoid oversimplification of the relationship between music and its effects on the body in attempting to describe the neurophysiological mechanisms that may underly the production of trance-like states. It is also necessary here to avoid the kinds of errors made by investigators who linked the presence of alpha rhythms in the EEG with a particular state of consciousness associated with meditation or enlightenment. More recently it has been shown
that increased amount of alpha activity may only indicate decreased visual processing and that there is little experimental evidence to support the idea that rhythmic brain activity, such as alpha or theta "states", necessarily indicate any specific subjective state of mind, though the two often occur together (Beyerstein, 1984). It has yet to be determined whether physiological changes resulting from sensory stimulation are capable of producing behavioural changes or if they simply reflect internally mediated changes associated with a particular setting or situation in which the stimulation occurs.

Theta Rhythms and Auditory Driving

Neher (1961) has suggested that lower rates of repetition may be more effective for sound stimulation due to the presence of theta activity in the auditory cortex and with reference to the fact that the predominant rhythms in ceremonial drumming in various cultures fall within this range (Jones, 1954). Although theta activity is usually observed during the early stages of sleep, cortical theta rhythms have been observed in subjects who are alert with eyes open during advanced stages of Zen meditation (Kasamatsu & Hirai, 1966). Many theorists speculate that the relationship between theta activity and attentional states may be significant with respect to the rates of rhythmic stimulation used in ritualistic ceremonies based on studies such as Neher's (Lex, 1979; Chapple, 1970). However, in a recent review of the literature, Birbaumer (1977) states that there is
little experimental evidence to indicate that theta activity is associated with any particular mental state beyond drowsiness.
Cognitive Aspects of Repetitive Auditory Stimulation and Musical Rhythms

There has been a great deal of effort in attempting to define musical rhythm and in trying to understand the cognitive and perceptual processes involved in the experience of such rhythms. The study of musical rhythms is further complicated by the fact that complex sounds such as those found in most (but not all) forms of music exhibit figure-ground properties in which more than one temporal relationship (beat or rhythm) may be perceived from a single piece or phrase of music. It has been suggested that complex forms of music may in fact contain levels of rhythmic structure and that syncopated and other complex rhythms emerge from the interplay amongst these levels (Yeston, 1976; Handel & Lawson, 1983). Furthermore, what distinguishes musical rhythms from non-musical rhythms is difficult to define and often dependent upon culturally defined or learned concepts of music.

Gabrielsson (1982) notes that the study of musical rhythm is a complex area of research that must take into account the experiential, behavioural, and physiological components of the rhythm 'response'. The study of the perception of rhythmic structures in music from a cognitive perspective may eventually help us understand the esthetic and qualitative value of such organizing principles in music.
The use of simple rhythmic structure is found in music of all cultures and one may wonder as to how this has evolved. This raises the question of whether rhythm is strictly a cultural phenomena or whether there is some innate tendency for the body to respond in a certain way to rhythmic or repetitive sounds. Certainly there are differences in terms of the kinds of rhythms that are used in the music of a certain culture or society and the relative importance of rhythm to that culture and these differences may be interesting in themselves. For example, one investigator has found a strong relationship between infant carrying practices and the percentage of regular rhythms in music among different cultures indicating the possible effects of early experience in cross-cultural variations in rhythm (Ayres, 1973). In order to answer questions regarding the biological foundations of rhythm and rhythm responses, it may be necessary to consider whether responses to auditory rhythms can be studied apart from their musical context and strictly in relation to their physical effects upon the body.

Biological Rhythms and Motor Theories of Rhythm

Many early theories of rhythm attempted to relate musical rhythm to some basic physiological process, such as the beating of the heart, breathing patterns, or some basic rate of activity in the nervous system. However, such explanations were unable to account for the complexity of musical rhythms and their
perception and were for the most part abandoned due to lack of experimental evidence supporting them (Radocy and Boyle, 1979).

Later theories began to consider rhythm as a learned response and placed more emphasis on motor aspects of the rhythm response (Lundin, 1967). Historically, rhythmic body movement has been associated with the perception of acoustic rhythms. Motor theories of rhythm hold that the voluntary action of the muscles and the subsequent kinesthetic feedback play an important role in the perception and experience of a musical rhythm. This close interrelationship between musical rhythm and movement is most recently expressed by Clynes and Walker (1982):

> The power of musical rhythm to generate moods, shades of feeling, attitudes, and various types of mental and physical energies - in short, the psychic function of rhythm - is seen to relate to the way in which sound patterns are transduced by the nervous system to modulate the neural driving patterns that, in imagination, or actually as in dance, control the form of movement. (p. 172)

Motor theories raise some interesting questions regarding the concept of musical rhythm. Is rhythm a specific temporal structure of sound that results in a rhythm response, the learned motor responses to what are perceived to be rhythms, or some combination of the two? Fraisse (1982) notes that one of the most interesting aspects of rhythm is the ability to "synchronize" body movements with the sound pulses. This differs from most examples of stimulus-response type behaviour in terms of one's ability to anticipate the stimulus -- even in the case of complex rhythms. In this sense what is important is not the regularity of the stimulus but the ability to anticipate it.
Indeed, moving 'in time' to a beat or rhythm is often seen as an important component of rhythmic perception and may possibly even determine the range of frequencies or rates of repetition that are perceived as musical rhythms. Auditory pulses that are separated by more than about 1 1/2 seconds are no longer perceived as being linked together in time. Faster rates of presentation up to 8 to 10 pulses per second can be identified as separate elements after which the repeated sound pulses will begin to be perceived as a steady tone (Fraisse, 1982), though the upper limit for motor synchronization with such pulses is about 6 or 7 per second (Bartlett & Bartlett, 1959). Interestingly, when presented with very fast repetitive sounds individuals tend to select out and identify slower patterns (e.g., subharmonics of the stimulus rate) as the beat or tempo that is present. It also appears that individuals are capable of using 'grouping' strategies in the case of complex, or conflicting rhythms in order to identify a simpler underlying beat or temporal structure. The exact nature of such strategies and why there is a tendency to use them is not completely understood as yet, nevertheless, motor synchronization most likely plays an important role (Handel & Lawson, 1983).

Neural Representations of Musical Rhythms

If presented with a sound pattern (even a fairly complex one) most individuals will be able to reproduce the pattern, by
tapping their finger, for example, with a fair degree of accuracy. Therefore temporal patterns must be stored in memory somehow allowing the pattern to be reproduced either mentally or by physical movement or to be recognized later in time. No doubt musicians possess many such rhythm memories or 'templates' which allow them to recreate complex sound patterns or to maintain a steady meter during musical performance.

Clynes (1982) refers this aspect of musical memory as "time-form printing" in which a certain temporal pattern may be stored in memory. Once formed this 'pattern' may be reiterated automatically until further modification. It would seem, given such memory processes for rhythms, that the creation or recreation of a temporal pattern involves the initiation of motor programs that are initially capable of ongoing modification and correction (possibly involving 'template matching' or some other comparison process) and eventually able to function with a certain degree of automaticity. Such automaticity allows a person such as a trained musician to produce many complicated sound sequences or melodies without having to concentrate on the underlying time structure. One must distinguish at this point between the production of musical rhythms and perception of such rhythms -- these two processes may engage different brain structures. How temporal patterns are recognized by sensory systems and how such patterns are recreated motorically presents an interesting area of research into the interactive nature of brain systems.
It may be appropriate here to address again the question of what defines musical rhythm. As is noted by Clynes (1982) there is in musical rhythm a “hierarchical organization of the experience of frequency”. Thus, our experience of music can be thought of as perceptual organization of a broad frequency range of sound waves. Sounds within the frequency range of about 20 Hz to 20 kHz are perceived as tones -- frequencies lower than this may be perceived as “beats” or rhythms. (Of course these slower frequencies must be composed of the amplitude modulation of one or more frequencies within the auditory range since only the higher frequencies can be transduced by the basilar membrane and thus be perceived as “sound” -- low frequency sounds by themselves may be sensed as vibrations in the somatosensory modality).

Music, therefore, consists of the cognitive organization or grouping of frequency or iterations in time. In the same way tones (high frequencies) are grouped according to certain cognitive principles to form pitch and melody, lower rates of repetition are grouped together forming what is commonly referred to as musical rhythm. The neural encoding mechanisms for different frequency ranges may differ (e.g., place theory versus periodicity theory) however it may be assumed that neural systems so well equipped at encoding temporal patterns as slow as 20 cycles per second would not have difficulty in processing slightly slower temporal patterns that arrive through the same sensory system. Again the complexity of such sensory
processing lies partly within the functioning of the auditory system itself, for example, the nature of encoding of sound intensity, frequency (waveform), and phase in the peripheral auditory system which would account for the complex, nonlinear relationships between intensity, pitch, and perceived loudness.

**Hemispheric Specialization and the Neural Basis of Rhythm**

Recently there has been a great amount of interest in the role of cerebral dominance in the perception of musical stimuli particularly in connection with speech processing. It has been shown, using dichotic listening tasks, that the nondominant cerebral hemisphere (the right hemisphere in most right-handed individuals) is better at processing nonverbal sounds, such as music, whereas, the dominant hemisphere is more capable at processing speech. It has been proposed by some that this reflects hemispheric specialization for analytic processing (dominant hemisphere) in speech versus holistic processing (nondominant hemisphere) for musical stimuli. Cerebral dominance for the perception of rhythm is not as clearly defined. Temporal qualities of speech and music are considered to involve 'analytic' modes of processing due to their sequential nature, and complex temporal sequences are therefore expected to be processed better by the dominant or speech hemisphere. However, rhythmic stimuli have been reported to be processed preferentially by both the dominant (Robinson & Solomon, 1974; Borchgrevink, 1982) and nondominant hemispheres (Roland,
There remains some controversy over the mechanisms involved in observed lateral differences in auditory processing and it appears that hemispheric specialization for the perception of rhythm may depend on factors such as the complexity of the rhythm, cognitive strategies used in processing the sounds, and musical experience of the listener. Pribram (1982) suggests that less complex temporal sequences may be processed at a deeper level than the cerebral cortex since anesthetization of either cerebral hemisphere (the Wada test) does not appear to interfere with the subject's ability to follow a simple rhythm although lateral differences have been found with this technique using more complex temporal patterns.

Further, level of musical sophistication of the subject may also affect the type of cognitive strategy used in processing musical sounds and thus the hemisphere activated during such processing -- musically naive subjects may use subjective, nonanalytic strategies and show right hemisphere preference, while musically sophisticated subjects may be using analytic strategies and show left hemisphere preference (Bever & Chiarello, 1974; Mazziotta, Phelps, Carson, & Kuhl, 1982). Thus, although there appears to be some evidence for hemispheric specialization in the perception of musical rhythms it is necessary to take into account the nature of the cognitive processes involved as a function of the complexity of the temporal patterns in question as well as the musical experience.
of the listener.

**Approaches to the Study of the Psychophysiology of Rhythm**

In order to study the physiological foundations of rhythmic perception and performance it is necessary to consider all aspects of rhythmic responses of the body and their measurement. This includes the relationships between sensory-processing of various complex sound patterns, the perception of these patterns as "rhythms", and the subsequent responses to these perceptions -- whether they be overt motor responses or simply one's awareness of the presence of something that is perceived as being something more than just a repetitive or monotonous sound.

Figure 1 illustrates a model showing the various pathways involved in the perception and production of auditory rhythms. As is noted by Gabrielsson (1982) feedback is an important component in the rhythm response particularly for rhythmic performance.

This model indicates that output may compared to input either through an external loop of sound production or by an inner pathway of feedback from receptors in the muscles and joints (dotted lines). The inner feedback loop is of particular interest to those proposing motor theories of rhythm. As well, production of sound patterns that are too rapid for ongoing
Figure 1. A general model showing pathways involved in the perception and performance of rhythmic sound patterns. External feedback produced during musical performance (upper dotted line) is important in learning and creating musical rhythms. Kinesthetic and tactile information (lower dotted line) may aid in the perception of such rhythms.
correction from feedback information must be produced using preprogrammed or 'feedforward' mechanisms.

Activity in these pathways may be observed at various levels. Sound patterns may be analyzed and accurately described in terms of frequency, duration, and intensity. The questions of how information contained within the sound pattern is transformed into a neural code that allows the pattern to be stored and reproduced later still holds a major challenge to those studying sensory physiology.

Presently, brain responses to various sounds may be studied using EEG recording techniques in the following ways.

(i) during sensory input (evoked or "event-related potentials" observed during a discrete sensory event)

(ii) during memory retrieval or template comparison processes (later components of the event-related potential)

(iii) during motor output (readiness potentials occurring during preparation for movement or motor potentials recorded over areas of the brain controlling specific parts of the body just prior to movement of those parts).
II. Present Study

This thesis represents an attempt to study psychophysiological responses to naturally occurring rhythmic sounds, particularly drumming sounds, within a laboratory setting. Since past research has concentrated on one physiological measurement at a time it is difficult to compare findings between studies and little attempt has been made to integrate the various approaches to the study of physical responses of the body to rhythmic sound. Furthermore, much of the past research has done little to designate the appropriate parameters of measurement for the study of responses to naturally occurring sounds. Past studies have had their emphasis either on the psychophysics of auditory perception or have been more concerned with the behavioural phenomena associated with such forms of physiological stimulation as it occurs in a natural setting; the former being conducted under such necessarily rigid laboratory conditions as to be unable to study the responses in question in a 'naturalistic' environment and the latter often being conducted in a "too uncontrolled" manner to be able to withstand criticism of the methodology involved. Consequently, it is difficult to integrate these two sources of information in order to clearly understand the psychobiological bases of responses to rhythmic sounds, particularly those which are implicated in changes in states of consciousness, bizarre
behaviour, ritualistic usages and so on. This thesis is therefore presented as as a preliminary study to determine if responses to naturally occurring sounds can be studied within a relatively controlled laboratory setting and if so, whether various psychophysiological indices can be considered concomitantly in order to provide a better description of the physiological processes occurring during such phenomena. The purpose of the experiment was basically threefold.

(1) to replicate to some degree Neher's (1961) study in order to observe whether a repetitive, naturalistic stimulus (i.e., drumming) is capable of producing recruitment of EEG rhythms, and if so, to determine if the response is dependent on certain rates of stimulation.

(2) to determine to what extent peripheral responses are involved in EEG effects observed during this kind of stimulation by monitoring surface EMG (specifically motor responses that may be produced by "natural" rhythms), heart rate, and respiration.

(3) to detect possible relationships between rates of natural (musical) rhythms, observed motor responses, EEG changes (such as recruitment effects), and other behavioural changes (e.g., changes in levels of general arousal).
B. Method
Subjects

Four female and four male adults recruited from the Vancouver area and Simon Fraser University population served as subjects in this study.

Apparatus and Recording Procedures

Recordings were made using Beckman Ag-AgCl electrodes filled with Beckman electrode paste and affixed with collodion and adhesive collars (electrode impedences were below 5 kohms for all EEG leads).

All signals were sampled at a rate of 200 samples/sec and stored on magnetic tape for further analysis off-line. Digitized signals could be monitored on a control room CRT display throughout the recording procedure. Data collection and analysis was carried out with the aid of a Data General Nova 3D computer system equipped with an RDOS operating system (H. Gabert, P. Eng. is responsible for system software and hardware.)

Monopolar EEG was recorded from Fpz, C3, C4, T3, T4, and Oz placements referenced to linked mastoids (A1+A2) using the 10-20 system and amplified through A.C. amplifiers with bandpass filtering from 1 - 50 Hz. (with a rolloff of 40 dB/decade). Heart rate was recorded from a sternum electrode referenced to the lower back and fed to a cardiotachometer which provided a
continuous digital record of R-R intervals in milliseconds.

Respiration was monitored by means of a thermistor transducer placed below the subjects nostrils.

Eye movements were monitored via bipolar recordings from right supraorbital and zygomatic electrode placements.

In some subjects surface EMG was recorded using Beckman Ag-AgCl electrodes placed over the forearm muscles (ulnar region) in order to monitor rhythmic hand movements on either side of the body (eg., finger tapping produced synchronous spikes in the EMG signal).

The audio signal was monitored by a microphone placed directly over the subjects head. This signal was rectified and filtered producing an audio envelope signal (Appendix A) that provided a smooth continuous record of the amplitude modulated sound source (eg., a drum beating at 4 beats per second would produce a smoothly oscillating signal of the same fundamental frequency).

Subjects were fitted with the above devices and seated in a large comfortable arm chair placed in an electrically shielded, sound attenuated room. Acoustic stimuli were presented through two large stereo speakers placed in front and to either side of the subjects (Figure 2).
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Stimulus Materials

The following sounds were presented to the subjects by means of a Sony reel-to-reel tape recorder at a sound intensity of approximately 90 dB. (note: Conga drum tapes were presented to only two of the subjects - N.H. and C.B.).

(i) Conga drum. A tape of repetitive beats on a conga drum (approximately 5 and 10 beats per second).

(ii) Repetitive drum beats. These were produced by means of a tape loop of steady beats on a tom tom drum providing an even repetitive drumming sound at rates of 3.4, 4.5, 6.8, and 9.0 beats per second. (The two highest rates were produced by playing the tape loops at double speed since it was not possible to beat the drum at this speed, thus the pitch of the drum for these rates were shifted to higher (2x) values accordingly. Frequencies were chosen so as not to be harmonics of each other.)

(iii) Symphony. (J. S. Bach, "The Art of the Fugue Groups (No. 2)").

(iv) Rhythmic music. (J. Hassel, "Chor Moire" (from Dream Theory in Malay)) - an instrumental piece consisting of a mixture of uneven rhythms together with woodwind instruments.

In addition photic flashes were presented to two of the subjects at rates similar to the auditory stimulation (4.0, 5.0 7.6 and 10.0 flashes/sec.). Flashes were presented using a Grass
PS22 photostimulator at maximum intensity placed behind an opaque screen which produced a brightness level that subjects could fixate on without discomfort (a flash rate of 10/sec. produced an luminance level of approximately 18 ftL measured with a Spectra Pritchard photometer).

**Testing Procedures**

Subjects were given the following treatments.

Two subjects (C.B. and N.H.) performed instructed tapping movements of both hands and feet with and without accompanying drum beats. These subjects also listened to conga drum beats at 5 and 10 beats per second with eyes open and eyes closed.

The remaining six subjects listened, with eyes open, to symphony, rhythmic music, and four rates of drum beats for durations of 3 minutes each.

Two of the above subjects (G.S and D.W.) also received photic stimulation, with eyes open, at rates of 4.0, 5.0, 7.6, and 10.0 flashes per second.

**Data Analysis**

The following analyses were performed on the raw data.

The EEG records were subjected to Fourier analysis (FFT) in order to determine the presence of predominant frequencies within the EEG signal. 3.84 second epochs (256 points) were
selected from the raw data after smoothing (producing an effective sampling rate of 66.6 samples/sec.) from corresponding time periods across conditions and across subjects. Histograms were created (Figures 3 -1 through 3 - 14) by calculating the average power over 5 epochs of data (a total of 19.2 seconds of data) per condition. This provided a relative measure of the predominance of the frequency components in the EEG signal corresponding to each of the stimulus rates used with respect to each other. Thus each value corresponds to the relative predominance of a particular frequency component over the entire stimulus condition. This analysis was applied to five EEG channels -- C3, C4, T3, T4, and Oz. (The Fpz lead was excluded because of excessive eye movement artifacts in that channel. Oz is absent in one subject).

Frequency spectra were also plotted for each condition and electrode position. Due to limitations of the FFT program capabilities it was not possible to plot the spectra corresponding to the histogram data. Each spectrum corresponds to a single 3.84 second epoch selected from the middle of each condition period. (256 points provided an optimal resolution for plots of frequency spectra).

Respiration data were analyzed using a peak detection algorithm which was used to compute the average respiration interval (i.e., average time between successive positive or negative peaks in the respiration signal) for successive 6 second epochs. This provided a continuous plot of average
respiration rate for the duration of the recording session.

Heart rate was analyzed by plotting the R - R intervals (in milliseconds) over the duration of the testing session. The signal was smoothed using a software smoothing filter of 64 points (0.32 seconds) prior to plotting.

EMG data were analyzed by plotting the rectified EMG signals with an expanded amplitude scale in order to detect any changes in resting level activity in the contralateral limb muscles during tapping movements.
C. Results
EEG Data

Auditory Stimulation

Frequency analysis of EEG recordings during repetitive auditory stimulation (drumming at 3.4, 4.5, 6.8 and 9.0 beats/sec) revealed no relative increase in magnitude of frequency components in the EEG signal corresponding to the stimulus frequency, i.e., no indication of auditory driving was present in any subject across all electrode positions and stimulus rates (Figures 3-1 to 3-12). Frequency components were compared against each other in order to provide a relative measure of their overall predominance in the EEG signal for each electrode placement. Thus, each magnitude value represents the predominance of the specified frequency component in the EEG, relative to the other frequency components for which magnitudes were calculated, in selected epochs occurring throughout the period of stimulation. Overall power of the entire spectrum and power within frequency bands (alpha, theta) were not calculated (see ref. note 7). (Earlier analyses using FFT analysis of a single 20 second epoch of data produced similar results.)

Examination of the plotted EEG frequency spectra (single 3.8 second epochs of data) across conditions and electrodes (Figures 4-1 to 4-6) shows no indication of auditory driving.
(peaks at the stimulus frequencies) but does show marked differences across conditions and across subjects in terms of the overall distribution of power in the total spectrum.

Frequency analysis performed on two subjects who received auditory stimulation at 5.0 and 10.0 beats/second (tape of conga drum) also failed to show any evidence of auditory driving effects (data not shown).

Photic Stimulation

Analysis of EEG recordings during photic stimulation at 4.0, 5.0, 8.0 and 10.0 flashes/sec. indicated the presence of photic driving effects in all electrode placements and for all four rates of stimulation, although responses appear most pronounced for stimulation at 10.0 Hz and for EEG recorded from Oz electrode position (Figures 3-13 and 3-14).

Inspection of the spectra for the photic stimulation conditions indicates the presence of driving responses as peaks at both the stimulus frequency and first harmonic of the stimulus frequency (Figures 4-7 and 4-8). Again, this effect appears strongest for stimulation at 10.0 Hz., particularly in one subject (Figure 4-7).

Inspection of the raw EEG records for both auditory and photic stimulation indicates similar findings for the entire period of stimulation (up to 3 minutes in duration for auditory stimuli) -- the presence of clear driving can be seen in the
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Figure 3 - 2. Average magnitude of EEG frequency components for each electrode placement (condition as indicated). (Subject G. S.)
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Figure 3 - Average magnitude of EEG frequency components for each electrode placement (condition as indicated). (Subject K. W.)
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Figure 3 – 9. Average magnitude of EEG frequency components for each electrode placement (condition as indicated). (Subject L. R.)
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Figure 3 – 10. Average magnitude of EEG frequency components for each electrode placement (condition as indicated). (Subject L.R.)
Figure 3 - 11. Average magnitude of EEG frequency components for each electrode placement (condition as indicated). (Subject M. G.)
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Figure 3 - 12. Average magnitude of EEG frequency components for each electrode placement (condition as indicated).
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Figure 3 - 13. Average magnitude of EEG frequency components for each electrode placement during photic stimulation (stim. rate as indicated) Subject: G. S.
Figure 3 - Average magnitude of EEG frequency components for each electrode placement during photic stimulation (stim. rate as indicated). Subject: D. W.
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Figure 4 - 1. Frequency analysis (FFT) of EEG for each electrode placement across conditions. (3.8 sec. epoch)  
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Figure 4 - 2. Frequency analysis (FFT) of EEG for each electrode placement across conditions. (3.8 sec. epoch)  Subject: D. W.
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Figure 4—3. Frequency analysis (FFT) of EEG for each electrode placement across conditions. (3.8 sec. epoch) Subject: P. R.
Figure 4 - 4. Frequency analysis (FFT) of EEG for each electrode placement across conditions. (3.8 sec. epoch)  Subject: K. W.
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Figure 4–5. Frequency analysis (FFT) of EEG for each electrode placement across conditions. (3.8 sec. epoch) Subject: L. R.
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Figure 4-6. Frequency analysis (FFT) of EEG for each electrode placement across conditions. (3.8 sec. epoch) Subject: M. G.
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Figure 4 - 7. Frequency analysis (FFT) of EEG for each electrode placement during photic stimulation. (3.8 sec. epochs)

Subject: G. S.
Figure 4 - 8. Frequency analysis (FFT) of EEG for each electrode placement during photic stimulation. (3.8 sec. epochs) 
Subject: D. W.
raw data for the photic conditions (Appendix C) but is not discernable in the raw EEG signal during auditory stimulation (Appendix B).

**Respiration Rate**

Figures 5-1 to 5-8 show respiration rates for each subject for the entire testing session (across conditions). Plots indicate that respiration rate changes markedly within a stimulus condition and varies across subjects. No one consistent pattern of change in respiration can be seen across conditions although respiration appears to be much more stabilized during photic stimulation in both subjects (Figures 5-7 and 5-8) than during auditory stimulation (Figures 5-1 and 5-2 respectively).

**Heart Rate**

There was no overall change in heart rate across conditions for all subjects. Increases in heart rate variability can be seen to occur at various points throughout the recording session (Figures 6-1 to 6-7).
EMG Data

Rectified EMG signals are plotted with an expanded amplitude scale in order to examine for differential responding of muscle units controlling hand movements while subject is at rest, listening to rhythmic sounds, or tapping one hand to the rhythmic sounds. Although no overall patterns of muscle activity aside from the large potentials synchronous with rhythmic hand movements were observed in the amplified EMG signals there were differences noted in the EMG signal of the arm at rest while the contralateral arm was engaged in tapping or was at rest.
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Figure 5 - 5. Average respiration rate across conditions
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Figure 5 - 7. Average respiration rate across conditions during photic stimulation. Subject: G. S.
Figure 5 – 8. Average respiration rate across conditions during photic stimulation. Subject: D. W.
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Figure 6 - 6. Average heart rate across conditions during photic stimulation. Subject: G. S.
Figure 6 – 7. Average heart rate across conditions during photic stimulation. Subject: D. W.
D. Discussion
Examination of EEG recordings during presentation of rhythmic auditory stimulation indicated that there was no presence of auditory driving in terms of increased presence of frequencies in the EEG corresponding to the stimulus frequency in any of the subjects tested. Consequently, it was not possible to make comparisons across measures with regard to the rates of auditory stimulation used (e.g., cross-correlation between the EEG signal and auditory signal). Frequency analysis of the EEG signal did not detect any increases in frequency components (that might not be observable in the continuous records) even with repeated stimulation at high intensity levels for durations of up to 3 minutes. It was not apparent that auditory stimulation in the "theta" range (3.5 - 7 Hz) was any more effective than other frequencies in producing changes in the psychophysiological measures taken. However, photic stimulation at similar frequencies was capable of producing clear driving effects with stimulus durations of less than one minute. These can be seen in the continuous plots of EEG for stimulation at 10 flashes per second and in the FFT spectral plots for all rates as prominent peaks in the distribution, even when these spectral plots represent very brief epochs of data (3.84 seconds). Thus, it can be assumed that such analysis techniques would have been capable of detecting auditory driving effects if they had been present.

In examining some of the FFT spectra it can be seen that there is in fact a decrement in the amount of 9.0 Hz activity
during stimulation at 9.0 beats/second compared to lower rates (eg., Figure 4-2) a result totally opposite to what would be predicted from other studies, namely that auditory driving would be elicited most easily at stimulation at rates within the range of alpha activity (8 - 12 Hz).

Differences in the overall distribution of power in the frequency spectra of EEG recordings can be seen across different conditions of stimulation as well as across individuals. The relative amount and frequency of spontaneous alpha activity differs across individuals as can be expected and predominates in the Oz electrode position. (It is interesting to note here that photic driving at 10 flashes/sec was somewhat more pronounced in one subject (G. S.) whose resting alpha rate was closer to 10 Hz.). Some subjects appear to have increased alpha activity during the rhythmic instrumental piece compared to the other control conditions (rest and symphonic music). The fact that the rhythmic selection was a slower more 'relaxing' form of music may account for this effect.

One difficulty encountered in the interpretation of the EEG data was the presence of muscle artifact contamination of the temporal electrode placements (T3 and T4) in many subjects. It is not known whether this was a myogenic response to the auditory stimulation similar to the so-called 'sonogenic' responses reported by Bickford et al. (1964) or simply spreading contamination from tension in masseter and temporalis muscles in the subjects occurring throughout the experimental procedure. The
response appeared in some subjects and not others. Therefore, the use of temporally placed electrodes for recording of this nature may not be suitable unless care is taken to reduce these artifacts.

Respiration recordings taken over the duration of the experimental session indicate that there is a large amount of variation within each stimulus condition although no overall pattern of change in relation to the different rates of auditory stimulation (e.g., respiration rate does not increase with increased rate of stimulation). Some subjects showed a sudden increase or decrease in breathing rate at the beginning of a new stimulus rate indicative of an orienting response to a change in stimulus frequency. This effect may give the respiration recordings their cyclical appearance over the duration of the experiment.

Although this study attempted to examine psychophysiological responses to naturalistic stimuli under relatively controlled conditions some difficulties with this approach were noted:

(i) The use of tape recorded sounds enabled greater control over the stimulus (tape loops were used for the repetitive drumming sounds in order to reduce fluctuations in the rate of beating and to standardize the stimulus across individuals) however, this results in the loss of lower frequencies (below 25–30 Hz) which are normally present in the stimulus. This may be particularly important in the case of drumming sounds in which
there is a significant amount of somesthetic stimulation from
the vibrations produced by the drum. This should be taken into
account in those studies in which actual drums are used as the
eliciting stimulus (eg., Neher, 1961) or studies which wish to
examine the effects of such sounds as they would normally occur
in the environment.

(ii) The setting in which this type of stimulation occurs
has been noted as an important factor in the production of
central nervous system effects. This creates difficulties in
measuring physiological responses which are free from artifacts
and excessive noise while not interfering with the subjective
state, mood, or attentiveness of the subjects. For example, it
was found that the use of a repetitive or monotonous stimuli in
a situation where the subjects are required not to move results
in the inability of the subjects to remain alert over long
periods of recording. Most of the subjects tested reported to
feel drowsy towards the end of the recording session, although
interestingly respiration and heart rate does not decrease over
this period time for any of the subjects tested. (In one case a
subject reported that they perceived their breathing rate to
increase with the rate of beating, however the respiration
records show no overall change over these conditions for that
subject.) This indicates that individuals may have inaccurate
perceptions of their bodily reactions to auditory stimulation of
this nature.
Fourier analysis methods, such as the FFT algorithm, are suitable for analysis of biological signals in the time domain and allow the detection of consistent frequency components in the signal without signal averaging techniques (which would require a much more controlled stimulus). However, some difficulties are encountered in the interpretations of FFT analyzed signals. Since the magnitude of a given frequency component in the FFT is relative to all other frequencies included in the FFT calculation, the presence of large unwanted components in the signal can make comparisons across subjects and conditions difficult by changing the distribution of power in the FFT spectrum. For example, a large d.c. component in the EEG signal due to electrode polarization or low frequency components produced by eye movements may "mask" the strength of frequencies in the range of interest. This can be seen in one subject who produced a large number of eye blinks resulting in the power being shifted to the lower end of the spectrum (Figure 4-6).

The results of this study do not confirm Neher's (1961) findings although some differences between the two studies may account for the conflicting results. Neher used an actual drum as the sound source and as noted earlier this may account for additional stimulation of the subject. (Neher's subjects also produced excessive eye blinking which may have produced biased estimates of EEG activity as well.) More importantly, Neher reports all of his subjects experienced perceptual distortions.
during the experiment -- an effect that was not observed in this study. Earlier studies have reported auditory driving to occur in epileptic patients only indicating that auditory entrainment may be closely associated with extreme behavioural changes.

It may be concluded from this study that overt auditory driving responses are not readily produced in subjects in standard laboratory conditions. It also appears that the conflicting reports from earlier studies on the ability to elicit auditory entrainment of brain rhythms may not be solely due to the kind of stimulus used but rather a number of other factors that have yet to be determined. The fact that photic driving was achieved under the same conditions within the same subjects demonstrates that if setting and behavioural state of the subject are important factors for successful auditory driving they are not critical for entrainment with photic stimuli.

It remains unclear however, as to whether other physiological changes are necessary in order to facilitate auditory driving or whether driving responses represent a phenomena peculiar to the visual system itself. The latter point is supported by the fact that maximal photic driving occurs at frequencies nearer to the range of alpha activity (8 - 12 Hz) which is strongly associated with activity in the visual system. Since auditory driving was not detected it could not be determined whether peripheral activation -- respiration changes, arousal levels, body movement, and so on, are capable of
enhancing such effects.

It may be stated with some certainty then, that auditory 'driving' effects are not dependent upon the use of naturalistic stimuli in a laboratory setting (e.g., drumming sounds as opposed to repetitive clicks or tones). It was noted however, that there may be profound differences between rhythmic stimulation as it is normally encountered in the environment and as it is presented in a laboratory setting, particularly in the case of rhythmic drumming where the additional stimulation from the vibration of the drum may have a large effect.

As well, it was apparent that although the laboratory environment can be adapted in order to present a specific, "immediate" environment for the subject there are other aspects of psychophysiological recording, such as having subjects restrict their movements, avoid blinking, or to be overly conscious of their eye movements and so on, which may be restrictive in the sense of preventing subjects from experiencing behavioural changes that can occur under normal circumstances.

Regarding the concept of EEG entrainment or "driving" itself, it may also be important to examine more closely the nature of oscillating systems in the brain and what role such systems would have in information processing mechanisms. As noted earlier some have criticized the notion of "partially coupled oscillators" within the brain as an explanation for entrainment phenomena even in the case of observed photic...
driving responses. Spekreijse (1966) notes that there is a greater dependency of response amplitude on stimulus amplitude than would be expected in the case of synchronization of external stimuli with self-oscillating brain systems. Furthermore, it seems maladaptive for brain 'circuits' to respond readily to entrainment by external stimuli since this kind of resonance in the nervous system could be conceivably damaging or disruptive to normal brain function in certain situations. For example, stroboscopic stimulation is capable of producing seizures in epileptics and such entrainment must be checked in a normally functioning nervous system in order to prevent such instances of 'runaway' synchronization of brain systems. Accordingly, there has been an increasing interest in the role of 'chaotic' behaviour in physiological systems containing circular connections, feedback loops and so on (Garfinkel, 1983).

One speculation on how physiological processes may in fact differ in the case of repetitive auditory stimulation versus repetitive visual stimulation, is that rhythmic sounds may be processed in a different manner than rhythmic light as a result of brain systems organizing sounds temporally and visual input spatially. In other words, sound is organized in terms of temporal patterns, whereas, visual input is organized in terms of spatial patterns occurring in discrete time intervals (although visual information is usually perceived to be occurring in a time ordered sequence as well). Certain sounds,
as in the case of language, have "meaning" to the individual because of the specific temporal arrangements of those sounds. The resultant 'chunking' of this incoming information due to perceptual processing may result in the temporal aspects of auditory input being selectively transformed in a way that may prevent auditory entrainment from occurring. Further studies of the effects of repetitive sounds on the body need to address this aspect of sound perception in more detail before considering brain processes involved.

Given the necessity for incoming auditory information to be organized in terms of its temporal relationships, it may be unreasonable, on theoretical grounds, to assume the same electrical patterns of activity to be manifested in the brain during repetitive auditory stimulation as are during repetitive visual stimulation. It remains to be seen, then, if sensory driven brain rhythms can be achieved in the auditory system in the same manner as in photic driving phenomena.
Recommendations for further research

This study was conducted as a pilot study in order to examine some of the psychophysiological phenomena reported in previous studies on the effects of rhythmic auditory stimulation on the human nervous system. Although, the examination of EEG entrainment was not conclusive in itself, many interesting aspects of responses to musical sounds became apparent over the duration of the study and warrant further examination of relationships that may exist between sounds encountered in the environment and their effects upon the body. The following recommendations are made with regard to further research in this area.

(i) Studies investigating the effects of strong rhythmic sounds, such as ceremonial drumming, should take into account the effects of somesthetic stimulation from vibrational sources of stimulation. It should be noted that 'entrainment' of neurons in the somatosensory cortex of unanaesthetized monkeys has been observed using high-frequency (30 to 40 Hz) mechanical vibration applied to the contralateral hand (Mountcastle et al., 1969). Vibrations are usually considered as 'noise' which must be eliminated from the recording environment but in this case such vibrations may constitute an important environmental stimulus with measureable effects upon the body. An examination of these effects may help to interpret some of the effects that certain
sounds are found to have on behaviour.

(ii) It seems apparent from this study that the successful examination of the physiological changes that are expected to occur during ritualistic ceremonies involving pronounced physical stimulation of the body would most successfully be studied "in the field". Improved telemetry techniques may eventually allow such studies to take place and this would greatly increase both knowledge of physiological changes as they occur in such circumstances and indicate steps that may be taken in order to improve laboratory studies of similar responses.

(iii) In the case of gross physiological changes that may be induced by external stimulation of the body it has yet to be determined the extent to which behavioural states of individuals may enhance or augment such changes. The concept of "hyperarousal" in behavioural phenomena such as those mentioned in this study requires closer examination in order to understand the role of central nervous system effects in mediating altered states of awareness or "consciousness" during such phenomena.
**APPENDIX A: SCHEMATIC DIAGRAM OF AUDITORY ENVELOPE DETECTOR.**

**C*: Value chosen to give desired envelope time constant.

**FUNCTION:** Input A from microphone (Sony ECM-16) is amplified 25X, and AC/DC converter produces a time function of the amplitude, ENVELOPE. The output envelope, controls VOLUME.
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APPENDIX B: PLOTS OF EEG DATA DURING AUDITORY STIMULATION
EEG DURING AUDITORY STIMULATION AT A RATE OF 3.4 BEATS/SECOND.
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APPENDIX C: PLOTS OF EEG DATA DURING PHOTIC STIMULATION
EEG DURING PHOTIC STIMULATION AT A RATE OF 5.0 FLASHES/SECOND.

(SUBJECT: G. S.)
EEG DURING PHOTIC STIMULATION AT A RATE OF 10.0 FLASHES/SECOND.
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EEG DURING PHOTIC STIMULATION AT A RATE OF 5.0 FLASHES/SECOND.
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APPENDIX D: PLOTS OF RECTIFIED EMG DURING AUDITORY STIMULATION
RECTIFIED EMG FOR LEFT AND RIGHT FOREARM PLACEMENTS. SUBJECT LISTENING TO RHYTHMIC SOUND. (SUBJECT: N. H.)
RECTIFIED EMG FOR LEFT AND RIGHT FOREARM PLACEMENTS. SUBJECT TAPPING TO RHYTHMIC SOUND. (SUBJECT: N. H.)
RECTIFIED EMG FOR LEFT AND RIGHT FOREARM PLACEMENTS. SUBJECT LISTENING TO RHYTHMIC SOUND. (SUBJECT: C. B.)
RECTIFIED EMG FOR LEFT AND RIGHT FOREARM PLACEMENTS. SUBJECT TAPPING TO RHYTHMIC SOUND. (SUBJECT: C. B.)
REFERENCE NOTES

1. The term "driving" refers here to the general phenomenon of induced rhythms or the augmentation of existing rhythms in the EEG by repetitive sensory stimulation: Driving responses have been reported in humans in the visual (Adrian & Mathews, 1934; Walter & Walter, 1949) auditory (Neher, 1961) and somesthetic (Mountcastle et al., 1969; Namerow, Sclabassi, & Enns, 1974) sensory modalities.

2. The term "steady state" refers to the condition where, in the case of a repetitive stimulus such as a flickering light source, the interstimulus interval is decreased to the point where there is no longer a one-to-one correspondence between a given stimulus and the response to that stimulus. In this domain of evoked potential research the data are typically presented in the form of plots of frequency components versus stimulus frequency i.e., the response is no longer analyzed in the time domain (see Regan, 1972, p.75 for review).

3. Photic driving was not attained in rats under various levels of barbituate and non-barbituate anaesthesia. It was concluded that RAS suppression may inhibit driving responses (Cheyne, 1981).

4. It may be noted here that there exists a condition known as "musicogenic epilepsy" (seizures induced by musical stimuli) however, its occurrence is very rare and the sounds capable of inducing seizures in such individuals are not necessarily rhythmic in nature (Scott, 1977).
5. It should be noted that certain problems may arise in the attempt to distinguish musical rhythms from non-musical rhythms in order to study the effects of 'repetitive' sounds on the brain and nervous system without considering the social-cultural content engendered by such sounds. Given a definition of music as any form of organized sound that may have meaning to an individual it would therefore be impossible to present a rhythmic sound stimulus devoid of any "meaning" to the subject and not resultant in further cognitive processing.

Speculations on the relationship between music and language (see in particular, Pribram, 1982) may provide some insights into the way in which the brain may process sounds such as to distinguish musical from non-musical sounds. Specifically, it is stated that it is necessary to take into consideration the meaning engendered by musical stimuli as distinct from the meaning engendered by language, particularly language that is considered "poetic" in nature. Interestingly, it is noted that repetition and variations on what is expected to be repeated (pragmatic processing) seem to be fundamental to the perception of both music and poetic language, even though music may be devoid of meaning in the 'referential' sense (semantic processing) as in the case of poetic language. Pribram speculates further on different brain structures that may be responsible for these two types (semantic and pragmatic) of organization and processing of music and language suggesting that different brain areas may be involved.
6. In the perception of tones, frequency is often grouped according to such Gestalt principles as "similarity" and "good continuation". For example, if tones from two different frequency ranges are played in rapid succession the listener will perceive them as two parallel streams (stream segregation) indicating that the role of unconscious inference in perception of complex sounds may cause temporal and even spatial distortions of the original sound source (Deutsch, 1982). It has been proposed that rhythmic perception may involve similar principles of organization as well (Beauvillain, 1983).

7. Single frequency components in a discrete Fourier transform (FFT) are relative in magnitude to the entire magnitude or 'power' within the spectrum bounded by the limits of the function F(t) from 0 to 1/2 f_s (1/2 f_s being the Nyquist frequency or 1/2 the sampling frequency f_s). Raw EEG data was smoothed prior to FFT analysis with a filter window of 3 points which effectively reduced the sampling frequency to 66.66 Hz yielding FFT spectra with a maximum frequency of 33.33 Hz.

Magnitude measures of FFT frequency components can be evaluated in various ways, for example, in relation to the entire spectrum or in relation to a frequency band in the spectrum (eg., 8 - 12 Hz for alpha). Since the FFT program used only provided printed output of FFT results it was not possible to perform further computerized analysis of the FFT's (eg. area under the total spectrum). Consequently, histograms were produced by averaging the magnitudes from five consecutive 3.8
second epochs of data (selected from points throughout the stimulus condition) which had been subjected to FFT analysis. 3.8 second epochs provided a spectral resolution (step size) of 0.26 Hz which allowed easier identification of frequency components for this purpose.
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