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Abstract

A local tournament is an oriented graph in which the inset as well as the outset of each vertex induces a tournament. Local tournaments possess many properties of tournaments and have interesting structure. In 1982, Skrien proved (in different terminology), using a deep structural characterization of proper circular arc graphs by Tucker, that a connected graph is local-tournament-orientable if and only if it is a proper circular arc graph.

In Chapter 2, we shall give a simple $O(m\Delta)$ algorithm to decide if a graph can be oriented as a local tournament, and hence whether or not it is a proper circular arc graph. We analyze relationships among local tournaments, local transitive tournaments, and proper circular arc graphs. We obtain theorems to describe all possible local-tournament orientations of a proper circular arc graph.

In Chapter 3, we shall present an $O(m\Delta)$ algorithm to recognize comparability graphs and to calculate transitive orientations. Our method can be applied to recognize proper circular arc graphs and to find local-transitive-tournament orientations, and can also be applied to recognize proper interval graphs and to find acyclic local-tournament orientations. We shall give a simple proof of Skrien's theorem, which does not depend on Tucker's result.

In Chapter 4, we shall present two $O(m+n)$ time algorithms. One is for recognizing proper interval graphs and for finding an associated interval family. The other is for recognizing proper circular arc graphs and for finding an associated circular arc family.

In Chapter 5, we shall obtain two additional $O(m+n)$ time algorithms for proper circular arc graphs by using the auxiliary local-tournament orientations. One is for finding maximum cliques, and the other is for determining $c$-colourability.
In Chapter 6, we shall introduce a new class of oriented graphs namely, in-tournaments, which contains the class of local tournaments. We shall show that some of the basic and very nice properties of tournaments extend not only to local tournaments, but also to this more general class of digraphs. Our results imply a polynomial time algorithm for finding hamiltonian paths and cycles in the class of in-tournaments. We shall also investigate the the class of graphs which are orientable as in-tournaments.

Finally, in Chapter 7, we shall introduce another class of oriented graphs, i.e., those of Moon type. We shall find a close relationship between the class of oriented graphs of Moon type and the class of local tournaments. In fact, oriented graphs of Moon type can be characterized in terms of local transitive tournaments.
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Chapter 1

Introduction

1.1 Overview

A tournament is a complete oriented graph. Tournaments have been a popular object of study since the early days of graph theory. There is now an extensive theory associated with tournaments, [13, 57]. A semicomplete digraph is obtained from a tournament by adding additional arcs, i.e., it is a digraph in which any two distinct vertices are joined by at least one arc. Clearly, semicomplete digraphs generalize tournaments. Many difficult problems for general digraphs can be easily solved for tournaments and semicomplete digraphs. For instance, the problems of finding a hamiltonian path and finding a hamiltonian cycle are NP-complete for general digraphs, cf. [50], and polynomial for both tournaments and semicomplete digraphs, cf. [59].

It is natural to look for a larger class of digraphs, which still allows as many problems to remain tractable as possible. Recently in [4], Bang-Jensen introduced one such interesting class of digraphs. He called them locally semicomplete digraphs. A locally semicomplete digraph is a digraph in which the outset as well as the inset of each vertex is semicomplete. In [4], Bang-Jensen proved that most properties that hold for semicomplete digraphs also hold for locally semicomplete digraphs. For instance, a connected locally semicomplete digraph has a directed hamiltonian path.
A strong locally semicomplete digraph has a directed hamiltonian cycle. Moreover, there are polynomial algorithms to find such a path or a cycle.

An oriented graph is a local tournament if the outset as well as the inset of each vertex is a tournament, [20, 39]. So a local tournament is an oriented graph which is locally semicomplete. A local transitive tournament is an oriented graph in which the outset as well as the inset of each vertex is a transitive tournament, [20, 47]. Local tournaments are natural generalizations of tournaments, and local transitive tournaments are natural generalizations of transitive tournaments.

A graph $G$ is a circular arc graph if there is a one-to-one correspondence between the vertex set of $G$ and a family $F$ of circular arcs on a circle such that two vertices are adjacent if and only if the corresponding two circular arcs intersect. The family $F$ is called a circular arc representation of $G$. If the circular arcs can be chosen so that no one is completely contained in another, then the corresponding graph is a proper circular arc graph. Similarly a graph is an interval graph if there is a one-to-one correspondence between the vertex set and a family $I$ of intervals on the real line such that two vertices are adjacent if and only if the corresponding two intervals intersect. The family $I$ is called an interval representation of the graph. Again if the intervals can be chosen so that no one is completely contained in another, then the graph is a proper interval graph. Interval graphs, proper interval graphs, circular arc graphs, and proper circular arc graphs have practical importance in many different sciences (e.g., genetics, archeology, ecology, computer science, electronics), cf. [15, 27, 33, 36, 51, 67, 73].

Local tournaments not only possess many properties of tournaments but also have their own additional structure. In 1982, Skrien obtained a result which implies a relationship between local tournaments and proper circular arc graphs, [71]. Specifically, a connected graph is a proper circular arc graph if and only if it can be oriented as a local tournament. This view leads to a new way to investigate proper circular arc graphs, namely, by studying local tournaments. In fact, as we shall show, many typical problems can be attacked in this way, and solved efficiently.

According to Skrien's result, the problem of testing if a connected graph is a proper
circular arc graph is the same as the problem of testing if the graph is orientable as a local tournament. The former problem was solved by Tucker with an $O(n^2)$ time algorithm (all complexities discussed here are worst-case), which makes use of a matrix characterization of proper circular arc graphs (cf. [81]). We shall transform the latter problem to one of testing 2-colourability of an associate graph, which we can solve in time $O(m\Delta)$.

Circular arc graphs and proper circular arc graphs have been extensively studied for over twenty years and many nice results have been obtained for these graphs (cf. [17, 33, 34, 36, 51, 56, 80]). According to the relationship established by Skrien, those results for proper circular arc graphs can be simply transferred to graphs which are orientable as local tournaments.

We observe the following additional relationships: A connected graph is a proper circular arc graph if and only if it is orientable as a local transitive tournament. A graph is a proper interval graph if and only if it is orientable as a non-strong local tournament. Moreover, for a proper circular arc graph, obtaining a local-transitive-tournament orientation is equivalent to finding a corresponding proper circular arc family. Armed with this knowledge, we are able to analyze the structure of local tournaments, and to obtain theorems which describe all possible local-tournament orientations of a proper circular arc graph, and all possible non-strong local-tournament orientations of a proper interval graph. From our theorems, the problem of generating all local tournaments is completely solved.

An oriented graph is locally bicomplete if there is a complete adjacency between the outset and the inset of each vertex, [40]. An oriented graph is transitive if the inset of each vertex dominates the outset of that vertex. A transitively orientable graph is of course local-bicomplete-orientable. A result due to Ghouilà-Houri, reformulated in our terminology, assures that a local-bicomplete-orientable graph is also transitively orientable.

Transitively orientable graphs are also called comparability graphs, [25, 32, 72]. Comparability graphs are an important class of perfect graphs (cf. [33]). The problem of recognizing comparability graphs was first studied by Pnueli, Lempel, and Even,
resulting in an algorithm with a time bound of $O(m\Delta)$ (cf. [63]). However this algorithm involves a complicated structural analysis of comparability graphs. We shall provide a simple algorithm by transforming the problem to the problem of testing the local-bicomplete orientability. Our algorithm also finds a local-bicomplete orientation of a comparability graph, in time $O(m\Delta)$.

We shall then introduce a new method which allows us to find a transitive orientation of a comparability graph also in time $O(m\Delta)$. This problem was also solved by Spinrad with an algorithm having a time bound of $O(n^2)$ (cf. [72]). Our method can also be applied to find, in time $O(m\Delta)$, a local-transitive-tournament orientation of a proper circular arc graph, and an acyclic local-tournament orientation of a proper interval graph. As we mentioned above, these orientations are equivalent to proper circular arc representations or proper interval representations. So our method is also useful for these purposes.

There are efficient algorithms to solve various problems for proper circular arc graphs and for general circular arc graphs, provided a circular arc family is given. For instance, the maximum independent set problem, the minimum clique cover problem, and the minimum dominating set problem can all be solved in time $O(n)$ (cf. [46]).

The recognition and the representation problems for circular arc graphs have been solved by Tucker with an $O(n^3)$ time algorithm (cf. [80]). The same problems for proper circular arc graphs were also solved by Tucker, as we mentioned earlier, with an $O(n^2)$ time algorithm, [81]. We shall present an optimal, i.e., $O(m+n)$ time, algorithm to solve the problems for proper circular arc graphs.

For interval graphs, the recognition and the representation problems were first studied by Booth and Lueker (cf. [17]). Their approach led to an $O(m+n)$ time algorithm. However the algorithm obtained by Booth and Lueker involves a complicated data structure called the PQ-tree. For proper interval graphs, we shall give an algorithm of complexity $O(m+n)$ to solve the recognition and the representation problems. Our algorithm makes use of our structure theorems instead of PQ-trees. Recently, Hsu announced an $O(m+n)$ time algorithm for the recognition of interval graphs without using PQ-trees, [44].
Gavril was first to consider the maximum clique problem for circular arc graphs. He solved this problem with an algorithm of complexity $O(n^{3/2})$ which was later improved by Hsu to $O(mn)$ (cf. [43]). For the special case of proper circular arc graphs, we shall give an $O(m + n)$ algorithm to solve the maximum clique problem. If the circular arc representation is given, our algorithm runs in time $O(n \log n)$. The best previous algorithm, due to Apostolico and Hambrusch, which assumes that a circular arc representation is given, has a time bound of $O(n^2 \log \log n)$ (cf. [3]).

The c-colouring problem, NP-complete for circular arc graphs [27], was first shown to be polynomial for proper circular arc graphs by Orlin, Bonuccelli, and Bovet. Their approach consisted of reducing the problem to a shortest path calculation, and resulted in an algorithm with a time bound of $O(n^2)$ (cf. [61]). This algorithm requires also that a circular arc representation be given. Subsequently, other authors improved the algorithm by improving on the shortest path method, culminating in the algorithm of Shih and Hsu, which has a time bound of $O(n^{3/2})$, [70]. Applying our maximum clique algorithm, we are able to solve this problem with a general $O(m + n)$ algorithm, and an $O(n \log n)$ algorithm when a circular arc representation is given.

Note that all of our algorithms may meaningfully be restricted to connected graphs. Then we can replace the complexities $O(m + n)$ by $O(m)$ throughout.

The class of local tournaments can be generalized to the class of in-tournaments, i.e., those oriented graphs in which the inset of each vertex is a tournament, [8, 10, 11]. We shall show that many properties of local tournaments extend to this larger class of oriented graphs. Our results imply a polynomial algorithm for finding hamiltonian paths and cycles. We shall also study those graphs which are orientable as in-tournaments.

A tournament of Moon type is a tournament in which every subtournament is either acyclic or strong. The tournaments of Moon type have been studied by Moon and Guido, [35, 58]. We shall generalize Moon type tournaments to the class of oriented graphs of Moon type, i.e., those oriented graphs in which every connected subgraph is either acyclic or strong. It turns out that there is a close relationship between oriented graphs of Moon type and local tournaments. We shall prove that
all oriented graphs of Moon type can be generated from local transitive tournaments by substitution operations.

### 1.2 Terminology and Notation

A graph $G$ is an ordered pair $(V, E)$, where $V$ is a finite set and $E$ is a set of unordered pairs $xy$ with $x, y \in V$ and $x \neq y$. The elements of $V$ are vertices, and the elements of $E$ are edges. Note that in our definition, we do not allow any loops, i.e., edges joining a vertex to itself. A graph is simple if it contains no multiple edges, i.e., edges joining the same two vertices. All graphs are assumed to be simple, unless stated otherwise (cf. Chapter 6). We will use $G = (V, E)$ or simply $G$ to denote a graph.

If $xy$ is an edge, then the vertex $x$ is adjacent to the vertex $y$ and is incident with the edge $xy$. We use $x \sim y$ to denote that $x$ is adjacent to $y$. If $x$ is not adjacent to $y$, then the vertex $x$ is non-adjacent to the vertex $y$. If $x \sim y$, then $y$ is a neighbour of $x$. The neighbourhood of $x$, denoted by $N(x)$, is the set of all neighbours of $x$. The number of vertices in $N(x)$ is the degree of $x$, denoted by $\text{deg}(x)$. The maximum degree of a graph $G$ is the maximum value among the degrees of all vertices of $G$. We shall use $\Delta(G)$ or simply $\Delta$ to denote the maximum degree of $G$. The closed neighbourhood of $x$, denoted by $N[x]$, is defined to be $N(x) \cup \{x\}$. Note that if two vertices $x$ and $y$ have the same closed neighbourhood, namely if $N[x] = N[y]$, then $x$ and $y$ are adjacent. A graph is reduced if any two distinct vertices have distinct closed neighbourhoods.

Let $G = (V, E)$ and $G' = (V', E')$ be two graphs. We call $G'$ a subgraph of $G$ if $V' \subseteq V$ and $E' \subseteq E$. If in addition $E' = \{xy \in E \mid x, y \in V'\}$ then we call $G'$ an induced subgraph of $G$. For each $S \subseteq V$, the subgraph of $G$ induced by $S$, denoted by $<S>$ or $S$, is the unique induced subgraph of $G$ with vertex set $S$.

Suppose that $G = (V, E)$ is a graph and $S \subseteq V$ is a set of vertices of $G$. We use $G - S$ to denote the subgraph induced by $V - S$. We write $G - x$ instead of $G - \{x\}$. If $S$ contains no adjacent vertices, then $S$ is called an independent set of $G$.

A graph $G = (V, E)$ is isomorphic to a graph $G' = (V', E')$ if there is a one-to-one
mapping \( f \) from \( V \) to \( V' \) such that \( xy \in E \) if and only if \( f(x)f(y) \in E' \). The mapping \( f \) is an isomorphism from \( G \) to \( G' \). If \( G \) is isomorphic to \( G' \), then we also say that \( G \) and \( G' \) are isomorphic, or \( G \) is a copy of \( G' \).

A walk of length \( k \) in a graph \( G = (V, E) \) is a sequence \( v_0e_1v_1e_2 \ldots e_kv_k \) where \( v_0, v_1, \ldots, v_k \) are vertices, \( e_1, e_2, \ldots, e_k \) are edges of \( G \), and \( v_{i-1} \) and \( v_i \) are the two ends of \( e_i \), \( 1 \leq i \leq k \). We will call such a walk a \((v_0, v_k)\)-walk. If all vertices \( v_0, v_1, \ldots, v_k \) and all edges \( e_1, e_2, \ldots, e_k \) are distinct, then the walk is a path. If \( v_0 = v_k \), then the walk is closed. A closed walk \( v_0e_1v_1e_2 \ldots e_kv_0 \) is a cycle if \( v_i \neq v_j \) and \( e_i \neq e_j \) when \( i \neq j \). Whenever we deal with graphs without multiple edges, we may suppress the edges and write \( P = v_1 \sim v_2 \sim \ldots \sim v_k \) to denote a \((v_1, v_k)\)-walk (resp. \((v_1, v_k)\)-path) and use \( C = v_1 \sim v_2 \sim \ldots \sim v_k \sim v_1 \) to denote a closed walk (resp. cycle). Vertices \( v_i \) and \( v_{i+1} \) are called consecutive vertices. (The subscript addition is modulo \( k \) in the case of \( C \).) A path or a cycle is chordless (in a graph \( G \)) if non-consecutive vertices are not adjacent (in \( G \)). A graph is chordal if it contains no chordless cycle of length strictly greater than three.

A graph \( G \) is connected if there is an \((x, y)\)-path for any two vertices \( x \) and \( y \). A connected component or simply a component of \( G \) is a maximal connected subgraph of \( G \). For any two vertices \( x \) and \( y \), the length of a shortest \((x, y)\)-path is the distance between \( x \) and \( y \).

We now define the substitution operation: To substitute a graph \( H \) for a vertex \( v \) of a graph \( G \) means to form a new graph \( G' \) from \( G \) by replacing \( v \) with \( H \) so that in \( G' \) every vertex of \( H \) is adjacent to every neighbour of \( v \).

Let \( \mathcal{F} = \{S_1, S_2, \ldots, S_n\} \) be a family of sets. The intersection graph of \( \mathcal{F} \) is a graph \( G \) with the vertex set \( \{v_1, v_2, \ldots, v_n\} \) such that \( v_i \sim v_j \) if and only if \( S_i \cap S_j \neq \emptyset \). The family \( \mathcal{F} \) is called a representation of the graph \( G \).

A circular arc family is a collection of arcs on a circle. A circular arc family is inclusion-free or proper if no arc is completely contained in another. A graph \( G \) is a circular arc graph if it is an intersection graph of a circular arc family; \( G \) is a proper circular arc graph if it is an intersection graph of a proper circular arc family. An interval family is a collection of intervals on the real line. An interval family is
inclusion-free or proper if no interval is completely contained in another. A graph $G$ is an interval graph if it is an intersection graph of an interval family; a proper interval graph is an intersection graph of a proper interval family. An interval graph is a circular arc graph and a proper interval graph is a proper circular arc graph.

A digraph $D$ is an ordered pair $(V, A)$, where $V$ is a finite set and $A$ is a set of ordered pairs $xy$ with $x, y \in V$ (i.e., $A$ is a binary relation on $V$). The elements of $V$ are vertices and the elements of $A$ are arcs. In our definition of a digraph, we do not allow multiple arcs, i.e., arcs joining two vertices $x$ and $y$ in the same direction (either all from $x$ to $y$ or all from $y$ to $x$), and we do not allow loops, i.e., arcs joining a vertex to itself. The vertices $x$ and $y$ are adjacent if there is an arc between them. We will use $D = (V, A)$ or simply $D$ to denote a digraph. We use $G(D)$ to denote the underlying graph of $D$, i.e., the graph with vertex set $V$ and $u \sim v$ if and only if $u$ and $v$ are adjacent. We call $D = (V, A)$ an oriented graph if the relation $A$ is antisymmetric.

If $xy$ is an arc of a digraph $D$, then we say that $x$ dominates $y$ or $y$ is dominated by $x$, written as $x \rightarrow y$. We shall write $x \not\rightarrow y$ if $x$ does not dominate $y$. Suppose that $A$ and $B$ are two subsets of $V(D)$. If every vertex in $A$ is adjacent to every vertex in $B$, then $A$ and $B$ are completely adjacent. If no vertex in $A$ is adjacent to a vertex in $B$, then $A$ and $B$ are completely non-adjacent. If every vertex in $A$ dominates every vertex in $B$, then we say that $A$ dominates $B$ or $B$ is dominated by $A$, and write $A \rightarrow B$.

For any two vertices $x$ and $y$, if $x$ dominates $y$, then $y$ is an out-neighbour of $x$, and $x$ is an in-neighbour of $y$. The outset of $x$, denoted by $O(x)$, consists of all out-neighbours of $x$, and the closed outset of $x$, denoted by $O[x]$, is just $O(x) \cup \{x\}$. The inset of $x$, denoted by $I(x)$, consists of all in-neighbours of $x$, and the closed inset of $x$, denoted by $I[x]$, is $I(x) \cup \{x\}$. The number of vertices in $O(x)$, denoted by $d^+(x)$, is the outdegree of $x$, and the number of vertices in $I(x)$, denoted by $d^-(x)$, is the indegree of $x$. A digraph $D$ is $k$-regular if all vertices of $D$ have indegree and outdegree $k$.

Let $D = (V, A)$ and $D' = (V', A')$ be two digraphs. We call $D'$ a subdigraph of
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Let $D$ be a digraph. If $V' \subseteq V$ and $A' \subseteq A$. If in addition $A' = \{xy \in A \mid x, y \in V'\}$ then we call $D'$ an induced subdigraph of $D$. For each $S \subseteq V(D)$, the subdigraph of $D$ induced by $S$, denoted by $<S>$ or $S$, is the unique induced subdigraph of $D$ with vertex set $S$. For convenience, we will usually not distinguish a subset $S$ of vertices and the subdigraph induced by $S$. We define $D - x$ to be the subgraph of $D$ induced by $V - x$. We write $D - S$ instead of $D - \{x\}$.

A directed path $P$ of length $k$ is a digraph with the vertex set $\{x_0, x_1, \ldots, x_k\}$ and the arc set $\{x_0 \rightarrow x_1, x_1 \rightarrow x_2, \ldots, x_{k-1} \rightarrow x_k\}$, such that all the vertices and arcs shown are distinct. We will call such a directed path an $(x_0, x_k)$-path and will denote it by $x_0 \rightarrow x_1 \rightarrow x_2 \ldots \rightarrow x_{k-1} \rightarrow x_k$.

A directed cycle $C$ of length $k$ is a digraph with the vertex set $\{v_1, v_2, \ldots, v_k\}$ and the arc set $\{x_1 \rightarrow x_2, x_2 \rightarrow x_3, \ldots, x_{k-1} \rightarrow x_k, x_k \rightarrow x_1\}$. A hamiltonian path (resp. hamiltonian cycle) in a digraph $D$ is a path (resp. cycle) with the vertex set $V(D)$.

A digraph $D$ is strong if for any two vertices $x$ and $y$ there is a directed $(x, y)$-path and a directed $(y, x)$-path. A strong component of a digraph $D$ is a maximal strong subdigraph. The strong component digraph $SC(D)$ of a digraph $D$ is obtained by contracting each strong component to a single vertex (some authors call this the condensation of $D$, [37]).

Suppose that $D$ is a digraph. We define a relation $\equiv$ on the set $V(D)$: Let $x$ and $y$ be two vertices of $D$. Then $x \equiv y$ if and only if $N[x] = N[y]$ in $G(D)$. It is easy to see $\equiv$ is an equivalence relation on $V(D)$. Let $V_1, V_2, \ldots, V_p$ be the equivalence classes of the corresponding partition. We refer to each $V_i$ as a block. Then each block induces a semicomplete digraph and two blocks are either completely adjacent or completely non-adjacent.

For digraphs, the substitution operation is defined as follows: To substitute a digraph $S$ for a vertex $v$ of a digraph $D$ means to form a new digraph $D'$ from $D$ by replacing $v$ with $S$ so that in $D'$ every vertex of $S$ dominates every out-neighbour of $v$ and is dominated by every in-neighbour of $v$. 


Chapter 1. Introduction

A c-colouring of a digraph $D = (V, A)$ (or a graph $G = (V, E)$) is a mapping from $V$ to a set $C$ of size $c$ such that two adjacent vertices are mapped to distinct elements. Each element of $C$ is called a colour. For each colour, the set of preimages of that colour is called a colour class.

A semicomplete digraph is a digraph which does not contain non-adjacent vertices. A tournament is a semicomplete oriented graph. A locally semicomplete digraph is a digraph $D$ in which the outset as well as the inset of each vertex induces a semicomplete digraph. A local tournament is a locally semicomplete digraph which is an oriented graph, [20, 39, 41, 47]. In other words, a local tournament is an oriented graph in which the outset as well as the inset of each vertex induces a tournament.

An oriented graph $D$ is transitive if for each vertex $x$ every vertex in $I(x)$ dominates every vertex in $O(x)$. An oriented graph is a local transitive tournament is an oriented graph in which the outset as well as the inset of each vertex induces a transitive tournament.

An oriented graph is an in-tournament (resp. out-tournament) if the inset (resp. the outset) of each vertex induces a tournament, [11]. The class of local tournaments is in fact the intersection of the class of in-tournaments and the class of out-tournaments. An oriented graph $D$ is locally bicomplete if for each vertex $x$ every vertex in $I(x)$ is adjacent to every vertex in $O(x)$.

An orientation of a graph $G$ is a digraph obtained from $G$ by assigning a direction to every edge of $G$. In other words, $D$ is an orientation of $G$ if and only if $G = G(D)$.

A graph is orientable as a local tournament or local-tournament-orientable if there is an orientation $D$ of $G$ which is a local tournament. The oriented graph $D$ is a local-tournament orientation of $G$. Terms such as locally-transitive-tournament-orientable (orientable as a local transitive tournament), in-tournament-orientable (orientable as an in-tournament), local-bicomplete-orientable (orientable as a locally bicomplete oriented graph), and transitively orientable (orientable as a transitive oriented graph) are defined analogously.

A full reversal of a digraph is an operation which reverses the direction of each arc of $D$. A graph $G$ is uniquely orientable as a local tournament if $G$ admits precisely
two local-tournament orientations both of which are obtainable from the other by a full reversal.
Chapter 2

Local Tournaments

2.1 Local-tournament Orientability

Recall that a local tournament is an oriented graph in which the outset as well as the inset of each vertex induces a tournament. All tournaments are of course local tournaments. Moreover all directed paths and cycles are also local tournaments. It has been shown in [4] that many nice properties of tournaments are valid for locally semicomplete digraphs and hence also for local tournaments. In particular, a locally semicomplete digraph always has a hamiltonian path, and it has a hamiltonian cycle if and only if it is strong.

We are interested in graphs orientable as local tournaments (recall we refer to them as local-tournament-orientable graphs). Since every induced subgraph of a local tournament is also a local tournament, every induced subgraph of a local-tournament-orientable graph is also local-tournament-orientable.

In 1982, Skrien discovered, in different terminology, the following nice result which gives a full characterization of local-tournament-orientable graphs (cf. [71]). This result was independently found in [49] and we give our proof later in this thesis.

**Theorem 2.1.1** A connected graph is local-tournament-orientable if and only if it is a proper circular arc graph. ☐
We emphasize that the condition 'connected' is necessary. For example, a graph consisting of a directed cycle of length 4 and an isolated vertex is local-tournament-orientable but is not a proper circular arc graph. However a general proper circular arc graph is always local-tournament-orientable. Moreover if a graph (not necessarily connected) is local-tournament-orientable, then each connected component must be a proper circular arc graph. Since a proper interval graph is a proper circular arc graph, the following result is an easy consequence of Theorem 2.1.1.

**Corollary 2.1.2** Every proper interval graph is local-tournament-orientable. □

To determine whether a connected graph is local-tournament-orientable, it is enough, according to Theorem 2.1.1, to verify whether it is a proper circular arc graph. In [81], Tucker gave a matrix characterization of proper circular arc graphs. From it an $O(n^2)$ time algorithm can be obtained to recognize proper circular arc graphs (cf. [61]). In this section, we will give a simple algorithm to recognize local-tournament-orientable graphs. Our algorithm runs in time $O(m\Delta)$, where $m$ is the number of edges and $\Delta$ is the maximum degree of the input graph. An optimal algorithm will be given in Chapter 4. In order to describe our algorithm, we give the following notation which is also useful in later discussions.

Let $G = (V, E)$ be a graph. We define

$$F(G) = \{(u, v)| uv \in E\}$$

the set of all ordered pairs $(u, v)$ such that $uv$ is an edge of $G$. Note that each $uv \in E$ gives rise to two ordered pairs $(u, v)$ and $(v, u)$ of $F(G)$. We also define for each subset $B$ of $F(G)$,

$$B^{-1} = \{(u, v)| (v, u) \in B\} \text{ and } \hat{B} = \{uv \in E| (u, v) \in B \cup B^{-1}\}.$$  

We now define the **characteristic graph** $G^*$ with the vertex set $F(G)$ and adjacency defined by the following: Each $(u, v) \in F(G)$ is adjacent to $(v, u)$, to any $(u, w) \in F(G)$ with $v \neq w$ and $vw \notin E$, to any $(w, v) \in F(G)$ with $u \neq w$ and $uw \notin E$, and to no other vertex of $G^*$. 

Theorem 2.1.3 A graph $G$ admits a local-tournament orientation if and only if the characteristic graph $G^*$ is 2-colourable.

Moreover, if $G^*$ is 2-coloured with $A$ being a colour class, then $D = (V, A)$ is a local-tournament orientation of $G$.

Proof: Suppose that $D$ is a local-tournament orientation of $G$. We colour the vertices of $G^*$ with two colours $\mu$ and $\tau$ in the following way: Colour a vertex $(u, v)$ by $\mu$ if $u$ dominates $v$, and by $\tau$ if $v$ dominates $u$ in $D$. Let $(x, y)$ and $(x', y')$ be two adjacent vertices of $G^*$. It is easy to see that $x$ dominates $y$ if and only if $y'$ dominates $x'$ in $D$. Hence $(x, y)$ and $(x', y')$ are coloured with different colours. Therefore $G^*$ is 2-colourable.

Suppose now that $G^*$ is 2-coloured with $A$ being a colour class. We prove that $D = (V, A)$ is a local-tournament orientation of $G$. Since, for each $(u, v) \in F(G)$, $(u, v)$ and $(v, u)$ are adjacent in $G^*$, exactly one of $(u, v)$ and $(v, u)$ belongs to $A$. Thus $D$ is an orientation of $G$. To show that $D$ is a local tournament, let $u$, $v$, and $w$ be three vertices of $G$ such that $v$ and $w$ are two non-adjacent neighbours of $u$. Then $(u, v), (u, w) \in F(G)$ are adjacent in $G^*$ (and $(v, u)$ and $(w, u)$ are adjacent in $G^*$). Hence at most one of $(u, v)$ and $(u, w)$ (and at most one of $(v, u)$ and $(w, u)$) belongs to $A$. Therefore $D$ is a local-tournament orientation of $G$.

Theorem 2.1.3 proves the correctness of the following algorithm for recognizing local-tournament-orientable graphs and finding local-tournament orientations.

Algorithm 2.1.4 Let $G = (V, E)$ be a graph.

Step 1. Construct the characteristic graph $G^*$ of $G$.

Step 2. If $G^*$ is not 2-colourable, then $G$ is not local-tournament-orientable.

Step 3. If $G^*$ is 2-colourable, then find any 2-colouring of $G^*$ and obtain a local-tournament orientation $D = (V, A)$ of $G$ where $A$ is a colour class of $G^*$.

Theorem 2.1.5 There is an $O(m\Delta)$ algorithm to recognize local-tournament-orientable graphs and to find such an orientation if there is one.
Proof: The graph $G^*$ has $O(m)$ vertices, $O(\Sigma_{uv \in E \deg(u) + \deg(v)}) = O(m\Delta)$ edges and it can be constructed in time $O(m\Delta)$. In the same time we can test, by breadth-first search, whether it is 2-colourable, and find a 2-colouring of $G^*$. \qed

Corollary 2.1.6 There is an $O(m\Delta)$ algorithm to recognize proper circular arc graphs.

Proof: This is immediate from Theorems 2.1.1 and 2.1.5. \qed

Let $(u,v),(x,y) \in F(G)$ be two ordered pairs. We say $(u,v)$ forces $(x,y)$, denoted by $(u,v)\Gamma(x,y)$, if one of the following conditions is satisfied.

- $u = x$ and $v = y$;
- $v = x$, $u \neq y$, and $uy \notin E$;
- $u = y$, $v \neq x$, and $vx \notin E$.

It is obvious that if $(u,v)\Gamma(x,y)$ then $(u,v)$ is adjacent to $(y,x)$ (and $(x,y)$ is adjacent to $(v,u)$) in $G^*$. We say that $(u,v)$ implies $(x,y)$, denoted by $(u,v)\Gamma^*(x,y)$, if there exist $(u_1,v_1),(u_2,v_2),\ldots,(u_k,v_k) \in F(G)$ so that

$$(u,v) = (u_1,v_1)\Gamma(u_2,v_2)\Gamma\ldots\Gamma(u_k,v_k) = (x,y).$$

**Lemma 2.1.7** For any graph $G$, the binary relation $\Gamma^*$ on $F(G)$ is an equivalence relation. \qed

According to Lemma 2.1.7, the equivalence relation $\Gamma^*$ partitions $F(G)$ into equivalence classes. We call each of these equivalence classes a $\Gamma^*$-class.

**Lemma 2.1.8** Let $D$ be a local-tournament orientation of $G$. If $(u,v)\Gamma^*(x,y)$ for some $(u,v)$ and $(x,y)$ in $F(G)$, then $u \rightarrow v$ if and only if $x \rightarrow y$ in $D$.\hfill \qed
Proof: We prove that if \((u, v) \Gamma (x, y)\) for some \((u, v), (x, y) \in F(G)\), then \(u \rightarrow v\) if and only if \(x \rightarrow y\). The general proof can be done by induction.

If \(u = x\) and \(v = y\), then the conclusion follows trivially. Suppose that \(v = x\), \(u \neq y\), and \(uy \notin E\). If \(u \rightarrow v\) and \(y \rightarrow x\) in \(D\), then the vertex \(v\) has two non-adjacent in-neighbours, contradicting the fact that \(D\) is a local tournament. If \(v \rightarrow u\) and \(x \rightarrow y\) in \(D\), then the vertex \(v\) has two non-adjacent out-neighbours, contradicting the fact that \(D\) is a local tournament. A similar proof applies when \(u = y\), \(v \neq x\), and \(vx \notin E\).

Theorem 2.1.9 A graph \(G\) is orientable as a local tournament if and only if there is no \((u, v) \in F(G)\) such that \((u, v) \Gamma ^*(v, u)\).

Proof: The necessity follows immediately from Lemma 2.1.8. For the sufficiency, assume that there is no \((u, v) \in F(G)\) with \((u, v) \Gamma ^*(v, u)\). We apply the following procedure to obtain an orientation \(D\) of \(G\). Arbitrarily pick an edge \(uv\) which has not been oriented and let \(x \rightarrow y\) in \(D\) for all \((x, y)\) such that \((u, v) \Gamma ^*(x, y)\). Continue the procedure until every edge of \(G\) is oriented. Since there is no \((u, v) \in F(G)\) with \((u, v) \Gamma ^*(v, u)\), each edge of \(G\) is assigned precisely one direction. Thus \(D\) is an orientation of \(G\). If \(D\) is not a local tournament, then there exists a vertex \(x\) such that either \(O(x)\) or \(I(x)\) is not complete. Assume \(O(x)\) is not complete. Then there are two non-adjacent vertices \(y\) and \(z\) which are dominated by \(x\). Hence \((x, y) \Gamma ^*(z, x)\) in \(F(G)\) and by the above procedure \(x \rightarrow y\) if and only if \(z \rightarrow x\) in \(D\). We have \(z \rightarrow x\) since \(x \rightarrow y\). Therefore we have both \(x \rightarrow z\) and \(z \rightarrow x\) in \(D\), a contradiction. A similar discussion applies when \(I(x)\) is not complete.

The proof of Theorem 2.1.9 gives an alternative implementation of Algorithm 2.1.4, by working directly on the graph \(G\).

Corollary 2.1.10 A graph \(G\) is orientable as a local tournament if and only if \(B \cap B^{-1} = \emptyset\) for any \(\Gamma ^*\)-class \(B\).
Proof: This follows from Lemma 2.1.7, Theorem 2.1.9, and the fact that \( B \cap B^{-1} \neq \emptyset \) if and only if \( B \) contains both \((u, v)\) and \((v, u)\) for some \((u, v) \in F(G)\). \(\square\)

Corollary 2.1.11 If \( G \) is a local-tournament-orientable graph with \( \Delta(G) = n - 1 \), then \( \overline{G} \) is bipartite.

Proof: Suppose that \( \overline{G} \) is not bipartite. Let \( u_1 \sim u_2 \sim \ldots \sim u_{2k+1} \) be an odd cycle in \( \overline{G} \). Since \( \Delta(G) = n - 1 \), \( G \) contains a vertex \( v \) of degree \( n - 1 \). Note that, in \( G \), \( v \neq u_i \) and \( v \sim u_i \) for each \( i = 1, 2, \ldots, 2k + 1 \). Then

\[
(v, u_1)\Gamma(u_2, v)\Gamma \ldots \Gamma(v, u_{2k+1})\Gamma(u_1, v).
\]

Hence \((v, u_1)\Gamma^*(u_1, v)\) and by Theorem 2.1.9 \( G \) is not local-tournament-orientable, contradicting our hypothesis. \(\square\)

Figure 2.1: The Claw and the Net

A graph is claw-free if it contains no claw (see Fig. 2.1) as an induced subgraph. Similarly a graph is net-free if it contains no net as an induced subgraph.

Corollary 2.1.12 A local-tournament-orientable graph is claw-free and net-free.

Proof: It suffices to show that neither the claw nor the net is local-tournament-orientable. In the claw, we have

\[
(a, b)\Gamma(b, c)\Gamma(d, b)\Gamma(b, a),
\]
and in the net, we have

\[(a, b) \Gamma(b, c) \Gamma(c, e) \Gamma(d, c) \Gamma(f, d) \Gamma(d, b) \Gamma(b, a).\]

Therefore, by Theorem 2.1.9, neither the claw nor the net is orientable as a local tournament.

\[\Box\]

**Proposition 2.1.13** Let \(G\) be a local-tournament-orientable graph and suppose that \(G^*\) is coloured with two colours. Then each \(\Gamma^*\)-class consists of all vertices of one colour in one component of \(G^*\).

**Proof:** Suppose that \(A\) is a \(\Gamma^*\)-class. For any two elements \((u, v)\) and \((x, y)\) of \(A\), by definition of a \(\Gamma^*\)-class, there exist \((x_0, y_0), (x_1, y_1), \ldots, (x_i, y_i)\) such that

\[(u, v) = (x_0, y_0) \Gamma(x_1, y_1) \Gamma \cdots \Gamma(x_i, y_i) = (x, y).\]

Hence, in \(G^*\),

\[(u, v) = (x_0, y_0) \sim (y_0, x_0) \sim (x_1, y_1) \sim \cdots \sim (x_i, y_i) = (x, y)\]

is a path of even length from \((u, v)\) to \((x, y)\). Therefore \((u, v)\) and \((x, y)\) are in the same component and must be coloured with the same colour.

On the other hand, suppose that \((u, v)\) and \((x, y)\) are coloured with the same colour and are in the same component of \(G^*\). Then there is a path of even length from \((u, v)\) to \((x, y)\). Assume that

\[(u, v) = (a_0, b_0) \sim (a_1, b_1) \sim \cdots \sim (a_j, b_j) = (x, y)\]

is such a path. Then

\[(u, v) = (a_0, b_0) \Gamma(b_1, a_1) \Gamma \cdots \Gamma(a_j, b_j) = (x, y).\]

Hence \((u, v)\) and \((x, y)\) are in the same \(\Gamma^*\)-class. \[\Box\]
Suppose that $G$ is local-tournament-orientable and suppose that $G^*$ is coloured with $\mu$ and $\tau$. If $B$ is the set of all vertices coloured with $\mu$ in one component, then $B^{-1}$ is the set of all vertices coloured with $\tau$ in the same component as the vertices of $B$. Hence both $B$ and $B^{-1}$ are independent in $G^*$.

Note that by switching the two colours of vertices in a component of $G^*$ we get a new 2-colouring. Therefore if we let

$$F(G) = B_1 \cup B_2 \cup \ldots \cup B_t \cup B_1^{-1} \cup B_2^{-1} \cup \ldots \cup B_t^{-1}$$

be the decomposition of $F(G)$ into $\Gamma^*$-classes, then each $B_i$ (and each $B_i^{-1}$) is an independent set in $G^*$ and each $B_i \cup B_i^{-1}$ induces a component of $G^*$ for each $i = 1, 2, \ldots, t$. Moreover, by Algorithm 2.1.4, a local-tournament orientation of $G$ can be obtained by choosing the arc set to be $A_1 \cup A_2 \cup \ldots \cup A_t$ where $A_i = B_i$ or $B_i^{-1}$ for each $i = 1, 2, \ldots, t$. In fact, it is not difficult to see that this gives all possible local-tournament orientations of $G$.

**Corollary 2.1.14** A graph $G$ is uniquely local-tournament-orientable if and only if $G^*$ is a connected bipartite graph.

We close this section by presenting the following theorem.

**Theorem 2.1.15** The following statements are equivalent for a connected graph $G$:

1. $G$ is a proper circular arc graph;
2. $G$ is local-tournament-orientable;
3. $G$ is local-transitive-tournament-orientable;
4. $G^*$ is 2-colourable;
5. $B \cap B^{-1} = \emptyset$ for each $\Gamma^*$-class;
Proof: The equivalence between statements 1 and 2 is Theorem 2.1.1. The equivalence between statements 2 and 4 is basically Theorem 2.1.3. The equivalence between statements 2 and 3 will be proved later (see Corollary 2.2.10). Finally the equivalence between statements 2 and 5 is just Corollary 2.1.10.

2.2 Local Transitive Tournaments

We call an oriented graph $D$ straight [20], if the vertices of $D$ can be linearly ordered $v_1, v_2, \ldots, v_n$ so that each vertex $v_i$ dominates $v_{i+1}, v_{i+2}, \ldots, v_{i+r}$ and is dominated by $v_{i-1}, v_{i-2}, \ldots, v_{i-l}$, where $l = d^-(v_i)$ and $r = d^+(v_i)$. We call such a linear ordering of vertices a straight enumeration of $D$. We say that a graph $G$ is straight-orientable if there is an orientation $D$ of $G$ so that $D$ is straight. If $G$ is straight-orientable, then the vertices of $G$ can be linearly ordered $v_1, v_2, \ldots, v_n$ so that for each $i$ there exist $l, r \geq 0$ (which may depend on the subscript $i$) such that

$$N[v_i] = \{v_{i-l}, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_{i+r}\},$$

where both $\{v_{i-l}, \ldots, v_{i-1}, v_i\}$ and $\{v_i, v_{i+1}, \ldots, v_{i+r}\}$ induce complete subgraphs of $G$. We also call such a linear ordering of vertices a straight enumeration of $G$. We refer to $v_i v_{i-l}$ as the left-most wave at $v_i$ if $l \neq 0$ and to $v_i v_{i+r}$ as the right-most wave at $v_i$ if $r \neq 0$.

We call an oriented graph $D$ round [20], if the vertices of $D$ can be circularly ordered $v_1, v_2, \ldots, v_n$ so that each vertex $v_i$ dominates $v_{i+1}, v_{i+2}, \ldots, v_{i+r}$ and is dominated by $v_{i-1}, v_{i-2}, \ldots, v_{i-l}$, where $l = d^-(v_i)$, $r = d^+(v_i)$, and subscript additions and subtractions are modulo $n$. We call such a linear ordering of vertices a round enumeration of $D$. (A round tournament is sometimes called dominating orientable cf. [2].) We say that a graph $G$ is round-orientable if there is an orientation $D$ of $G$ so that $D$ is round. If $G$ is round-orientable, then the vertices of $G$ can be circularly ordered $v_1, v_2, \ldots, v_n$ so that for each $i$ there exist $l, r \geq 0$ (which may depend on the subscript $i$) such that

$$N[v_i] = \{v_{i-l}, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_{i+r}\},$$
where both \( \{v_{i-1}, \ldots, v_{i-1}, v_i\} \) and \( \{v_i, v_{i+1}, \ldots, v_{i+r}\} \) induce complete subgraphs of \( G \) and where subscript additions and subtractions here are modulo \( n \). We also call such a circular ordering of vertices a round enumeration of \( G \). We refer to \( v_i, v_{i-l} \) as the left-most wave at \( v_i \) if \( l \neq 0 \) and \( v_i, v_{i+r} \) as the right-most wave at \( v_i \) if \( r \neq 0 \).

Suppose that \( v_1, v_2, \ldots, v_n \) is a straight enumeration. If, for some \( i < j \), \( v_i, v_j \) is an edge, then \( < \{v_i, v_{i+1}, \ldots, v_j\} > \) is complete. Suppose that \( v_1, v_2, \ldots, v_n \) is a round enumeration. If \( v_i, v_j \) is an edge, then at least one of \( < \{v_i, v_{i+1}, \ldots, v_j\} > \) and \( < \{v_j, v_{j+1}, \ldots, v_i\} > \) is complete. These are useful observations which are frequently employed in the sequel.

We shall see below that the class of connected straight oriented graphs is the same as the class of connected non-strong local transitive tournaments, and the class of connected round oriented graphs is the same as the class of connected local transitive tournaments. First we have the following lemma.

**Lemma 2.2.1** If \( D \) is a connected local tournament which contains no directed cycle, then \( D \) contains a unique vertex of indegree zero.

**Proof:** Since \( D \) is acyclic, \( D \) contains at least one vertex of indegree zero. On the other hand, if \( a \) and \( b \) were two distinct vertices of indegree zero, then \( a \) and \( b \) are non-adjacent, and it is easy to see that the shortest path (which contains no chord) joining \( a \) and \( b \) in \( G(D) \) must contain a vertex with both incident edges oriented towards it, contradicting the fact that \( D \) is a local tournament. \( \square \)

**Theorem 2.2.2** The following four properties are equivalent for a connected oriented graph \( D \):

1. \( D \) is a non-strong local transitive tournament;
2. \( D \) is an acyclic local tournament;
3. \( D \) is a straight oriented graph;
4. there exists an inclusion-free family of intervals associated with the vertices of $D$ such that $u$ dominates $v$ in $D$ if and only if the interval associated with $u$ contains the left endpoint of the interval associated with $v$ (the interval of $u$ intersects the interval of $v$ 'on the left').

**Proof:** $1 \Rightarrow 2$: Suppose that $D$ is a connected non-strong local transitive tournament. Assume that $D$ contains directed cycles. Let

$$C = x_1 \rightarrow x_2 \rightarrow \ldots \rightarrow x_l \rightarrow x_1$$

be a longest directed cycle in $D$. Since $D$ is non-strong, $C$ can not contain all vertices of $D$. Since $D$ is connected, there exists a vertex $y$ which is not a vertex of $C$ and is adjacent to some vertex $x_i$ of $C$. Suppose that $x_i \rightarrow y$. (A similar discussion applies if $y \rightarrow x_i$.) Then both $x_{i+1}$ and $y$ are dominated by $x_i$. Also $y$ and $x_{i+1}$ are adjacent because $D$ is a local tournament. Note that $y$ can not dominate $x_{i+1}$ as otherwise we would obtain a cycle

$$x_1 \rightarrow \ldots \rightarrow x_i \rightarrow y \rightarrow x_{i+1} \rightarrow \ldots \rightarrow x_l \rightarrow x_1$$

of length $l + 1$, contradicting the choice of $C$. Hence $x_{i+1}$ dominates $y$. Now both $x_{i+2}$ and $y$ are dominated by $x_{i+1}$ and so $x_{i+2}$ is adjacent to $y$. Again $y$ can not dominate $x_{i+2}$ as otherwise we would obtain a longer cycle in $D$. So $x_{i+2}$ dominates $y$. Continuing this discussion, we conclude that each vertex of $C$ dominates $y$. Therefore $C$ is completely contained in $I(y)$. This is impossible as $I(y)$ must induce a transitive tournament.

$2 \Rightarrow 3$: Suppose that $D$ is an acyclic local tournament. We can obtain a straight enumeration of the vertices of $D$ as follows: Let $v_1$ be the unique vertex of indegree zero (see Lemma 2.2.1). Assume $v_1, v_2, \ldots, v_k$ have already been defined: let $v_{k+1}$ be the unique out-neighbour of $v_k$ in $D - \{v_1, v_2, \ldots, v_k\}$ which dominates every other out-neighbour of $v_k$ in $D - \{v_1, v_2, \ldots, v_k\}$. (Recall that the outset of $v_k$ is a transitive tournament.) We claim that when $v_k$ has no out-neighbours in $D - \{v_1, v_2, \ldots, v_k\}$, then $k = n$, i.e., all vertices have been ordered. Suppose $k < n$. Since $D$ is connected, there is an edge $v_i w$ or $wv_i$ with $w$ not among $v_1, v_2, \ldots, v_n$. Since the two cases
are similar, assume that \( v_i \) dominates \( w \). From the definition of \( v_{i+1} \) and the fact that \( D \) is a local tournament, we see that \( v_{i+1} \) must dominate \( w \). Continuing this way we conclude that \( v_k \) dominates \( w \), a contradiction. To see that this is a straight enumeration of \( D \), consider a vertex \( v_i \) dominating a vertex \( v_j \) with \( j > i \). Since \( v_{j-1} \) always dominates \( v_j \) (if \( j > 1 \)), the vertices \( v_i \) and \( v_{j-1} \) are adjacent. If \( v_{j-1} \) dominates \( v_i \), then \( v_{i-1} \) and \( v_{j-1} \) are adjacent and hence \( v_{j-1} \) dominates \( v_{i-1} \) (otherwise the choice of \( v_i \) was incorrect). Continuing this way we see that \( v_{j-1} \) dominates \( v_1 \), a contradiction. Therefore \( v_i \) must dominate \( v_{j-1} \). It follows that \( v_i \) dominates \( v_{i+1}, v_{i+2}, \ldots, v_{i+l} \) for some \( l \), and a similar argument shows that it is dominated by \( v_{i-1}, v_{i-2}, \ldots, v_{i-k} \) for some \( k \).

3 \( \Rightarrow \) 4: Given a straight enumeration \( v_1, v_2, \ldots, v_n \) of \( D \), we associate with \( v_i \) the interval on the real line from \( i \) to \( i + d_i^+ + 1 - \frac{1}{4} \), where \( d_i^+ \) is the outdegree of \( v_i \). Then it can be verified that this is a proper interval representation in which the interval \( u \) contains the left endpoint of the interval \( v \) if and only if in \( D \) the vertex associated with \( u \) dominates the vertex associated with \( v \).

4 \( \Rightarrow \) 1: The outset of a vertex \( x \) is associated with an inclusion-free family of intervals which all contain the right endpoint of the interval corresponding to \( x \). Thus they are linearly ordered by their left endpoints. Hence the vertices associated with these intervals induce a transitive tournament in \( D \). Since all intervals are linearly ordered on the real line, \( D \) is non-strong. Therefore \( D \) is a non-strong local transitive tournament.

Note that the constructions in the above proof can all be performed in time \( O(m + n) \). In fact, given a non-strong local transitive tournament, it takes \( O(m + n) \) time to construct a straight enumeration. Now given a straight enumeration, it takes \( O(n) \) time to construct a proper circular arc representation.

**Corollary 2.2.3** Suppose an acyclic local-tournament orientation \( D \) of a proper interval graph \( G \) is given. Then a straight enumeration \( D \), and hence an interval representation \( G \), can be found in time \( O(m + n) \).
The following lemma is taken from [4].

**Lemma 2.2.4** Suppose that $D$ is a connected non-strong local tournament. Then the strong components of $D$ can be linearly ordered $C_1, C_2, \ldots, C_k$ so that

1. each $C_i$ is complete, $i = 1, 2, \ldots, k$,
2. $C_i \rightarrow C_{i+1}$, $i = 1, 2, \ldots, k - 1$,
3. if $j < i$ then no vertex in $C_i$ dominates a vertex in $C_j$,
4. if $i \neq j$ then $C_i$ and $C_j$ are completely adjacent or completely non-adjacent, and
5. if $C_i \rightarrow C_j$ then $C_i \cup C_{i+1} \ldots \cup C_j$ is complete. \hfill \Box

**Theorem 2.2.5** If a connected graph $G$ admits a non-strong local-tournament orientation, then $G$ admits a straight enumeration.

**Proof:** Suppose that $D$ is a non-strong local-tournament orientation of $G$. Then the strong components of $D$ can be linearly ordered $C_1, C_2, \ldots, C_k$ so that the properties in Lemma 2.2.4 hold. We form an oriented graph $D'$ from $D$ in the following way: Replace each $C_i$ by a transitive tournament $T_i$ of order $|V(C_i)|$. Note that $T_i \rightarrow T_j$ in $D'$ if and only if $C_i \rightarrow C_j$ in $D$. We see that $D'$ is an orientation of $G$. Since $T_i$ is a transitive tournament, the vertices of $T_i$ can be linearly ordered $c_{i,1}, c_{i,2}, \ldots, c_{i,k_i}$ so that $c_{i,p} \rightarrow c_{i,q}$ if $p < q$. We prove that the following linear order of the vertices is a straight enumeration of $D'$:

$$c_{1,1}, \ldots, c_{1,k_1}, c_{2,1}, \ldots, c_{2,k_2}, \ldots, c_{k,1}, \ldots, c_{k,k_k}.$$ 

Consider a vertex $c_{i,p}$. By property 3 of Lemma 2.2.4, $c_{i,p} \not\rightarrow c_{j,q}$ if $j < i$ or $i = j$ and $q < p$. We know that $c_{i,p}$ dominates $c_{i,(p+1)}, c_{i,(p+2)}, \ldots, c_{i,k_i}$. Furthermore, if $c_{i,p}$ dominates $c_{j,q}$ for some $j > i$, then $c_{i,p}$ also dominates $c_{(i+1),1}, \ldots, c_{(i+1),(i+1)}, \ldots, c_{j,1}, \ldots, c_{j,l_j}$ according to properties 3, 4, and 5 of Lemma 2.2.4. Hence the out-neighbours of $c_{i,p}$ appear consecutively succeeding $c_{i,p}$. A similar argument applies to show that the
in-neighbours of \( c_{i,p} \) appear consecutively preceding \( c_{i,p} \).

Let \( i \) be a circular arc on a circle. Suppose that \( i \) begins at \( p \) and ends at \( q \) in the clockwise direction of the circle. We call \( p \) the head and \( q \) the tail of \( i \), denoted by \( h(i) \) and \( t(i) \), respectively.

**Theorem 2.2.6** The following three properties are equivalent for a connected oriented graph \( D \):

1. \( D \) is a local transitive tournament;

2. \( D \) is a round oriented graph;

3. there exists an inclusion-free family of circular arcs associated with the vertices of \( D \) such that \( u \rightarrow v \) in \( D \) if and only if the circular arc associated with \( u \) contains the head of the circular arc associated with \( v \).

**Proof:** We only need to show that the properties are equivalent for the case when \( D \) is strong, as for the non-strong case we have Theorem 2.2.2. We remark that in the entire proof the subscript additions and subtractions are modulo \( n \).

1 \( \Rightarrow \) 2: Suppose that \( D \) is a connected local transitive tournament. We obtain a round enumeration of \( D \) as follows: Start with any vertex \( v_1 \). Assume that \( v_1, v_2, \ldots, v_k \) have already been defined. Let \( v_{k+1} \) be the unique out-neighbour of \( v_k \) in \( D - \{v_1, v_2, \ldots, v_k\} \) which dominates every other out-neighbour of \( v_k \) in \( D - \{v_1, v_2, \ldots, v_k\} \). We claim that when \( v_k \) has no out-neighbours in \( D - \{v_1, v_2, \ldots, v_k\} \), then \( k = n \), i.e., all vertices have been ordered. For suppose \( k < n \). Since \( D \) is connected and \( D \) is strong, there is an arc \( v_iw \) with \( w \) not among \( v_1, v_2, \ldots, v_n \). From the definition of \( v_{i+1} \) and the fact that \( D \) is a local tournament, we see that \( v_{i+1} \) must dominate \( w \). Continuing this way we conclude that \( v_k \) dominates \( w \), a contradiction.

To prove that the above vertex ordering is a round enumeration, it suffices to show that if \( v_i \rightarrow v_j \) then \( v_i \rightarrow \{v_{i+1}, v_{i+2}, \ldots, v_{j-1}\} \) and \( \{v_{i}, v_{i+1}, \ldots, v_{j-1}\} \rightarrow v_j \). First we notice that

\[
v_1 \rightarrow v_2 \rightarrow \ldots \rightarrow v_n.
\]
We claim that \( v_n \rightarrow v_1 \). Since \( D \) is strong, \( v_n \) must dominate some vertex \( v_a \). If \( a = 1 \), then we are done. Otherwise \( v_a \) is dominated by both \( v_{a-1} \) and \( v_n \). Since \( D \) is a local tournament, either \( v_{a-1} \rightarrow v_n \) or \( v_n \rightarrow v_{a-1} \). However \( v_{a-1} \) cannot dominate \( v_n \) by the choice of \( v_a \). Hence \( v_n \) dominates \( v_{a-1} \). Continuing this way, we conclude that \( v_n \) dominates \( v_1 \). So if \( j = i + 1 \), then we are done. If \( j \neq i + 1 \), then both \( v_{i+1} \) and \( v_j \) are dominated by \( v_i \) and so, by the choice of \( v_{i+1}, v_{i+1} \) dominates \( v_j \). Continuing this way we see that \( v_j \) is dominated by each \( v_m \) where \( m = i, i + 1, \ldots, j - 1 \). Since \( D \) is a local transitive tournament, we know that \( \{v_i, v_{i+1}, \ldots, v_{j-1}\} \) induces a transitive tournament. Since \( v_i \rightarrow v_{i+1} \rightarrow \ldots \rightarrow v_{j-1} \), we have \( v_i \rightarrow \{v_{i+1}, v_{i+2}, \ldots, v_{j-1}\} \).

2 \Rightarrow 3: Suppose that \( v_1, v_2, \ldots, v_n \) is a round enumeration of \( D \). Make a \( n \)-scale-clock on a cycle. We associate with each vertex \( v_j \) a circular arc from \( j \) to \((j + d_j^+ + 1) - \frac{1}{j}\) (here additions are modulo \( n \)), where \( d_j^+ \) is the outdegree of vertex \( v_j \). It is not difficult to verify that this is a proper circular arc representation in which the circular arc \( u \) contains the head of the circular arc \( v \) if and only if in \( D \) the vertex associated with \( u \) dominates the vertex associated with \( v \).

3 \Rightarrow 1: The outset of a vertex \( x \) is associated with an inclusion-free family of circular arcs which all contain the tail of the circular arc associated with \( x \). Thus they are linearly ordered by their heads. Hence the vertices associated with these circular arcs induce a transitive tournament in \( D \). A similar discussion applies to the inset of \( x \), and hence \( D \) is a local transitive tournament.

Again there are two procedures involved in the above proof. One is to obtain a round enumeration from a local transitive tournament, the other is to obtain a proper circular arc representation. The first procedure can be performed in time \( O(m + n) \) and the second one can be performed in time \( O(n) \).

**Corollary 2.2.7** Suppose a local-transitive-tournament orientation \( D \) of a proper circular arc graph \( G \) is given. Then a round enumeration of \( D \), and hence a circular arc representation of \( G \), can be found in time \( O(m + n) \).

The following lemma due to Golumbic can be found in [33].
Lemma 2.2.8 If $G$ is a proper circular arc graph, then $G$ has a proper circular arc representation in which no two arcs share a common endpoint and no two arcs together cover the entire circle.

Theorem 2.2.9 If a connected graph $G$ is orientable as a local tournament, then $G$ admits a round enumeration.

Proof: Suppose that $G$ is orientable as a local tournament. Then by Theorem 2.1.1, $G$ has a proper circular arc representation $\mathcal{F}$. In addition, by Lemma 2.2.8 the representation $\mathcal{F}$ can be chosen so that no two arcs share a common endpoint and no two arcs together cover the entire circle. Let $S_1, S_2, \ldots, S_n$ be the arcs in $\mathcal{F}$. For each $i = 1, 2, \ldots, n$, suppose that $v_i$ is the vertex of $G$ associated with $S_i$.

We obtain an oriented graph $D$ as follows: The vertex set of $D$ is the same as the vertex set of $G$, and a vertex $v_i$ dominates a vertex $v_j$ in $D$ if and only if $S_i$ contains the head of $S_j$ (or $S_j$ contains the tail of $S_i$). By the assumption on $\mathcal{F}$, if $v_i$ and $v_j$ are two adjacent vertices of $G$, then either $S_i$ contains the head of $S_j$ or $S_j$ contains the head of $S_i$. Thus $D$ is an orientation of $G$. We claim that $D$ is a local transitive tournament. In fact for each vertex $v_i$ the outset of $v_i$ consists of the vertices which are associated with those arcs containing the tail of $S_i$ and hence they intersect each other. So the outset of $v_i$ induces a complete subgraph of $D$. By the assumption on $\mathcal{F}$, if an arc contains the tail of $S_i$, then it can not contain the head of $S_i$. Hence the arcs which contain the tail of $S_i$ cannot cover the whole circle. Thus the subgraph induced by the outset of $v_i$ can not contain any cycle. A similar argument can be applied to show that the inset of $v_i$ induces a complete subgraph which contains no cycle. Hence $D$ is a local-transitive-tournament orientation of $G$. Therefore by Theorem 2.2.6 $G$ admits a round orientation.

From the proof of Proposition 2.2.9, we see that a local-tournament-orientable graph is in fact local-transitive-tournament-orientable.
Corollary 2.2.10 A connected graph is local-tournament-orientable if and only if it is local-transitive-tournament-orientable.

2.3 Two Structure Theorems

Suppose that $G$ is local-tournament-orientable. Let $B$ be a $\Gamma^\ast$-class and let $C = B^{-1}$. Then from Section 2.1 we know that $B \cap C = \emptyset$ and $\hat{B} = \hat{C}$. We call $\hat{B}$ an implication class of $G$. Note that the edge set of $G$ can be partitioned into implication classes. Suppose that $uv, u'v' \in E$ are in the same implication class. Consider $(u, v)$ and $(u', v')$ in $F(G)$. Then either both $(u, v)$ and $(u', v')$ are in $B$ for some $\Gamma^\ast$-class $B$, or $(u, v)$ is in $B$ and $(u', v')$ is in $B^{-1}$. Hence either $(u, v)\Gamma^\ast(u', v')$ or $(u, v)\Gamma^\ast(v', u')$.

From the above discussion, we see that $G$ has a unique local-tournament orientation if and only if the edge set of $G$ forms one implication class. One observation is that if $u$ and $v$ are two vertices of $G$ with $N[u] = N[v]$, then $u$ is adjacent to $v$ and the single edge $uv$ forms an implication class.

An edge $xy$ of a graph $G$ is called balanced if $N[x] = N[y]$ and unbalanced if $N[x] \neq N[y]$. Similarly an arc $xy$ of an oriented graph $D$ is called balanced if $N[x] = N[y]$ and unbalanced if $N[x] \neq N[y]$ in $G(D)$. (Thus a balanced arc joins two '$\equiv$'-equivalent vertices.)

We defined the full reversal of a digraph $D$ to be the operation which reverses the direction of each arc of $D$. We now define a partial reversal of a digraph $D$ to be an operation which reverses the directions of all unbalanced arcs within one component of $G(D)$, or reverses directions of all unbalanced arcs between two fixed components of $G(D)$. Note that in a digraph $D$ we can perform several different partial reversals. In the remainder of this chapter we shall prove the following two structure theorems.

Theorem 2.3.1 Let $D$ be a connected oriented graph which is not a tournament. Then $D$ is a non-strong local tournament if and only if it is obtained from some straight oriented graph $S$ with reduced $G(S)$ and $|S| > 1$ by substituting a tournament $T_v$ for each vertex $v \in V(S)$. 

Moreover every non-strong local-tournament orientation of \( G(D) \) is obtained from \( D \) by reversing the directions of some balanced arcs, possibly followed by a full reversal.

\[ \square \]

**Theorem 2.3.2** Let \( D \) be a connected oriented graph. Then \( D \) is a local tournament if and only if it is obtained from some round oriented graph \( R \) with reduced \( G(R) \) first by substituting a tournament \( T_v \) for each vertex \( v \in V(R) \) and then by performing partial reversals.

Moreover, every local-tournament orientation of \( G(D) \) is obtained by performing partial reversals and changing directions of some balanced arcs, possibly followed by a full reversal.

\[ \square \]

In what follows the notation \( N[x] \) always refers to the closed neighbourhood of \( x \) in the graph \( G \). We begin with the following proposition.

**Proposition 2.3.3** Let \( G \) be a reduced connected graph with \( \Delta(G) \leq n - 2 \). If \( G \) is orientable as a non-strong local tournament, then \( G \) has exactly one implication class.

**Proof:** Since \( G \) can be oriented as a non-strong local tournament, \( G \) admits a straight enumeration by Theorem 2.2.5. Let \( v_1, v_2, \ldots, v_n \) be a straight enumeration of \( G \). Note that \( n > 3 \) as \( G \) is connected with \( \Delta(G) \leq n - 2 \). For each vertex \( v_i, v_i \) is not adjacent to either \( v_1 \) or \( v_n \); otherwise \( v_i \) would be adjacent to every other vertex of \( G \), contradicting the hypothesis that \( \Delta(G) \leq n - 2 \). Since (by the same argument) \( v_1 \) is not adjacent to \( v_n \), we see that \( \bar{G} \) is connected.

Fix a vertex \( v_i \) where \( 1 < i < n \). Let \( v_i v_j \) be the left-most wave and let \( v_i v_k \) be the right-most wave at \( v_i \). We prove that \( v_i v_j \) and \( v_i v_k \) are in the same implication class. If \( v_j \) is not adjacent to \( v_k \), then \( (v_i, v_j) \Gamma(v_k, v_i) \) and so \( v_i v_j \) and \( v_i v_k \) are in the same implication class. Suppose that \( v_j \) is adjacent to \( v_k \). Since \( G \) is reduced, we have that \( N[v_i] \neq N[v_j] \) and \( N[v_i] \neq N[v_k] \). Note that \( N[v_i] \subset N[v_j] \) and \( N[v_i] \subset N[v_k] \). Then \( N[v_j] - N[v_i] \neq \emptyset \) and \( N[v_k] - N[v_i] \neq \emptyset \). Let \( v_j v_l \) be the left-most wave at \( v_j \) and
$v_k v_m$ be the right-most wave at $v_k$. Then $l < j < i < k < m$, and neither $v_i$ nor $v_m$ is adjacent to $v_1$. Hence

$$(v_i, v_j) \Gamma (v_j, v_l) \Gamma (v_k, v_j) \Gamma (v_m, v_k) \Gamma (v_k, v_i)$$

and so $v_i v_j$ and $v_l v_k$ are in the same implication class.

We now show that all left-most waves and all right-most waves at all vertices are in one implication class. Let $v_1 = v_{i_1} \sim v_{i_2} \sim \ldots \sim v_{i_r} = v_n$ ($i_1 < i_2 < \ldots < i_r$) be a path of $G$ such that $v_{i_j} v_{i_{j+1}}$ is the right-most wave at $v_{i_j}$ for each $j = 1, 2, \ldots, r - 1$. We first notice that $r \geq 4$ as otherwise there is a vertex of degree $n - 1$, contrary to our hypothesis. Since $v_{i_j}$ is not adjacent to $v_{i_{j+2}}$ for each $j = 1, 2, \ldots, r - 2$, we have that $(v_{i_1}, v_{i_2}) \Gamma (v_{i_2}, v_{i_3}) \Gamma \ldots \Gamma (v_{i_{r-1}}, v_{i_r})$. Hence the edges $v_{i_j} v_{i_{j+1}}$ where $j = 1, 2, \ldots, r - 1$ are in the same implication class. We denote this implication class by $C$ and claim that all right-most waves at all vertices are in $C$ and hence also all left-most waves at all vertices are in $C$. Let $v, v_i$ be the right-most wave at $v_i$. Suppose first that $v_i$ is the last vertex in the straight enumeration, namely, $t = n$. Then $s > i_{r-2}$ as otherwise the edge $v_s v_n$ implies that $v_{i_{r-2}}$ is adjacent to $v_n$, contradicting the fact that $v_{i_{r-2}} v_{i_{r-1}}$ is the right-most wave at $v_{i_{r-2}}$. If in addition $s \leq i_{r-1}$, then $(v_n, v_s) \Gamma (v_s, v_{i_{r-2}}) \Gamma (v_{i_{r-2}}, v_{i_{r-3}})$ and so $v_s v_n$ and $v_{i_{r-2}} v_{i_{r-3}}$ are in the same implication class, namely, $C$. If $i_{r-1} < s < n$, let $v_s v_p$ the left-most wave at $v_s$, then $i_{r-2} < p$ and $v_p \in N[v_s] - N[v_n]$. Thus $v_p$ is not adjacent to $v_n$. Hence $(v_n, v_s) \Gamma (v_s, v_p) \Gamma (v_p, v_{i_{r-2}}) \Gamma (v_{i_{r-2}}, v_{i_{r-3}})$ and so $v_s v_n$ is in $C$. Suppose that $v_t$ is not the last vertex in the straight enumeration, namely, $s < n$. Let $v_t = v_{t_1}, v_{t_2}, \ldots, v_{t_q} = v_n$ be a sequence of vertices such that $t_1 < t_2 < \ldots < t_q$ and $v_{t_j} v_{t_{j+1}}$ is the right-most wave at $v_{t_j}$ for each $j = 1, 2, \ldots, q - 1$. We note that $v_s v_t$ is in the same implication class as $v_{t_1} v_{t_2}$ and $v_{t_j} v_{t_{j+1}}$ is in the same implication class as $v_{t_{q-1}} v_{q} = v_{t_{q-1}} v_n$ which is in $C$. Hence $v_s v_t$ is also in $C$.

Finally suppose that $v_i v_j$ is any edge of $G$ where $i < j$. Since $N[v_i] \neq N[v_j]$, either $N[v_i] - N[v_j] \neq \emptyset$ or $N[v_j] - N[v_i] \neq \emptyset$. If $N[v_i] - N[v_j] \neq \emptyset$, then $v_i v_j$ is in the same implication class as the left-most wave at $v_i$ which is in $C$. If $N[v_j] - N[v_i] \neq \emptyset$, then $v_i v_j$ is in the same implication class as the right-most wave at $v_i$ which is in $C$. Therefore $v_i v_j$ is in $C$. 

\[ \square \]
Suppose that $G$ is a reduced connected graph with $\Delta(G) \leq n - 2$. If $G$ is orientable as a non-strong local tournament, then by Proposition 2.3.3 $G$ is uniquely local-tournament-orientable. If $v_1, v_2, \ldots, v_n$ is a straight enumeration of $G$, then a non-strong local-tournament orientation of $G$ can be obtained by letting $v_i \rightarrow v_j$ for any edge $v_iv_j$ of $G$ with $i < j$. Therefore the following corollary has been proved.

**Corollary 2.3.4** Let $G$ be a reduced connected graph with $\Delta(G) \leq n - 2$. If $G$ is orientable as a non-strong local tournament, then $G$ is uniquely orientable as a non-strong local tournament.

**Proposition 2.3.5** Let $G = (V, E)$ be a reduced connected graph with $|V| > 3$ and assume that $\deg(v) = n - 1$ for some $v \in V$. If $G$ can be oriented as a non-strong local tournament, then $G$ has precisely two implication classes: One class consists of all edges that are incident with $v$, the other class consists of all edges that are not incident with $v$.

**Proof:** Since $G = (V, E)$ is orientable as a non-strong local tournament, by Theorem 2.2.5, $G$ admits a straight enumeration. Let $v_1, v_2, \ldots, v_n$ be a straight enumeration of $G$. Since $G$ is reduced and $\deg(v) = n - 1$, we know that $\deg(u) < n - 1$ for all $u \neq v$. Let $v = v_r$. We claim that $n$ is odd, $r = \frac{n+1}{2}$, and $v_iv_{i+r-1}$ is the right-most wave at $v_i$ for each $1 \leq i \leq r$.

We first apply induction on $i$ to show that $v_iv_{i+r-1}$ is the right-most wave at $v_i$ for each $1 \leq i \leq r$. Since $v_i$ is adjacent to every other vertex, $v_1v_r \in E$. If $v_iv_j \in E$ for some $j > r$, then $v_j$ is adjacent to $v_1, v_2, \ldots, v_{j-1}$. Since $v_r$ is adjacent to $v_n$, $v_j$ is adjacent to $v_{j+1}, v_{j+2}, \ldots, v_n$. Thus $\deg(v_j) = n - 1$, contradicting the fact that $v_r$ is the only vertex of degree $n - 1$. Hence $v_1v_j \notin E$ for any $j > r$ and so $v_1v_r$ is the right-most wave at $v_1$. Suppose that $v_lv_{l+r-1}$ is the right-most wave at $v_l$ for all $l < i \leq r$. Consider the vertex $v_i$. Since $G$ is reduced, $N[v_{i-1}] \neq N[v_i]$ and $N[v_{i-1}] \subset N[v_i]$, $N[v_i] - N[v_{i-1}] \neq \emptyset$. Hence there is a vertex which is adjacent to $v_i$ but not to $v_{i-1}$. We claim that $N[v_i] - N[v_{i-1}] = \{v_{i+r-1}\}$. In fact, let $v_j \in N[v_i] - N[v_{i-1}]$. We know
that \( j > i + r - 2 \) because \( v_{i-1}v_{i+r-2} \) is the right-most wave at \( v_{i-1} \). If \( j > i + r - 1 \), then vertices \( v_j \) and \( v_{i+r-1} \) would have the same closed neighbourhood, contradicting the hypothesis that \( G \) is reduced. Hence \( j = i + r - 1 \) and so \( v_{i+r-1} \) is the only vertex which is adjacent to \( v_i \) but not \( v_{i-1} \). This also implies that \( v_iv_{i+r-1} \) is the right-most wave at \( v_i \). Hence \( verv_{i+r-1} \) is the right-most wave at \( v_i \) for all \( 1 \leq i \leq r \). In particular, we have \( v_rv_{2r-1} \) is the right-most wave at \( v_r \). Therefore \( n = 2r - 1 \) which is odd and so \( r = \frac{n+1}{2} \).

The vertex \( v_1 \) is not adjacent to \( v_n \). Each vertex \( v_i \) is not adjacent to \( v_n \) when \( i < r \) and is not adjacent to \( v_1 \) when \( i > r \). Thus \( \overrightarrow{G} \) has precisely two components induced by \( \{v_r\} \) and \( V - \{v_r\} \). First we note that an edge of \( G \) which is incident with \( v_r \) can not be in the same implication class as an edge which is not incident with \( v_r \). Assume now that \( v_iv_r \) and \( v_jv_r \) are two edges of \( G \) which are incident with \( v_r \). Then \( v_i \) and \( v_j \) are two vertices in the set \( V - \{v_r\} \) which induces a connected subgraph in \( \overrightarrow{G} \). Hence there is a path in \( \overrightarrow{G} \) from \( v_i \) to \( v_j \). Let \( v_i = x_1 \sim x_2 \sim \ldots \sim x_l = v_j \) be such a path. Since, for each \( t = 1,2,\ldots,l-1 \), \((x_t,v_r)\Gamma(v_r,x_{t+1}) \), \( x_tv_r \) and \( x_{t+1}v_r \) are in the same implication class of \( G \). Hence \( v_iv_r \) and \( v_jv_r \) are in the same implication class.

Let \( G' \) be the graph obtained from \( G \) by removing the vertex \( v_r \). Then \( \Delta(G') \leq n - 2 \). Moreover \( G' \) is connected (as \( n > 3 \)) and is straight-orientable. Hence by Proposition 2.3.3, \( G' \) has only one implication class. Therefore the set of all edges of \( G \) which are not incident with the vertex \( v_r \) form one implication class. 

We remark that if \( G \) is a reduced connected non-strong local-tournament-orientable graph with \( \Delta(G) = n - 1 \), then \( G \) contains at least 3 vertices. When \( G \) contains exactly 3 vertices, \( G \) is a path of length 2. In this case, \( G \) has one implication class and \( G \) admits a unique local-tournament orientation. In fact, the orientation must be non-strong. If \( G \) has at least 5 vertices (we know from the proof of Proposition 2.3.5 that \( G \) must have an odd number of vertices), then \( G \) admits precisely two local-tournament orientations up to full reversal. One orientation \( D \) can be obtained by letting \( v_i \rightarrow v_j \) if \( v_iv_j \) is an edge of \( G \) with \( i < j \) in the straight enumeration. Of course this is a non-strong orientation. Another local-tournament orientation can be
obtained from $D$ by reversing all directions of the arcs incident with $v$, (the vertex of degree $n - 1$). This is a strong orientation. Hence we conclude from Proposition 2.3.5 that there are (up to full reversal) no other local-tournament orientations of $G$. Hence $G$ is uniquely orientable as a non-strong local tournament. Therefore the following corollary has been proved.

**Corollary 2.3.6** Let $G = (V, E)$ be a reduced connected graph with $\Delta(G) = n - 1$. If $G$ can be oriented as a non-strong local tournament, then $G$ is uniquely orientable as a non-strong local tournament.

The following result is a combination of Corollaries 2.3.4 and 2.3.6.

**Corollary 2.3.7** Let $G = (V, E)$ be a reduced connected graph. If $G$ is orientable as a non-strong local tournament, then $G$ is uniquely orientable as a non-strong local tournament.

**Proof of Theorem 2.3.1:** Let $D$ be a connected oriented graph which is not a tournament. Suppose that $D$ is obtained from some straight oriented graph $S$ with reduced $G(S)$ by substituting a tournament $T_v$ for each vertex $v$ of $S$. Let $x_1, x_2, \ldots, x_l$ be a straight enumeration of $S$. We know that $l \neq 1$ since $D$ is not a tournament. It is implied by the definition of a straight enumeration that there is no directed path from $x_i$ to $x_1$ in $S$. Then there is no directed path from any vertex of $T_{x_i}$ to any vertex of $T_{x_1}$ in $D$. Hence $D$ is non-strong. To see that $D$ is a local tournament, let $x$ be a vertex of $D$ and let $y$ and $z$ be two out-neighbours of $x$. Then $x \in T_{x_i}, y \in T_{x_j},$ and $z \in T_{x_k}$ for some $1 \leq i, j, k \leq l$. We note that $i \leq j, k$. Without loss of generality, assume that $j \leq k$. If $j = k$, then $y$ and $z$ are in $T_{x_j}$ which is a tournament. Hence $y$ and $z$ are adjacent. Assume that $j < k$. Since $x \rightarrow z$, we have that $x_i \rightarrow x_k$ and hence $x_r \rightarrow x_k$ for every $r$ such that $i \leq r \leq k$. In particular, $x_j \rightarrow x_k$. So $y \rightarrow z$ and $y$ is adjacent to $z$ in $D$. A similar argument applies to show that any two in-neighbours of $x$ are adjacent. Hence $D$ is a local tournament.
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Suppose now that \( D \) is a non-strong local tournament. Let \( T_1 \cup T_2 \cup \ldots \cup T_p \) be a partition of \( D \) into blocks. Then each \( T_i \) must be a tournament and if \( i \neq j \) then \( T_i \) is either completely adjacent to \( T_j \) or completely non-adjacent to \( T_j \). Since \( D \) is not a tournament, we have \( p \neq 1 \). We note that \( p \neq 2 \) as otherwise \( T_1 \) and \( T_2 \) are completely adjacent. Thus vertices in \( T_1 \cup T_2 \) have the same closed neighbourhood, contradicting the maximality of \( T_1 \). Therefore \( p \geq 3 \).

Let \( x_1, x_2, \ldots, x_p \) be vertices with \( x_i \in T_i \) for each \( i = 1, 2, \ldots, p \) such that \( \{x_1, x_2, \ldots, x_p\} \) induces a non-strong subgraph of \( D \). We use \( S \) to denote the subgraph of \( D \) induced by \( \{x_1, x_2, \ldots, x_p\} \). Note that such vertices \( x_1, x_2, \ldots, x_p \) must exist because \( D \) is non-strong. Then \( S \) is a local tournament. We note that \( G(S) \) is reduced because distinct vertices of \( S \) have distinct closed neighbourhoods. By Theorem 2.2.5, \( S \) admits a straight enumeration. Without loss of generality, assume that \( x_1, x_2, \ldots, x_p \) is a straight enumeration of \( S \).

Let \( \{y_1, y_2, \ldots, y_p\} \) be an arbitrary set of vertices with \( y_i \in T_i \) for each \( i = 1, 2, \ldots, p \) (possibly the same as \( \{x_1, x_2, \ldots, x_p\} \)). Suppose that \( S' \) is the subgraph of \( D \) induced by \( \{y_1, y_2, \ldots, y_p\} \). Then \( S' \) is also a local tournament with reduced \( G(S') \). It is easy to verify that the mapping \( f : x_i \rightarrow y_i \) is an isomorphism between \( G(S) \) and \( G(S') \). By Corollary 2.3.7, \( G(S) \) is uniquely orientable as a non-strong local tournament. Hence, under the same isomorphism \( f \), \( S \) is either isomorphic to \( S' \) or the full reversal of \( S' \). Thus either \( y_1, y_2, \ldots, y_p \) or \( y_p, y_{p-1}, \ldots, y_1 \) is a straight enumeration of \( S' \).

We first consider the case when \( p = 3 \). In this case \( S \) is a directed path \( x_1 \rightarrow x_2 \rightarrow x_3 \) where \( x_1 \) and \( x_3 \) are not adjacent. For any \( y \in T_1 \), we must have \( y \rightarrow x_2 \rightarrow x_3 \). Hence \( T_1 \rightarrow x_2 \). Similarly we must have \( x_2 \rightarrow T_3 \). For any \( z \in T_2 \), by considering the set \( \{x_1, z, x_3\} \), we must have either \( x_1 \rightarrow z \rightarrow x_3 \) or \( x_3 \rightarrow z \rightarrow x_1 \). Hence either \( T_1 \rightarrow z \rightarrow T_3 \) or \( T_3 \rightarrow z \rightarrow T_1 \).

Let \( H_1 \cup H_2 \) be a partition of \( T_2 \) such that each vertex \( y \in H_1 \) satisfies \( T_1 \rightarrow y \rightarrow T_3 \) and each vertex \( z \in H_2 \) satisfies that \( T_3 \rightarrow z \rightarrow T_1 \). Then \( H_1 \neq \emptyset \) as \( x_2 \in H_1 \). If \( H_2 \neq \emptyset \), then we have \( T_1 \rightarrow H_1 \rightarrow T_3 \rightarrow H_2 \rightarrow T_1 \), which contradicts the fact that \( D \) is non-strong. Hence \( H_2 = \emptyset \), that is, \( T_1 \rightarrow T_2 \rightarrow T_3 \). Thus \( D \) is obtained from \( S \) by substituting a tournament \( T_i \) for \( x_i \) for each \( i = 1, 2, 3 \).
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3.5 To prove the second assertion of Theorem 2.3.1 for the case when \( p = 3 \), suppose that \( D' \) is any non-strong local tournament with \( G(D') = G(D) \). Then \( D' \) can be partitioned into vertex disjoint subgraphs \( T'_1 \cup T'_2 \cup T'_3 \), where \( G(T'_i) = G(T_i) \) for each \( i = 1, 2, 3 \). Again we must have either \( T'_1 \rightarrow T'_2 \rightarrow T'_3 \) or \( T'_3 \rightarrow T'_2 \rightarrow T'_1 \). If \( T'_1 \rightarrow T'_2 \rightarrow T'_3 \), then \( D' \) is obtained from \( D \) by reversing some arcs in \( T_i \) for each \( i = 1, 2, 3 \). If \( T'_3 \rightarrow T'_2 \rightarrow T'_1 \), then \( D' \) is obtained from \( D \) by first reversing some arcs in \( T_i \) and then performing a full reversal. (Note that each arc of \( T_i \) is balanced.)

Assume now that \( p \geq 4 \). Let \( y \) be any vertex of \( T_i \) and let \( S'' \) be the subgraph induced by \( \{x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_p \} \). Applying an argument similar to the above, we have either \( x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_p \) or \( x_p, \ldots, x_{i+1}, y, x_{i-1}, \ldots, x_1 \) is a straight enumeration of \( S'' \). However \( S \) and \( S'' \) have at least one arc \((x_j, x_{j+1})\) in common for some \( j \). Then \( x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_p \) must be a straight enumeration of \( S'' \). Moreover \( y \rightarrow x_j \) if and only if \( x_i \rightarrow x_j \), and \( x_j \rightarrow y \) if and only \( x_j \rightarrow x_i \). This implies that \( T_i \rightarrow T_j \) if and only if \( x_i \rightarrow x_j \). Thus \( D \) is obtained from \( S \) by substituting \( T_i \) for \( x_i \) for each \( i = 1, 2, \ldots, p \).

The second assertion of Theorem 2.3.1 for the case \( p \geq 4 \) can be proved in the same way as in the case when \( p = 3 \). \( \square \)

For the case when \( D \) is a non-strong tournament, \( D \) can be viewed as an oriented graph obtained from a straight oriented graph which has only one vertex \( x \) by replacing \( x \) with \( D \). In this case each edge of \( G(D) \) forms an implication class. Hence all non-strong local-tournament orientations of \( G(D) \) are obtained from \( D \) by reversing some arcs in \( D \).

**Proposition 2.3.8** Let \( G \) be a reduced connected graph. If \( G \) is local-tournament-orientable and \( \bar{G} \) is bipartite, then the edges of \( G \) within each fixed connected component of \( \bar{G} \) form one implication class, and the edges of \( G \) between any two fixed connected components of \( \bar{G} \) form an implication class.

**Proof:** Suppose that \( G \) is orientable as a local tournament and that \( \bar{G} \) is bipartite. Let \( G_1 \cup G_2 \cup \ldots \cup G_r \) be a decomposition of \( G \) into vertex disjoint subgraphs such that each \( \bar{G}_i \) is a connected component of \( \bar{G} \). Then, in \( G \), every vertex of \( G_i \) is adjacent
to every vertex of $G_j$ if $i \neq j$. Hence any implication class is contained in $E(G_i)$ for some $i$ or is contained in the set of all edges between $G_i$ and $G_j$ for some fixed $i$ and $j$. It suffices to show that all edges of $G$ in any $G_i$ or between any two fixed $G_i$ and $G_j$ are in the same implication class.

First we show that all edges of $G$ within one $G_i$ are in the same implication class. Note that $\overline{G_i}$ is a connected bipartite graph. Let $(S, H)$ be a bipartition of $\overline{G_i}$. Note that $S$ and $H$ induce complete subgraphs in $G$. We begin by showing that all edges of $G$ within $S$ are in the same implication class. Similarly we can show that all edges of $G$ within $H$ are in the same implication class. If $1 \leq |S| \leq 2$, then $S$ contains no edge or contains exactly one edge and so the statement is trivially true. If $|S| \geq 3$, it suffices to show that for three vertices $x, y, z$ of $S$, the edges $xy$ and $xz$ are in the same implication class. Since $\overline{G_i}$ is connected, there is a path in $\overline{G_i}$ from $y$ to $z$. Let $y = w_1 \sim w_2 \sim \ldots \sim w_t = z$ be any shortest $(y, z)$-path. Note that vertices $w_i$ are taken from $S$ and $H$ alternatively, thus $t$ is odd. It will be enough to prove (for each odd $i$) that if $w_i \neq x$, then $xw_i$ and $xw_{i+2}$ are in the same implication class, unless $w_{i+2} = x$ in which case $xw_i$ and $xw_{i+4}$ are the same implication class. Assume that $w_{i+2} = x$. Note that $w_{i+1}w_{i+4}$ and $w_iw_{i+3}$ must be edges of $G$, as otherwise we would have a shorter path in $\overline{G}$ from $w_i$ to $w_{i+4}$ and a shorter $(y, z)$-path, contradicting our choice of the $(y, z)$-path. Hence we have

$$(x, w_i)\Gamma(w_i, w_{i+3})\Gamma(w_{i+3}, w_{i+1})\Gamma(w_{i+1}, w_{i+4})\Gamma(w_{i+4}, x).$$

Assume next that $w_{i+2} \neq x$. If $xw_{i+1}$, then

$$(x, w_i)\Gamma(w_{i+1}, x)\Gamma(x, w_{i+2}).$$

Otherwise we consider the following four cases, one of which must occur because $G$ is reduced.

**Case 1.** Assume that there exist vertices $v \in N[w_i] - N[x]$ and $u \in N[w_{i+2}] - N[x]$. Then $u, v \in H$. Thus

$$(x, w_i)\Gamma(w_i, v)\Gamma(v, w_{i+1})\Gamma(w_{i+2}, v)\Gamma(x, w_{i+2})$$

if $vw_{i+2}$ is an edge in $G$; or

$$(x, w_i)\Gamma(w_i, u)\Gamma(u, w_{i+1})\Gamma(w_{i+2}, u)\Gamma(x, w_{i+2})$$
if \( w_i u \) is an edge in \( G \); otherwise

\[
(x, w_i) \Gamma(w_i, v) \Gamma(v, u) \Gamma(u, w_{i+2}) \Gamma(w_{i+2}, x).
\]

**Case 2.** Assume that there exist vertices \( v \in N[w_i] - N[x] \) and \( u \in N[x] - N[w_{i+2}] \). Then \( u, v \in H \). Thus

\[
(x, w_i) \Gamma(u, x) \Gamma(x, w_{i+2})
\]

if \( w_i u \) is not an edge in \( G \); or

\[
(x, w_i) \Gamma(w_i, v) \Gamma(v, w_{i+1}) \Gamma(w_{i+2}, v) \Gamma(x, w_{i+2})
\]

if \( vw_{i+2} \) is an edge in \( G \); otherwise

\[
(x, w_i) \Gamma(w_i, v) \Gamma(w_{i+2}, w_i) \Gamma(w_i, u) \Gamma(u, w_{i+1}) \Gamma(x, u) \Gamma(w_{i+2}, x).
\]

**Case 3.** Assume that there exists a vertex \( v \in N[x] - \{N[w_i] \cup N[w_{i+2}]\} \). Then

\[
(x, w_i) \Gamma(v, x) \Gamma(x, w_{i+2}).
\]

Assume that there exist vertices \( v \in N[x] - N[w_i] \) and \( u \in N[x] - N[w_{i+2}] \) where \( u \neq v \). Then we have

\[
(x, w_i) \Gamma(v, x) \Gamma(v, w_{i+1}) \Gamma(w_{i+2}, v) \Gamma(w_i, w_{i+2}) \Gamma(u, w_i) \Gamma(w_{i+1}, u) \Gamma(x, u) \Gamma(w_{i+2}, x).
\]

**Case 4.** Assume that there exist vertices in \( N[x] - N[w_i] \) and in \( N[w_{i+2}] - N[x] \).

This is similar to Case 2.

To complete the proof that all edges of \( G \) in \( G \), are in the same implication class, consider an edge \( xy \) of \( G \) where \( x \in S \) and \( y \in H \). Since \( G \) is reduced, we have \( N[x] \neq N[y] \). If there is a vertex \( z \in S \) such that \( z \in N[x] - N[y] \), then \( xy \) and \( xz \) are in the same implication class and \( xx \) lies in \( S \). If there is a vertex \( z \in N[y] - N[x] \) then \( xy \) and \( yz \) are in the same implication class and \( yz \) lies in \( H \).

Finally we show that all edges of \( G \) between any two fixed \( G_i \) and \( G_j \), where \( i \neq j \), are in the same implication class. Let \( xz \) and \( yw \) be two edges of \( G \) between \( G_i \) and \( G_j \), where \( x, y \in G_i \) and \( z, w \in G_j \). Since \( z \) and \( w \) are in the same connected component of \( \overline{G} \), there is a path in \( \overline{G_j} \) from \( w \) to \( w \). Let \( z = v_1 \sim v_2 \sim \ldots \sim v_t = w \) be such
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a path. Then \( xv_i \) is an edge of \( G \) for each \( i = 1, 2, \ldots, t \). We also notice that \( xv_i \) and \( xv_{i+1} \) are in the same implication class for each \( i = 1, 2, \ldots, t - 1 \). Hence \( xz \) and \( zw \) are in the same implication class. A similar argument applies to show that \( xz \) and \( yz \) are in the same implication class. Hence \( xz \) and \( yw \) are in the same implication class.

Proposition 2.3.8 completely describes all implication classes of a reduced local-tournament-orientable graph \( G \) for which \( \overline{G} \) is bipartite.

Suppose that \( G \) is a reduced local-tournament-orientable graph which contains a vertex \( v \) of degree \( n - 1 \). Then by Corollary 2.1.11, \( \overline{G} \) is a bipartite graph. So from now on we need to consider a reduced graph \( G \) for which \( \Delta(G) \leq n - 2 \) and \( \overline{G} \) is not bipartite. In addition (in view of Proposition 2.3.3) we may assume that \( G \) can only be oriented as a strong local tournament.

By Theorem 2.2.9, we know that \( G \) admits a round enumeration, that is, the vertices of \( G \) can be circularly ordered \( v_1, v_2, \ldots, v_n \) so that

\[
N(v_i) = \{v_{i-1}, v_{i-2}, \ldots, v_{i-l}\} \cup \{v_{i+1}, v_{i+2}, \ldots, v_{i+r}\},
\]

where \( \{v_{i-1}, v_{i-2}, \ldots, v_{i-l}\} \) and \( \{v_{i+1}, v_{i+2}, \ldots, v_{i+r}\} \) induce complete subgraphs of \( G \) for each vertex \( v_i \). We shall call \( v_i \) and \( v_{i+1} \) consecutive vertices (the subscript addition is modulo \( n \)). Note that all consecutive vertices are adjacent since \( G \) can not be oriented as a non-strong local tournament.

If \( v_i v_j \) is the left-most wave at \( v_i \), then \( \{v_j, v_{j+1}, \ldots, v_i\} \) induces a complete subgraph. Similarly if \( v_i v_k \) is the right-most wave at \( v_i \), then \( \{v_i, v_{i+1}, \ldots, v_k\} \) induces a complete subgraph. Since \( \Delta(G) \leq n - 2 \), there exists a non-neighbour of \( v_i \) between \( v_k \) and \( v_j \).

**Lemma 2.3.9** Suppose that \( G \) is a reduced connected graph for which \( \overline{G} \) is not bipartite. Suppose that \( G \) is orientable as a strong local tournament and is not orientable as a non-strong local tournament. Let \( v_1, v_2, \ldots, v_n \) be a round enumeration of \( G \). If the left-most wave and the right-most wave at each fixed vertex of \( G \) are in
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the same implication class, then all left-most waves and all right-most waves at all vertices of \( G \) are in one implication class.

Proof: It suffices to show that the left-most waves and the right-most waves at two consecutive vertices \( v_i \) and \( v_{i+1} \) are in the same implication class. We shall only prove the case when \( i = 1 \). A similar proof applies for \( i \neq 1 \).

Let \( v_1v_i \) and \( v_1v_j \) be the left-most wave and the right-most wave, respectively, at \( v_1 \), and let \( v_2v_k \) and \( v_2v_l \) be the left-most wave and the right-most wave, respectively, at \( v_2 \). Since \( N[v_1] \neq N[v_2] \), we have that \( j \neq l \) if \( i = k \). Similarly we have \( i \neq k \) if \( j = l \). We consider the following cases.

Case 1. If \( i = k \) and \( j \neq l \), then \((v_1,v_i)\Gamma(v_i,v_{i-1})\Gamma(v_2,v_k)\). Hence the left-most wave at \( v_1 \) is in the same implication class as the left-most wave at \( v_2 \).

Case 2. If \( j = l \) and \( i \neq k \), then \((v_1,v_j)\Gamma(v_j,v_{j+1})\Gamma(v_2,v_l)\). Hence the right-most wave at \( v_1 \) is in the same implication class as the right-most wave at \( v_2 \).

Case 3. If \( i \neq k \) and \( j \neq l \), then \( j < i, \ l \leq n \). If \( i \leq l \), then \( \deg(v_i) = n - 1 \) because \( \{v_i, \ldots, v_n, v_1\} \) and \( \{v_2, \ldots, v_i\} \) induce complete subgraphs of \( G \), contradicting our hypothesis. Thus \( j < l < i \). Hence \((v_i,v_1)\Gamma(v_1,v_2)\Gamma(v_2,v_l)\) and so the left-most wave at \( v_1 \) is in the same implication class as the right-most wave of \( v_2 \).

Therefore the left-most waves and the right-most waves at \( v_1 \) and \( v_2 \) are in the same implication class.

\[ \square \]

Proposition 2.3.10 Suppose that \( G \) is a reduced connected graph for which \( \overline{G} \) is not bipartite. Suppose that \( G \) is orientable as a strong local tournament and is not orientable as a non-strong local tournament. Then the edge set of \( G \) forms one implication class.

Proof: Let \( v_1, v_2, \ldots, v_n \) be a round enumeration of \( G \). Consider the vertex \( v_1 \). Suppose that \( v_1v_i \) and \( v_1v_j \), where \( i < j \), are two arbitrary edges incident with \( v_1 \) (not necessarily waves) such that \( < \{v_1, v_2, \ldots, v_i\} >, < \{v_j, v_{j+1}, \ldots, v_n, v_1\} >, \) and \( < \{v_i, v_{i+1}, \ldots, v_j\} > \) are complete. We claim that \( v_1v_i \) and \( v_1v_j \) are in the same implication class.
Since $\Delta(G) \leq n - 2$, there exists a vertex which is not adjacent to $v_j$. Choose such a vertex with the greatest subscript, say $v_k$. Then $1 < k < i$ and $v_j$ is adjacent to $v_{k+1}$. Thus $(v_j, v_1)\Gamma(v_1, v_k)$ and so $v_1v_j$ and $v_1v_k$ are in the same implication class.

We claim that $v_k$ and $v_{j+1}$ are not adjacent. If $v_k$ and $v_{j+1}$ are adjacent, then at least one of the subgraphs $\{v_k, v_{k+1}, \ldots, v_{j+1}\}$ and $\{v_{j+1}, v_{j+2}, \ldots, v_1, \ldots, v_k\}$ must be complete. However, $\{v_k, v_{k+1}, \ldots, v_{j+1}\}$ is not complete since $v_k$ is not adjacent to $v_j$. Therefore $\{v_{j+1}, v_{j+2}, \ldots, v_1, \ldots, v_k\}$ must be complete. A similar argument shows that $\{v_{k+1}, v_{k+2}, \ldots, v_j\}$ is complete. This contradicts our assumption that $G$ is not bipartite.

Let $v_l$ be the vertex of greatest subscript such that $v_l$ is not adjacent to $v_k$. Then $j + 1 \leq l \leq n$ and $v_l$ is adjacent to $v_{l+1}$. So $(v_l, v_k)\Gamma(v_1, v_l)$ and so $v_1v_k$ and $v_lv_l$ are in the same implication class. Again by the condition that $G$ is not bipartite, $v_l$ is not adjacent to $v_{k+1}$; or else $\{v_{i+1}, v_{i+2}, \ldots, v_n, v_1, \ldots, v_k\}$ and $\{v_{k+1}, v_{k+2}, \ldots, v_l\}$ are two complete subgraphs covering $G$ and $G$ would be bipartite.

If $v_l$ is not adjacent to $v_i$, then $v_1v_l$ and $v_lv_i$ are in the same implication class and we are done as this implies that $v_1v_l$ and $v_lv_i$ are in the same implication class. If $v_l$ and $v_i$ are adjacent, then again choose a vertex $v_m$ of greatest subscript so that $v_m$ and $v_i$ are not adjacent. Then $k + 1 \leq m < i$ and $v_1v_l$ and $v_1v_m$ are in the same implication class. So $v_1v_j$ and $v_1v_m$ are in the same implication class. Notice that $k < m < i$ and so $v_m$ is relatively closer to $v_i$ than $v_k$. Continuing the above procedure, we will eventually find that $v_1v_l$ and $v_lv_i$ are in the same implication class.

Now we show that the left-most wave and the right-most wave at each fixed vertex are in the same implication class. Without loss of generality, we only consider the left-most wave $v_1v_j$ and the right-most wave $v_1v_i$ at $v_1$ (Note that our discussion remains the same for every other vertex $v_i$.) If $v_i$ is not adjacent to $v_j$, then $(v_1, v_j)\Gamma(v_j, v_1)$ and $v_1v_j$ and $v_1v_i$ are in the same implication class and we are done. Otherwise $v_i$ and $v_j$ are adjacent. Then either $\{v_i, v_{i+1}, \ldots, v_j\}$ or $\{v_j, v_{j+1}, \ldots, v_1, \ldots, v_i\}$ is complete. If $\{v_i, v_{i+1}, \ldots, v_j\}$ is complete, then we have proved that $v_1v_i$ and $v_1v_j$ are in the same implication class. If $\{v_j, v_{j+1}, \ldots, v_n, v_1, \ldots, v_i\}$ is complete, let $v_iv_i$ be the right-most wave at $v_i$ and let $v_jv_k$ be the left-most wave at $v_j$. Then
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If $l \geq k$, then $(v_i, v_j)\Gamma(v_i, v_l)$ and $(v_l, v_j)\Gamma(v_j, v_1)$. We note that $v_i v_j$ and $v_l v_j$ are two edges incident with $v_j$, and $<\{v_j, \ldots, v_n, v_1, \ldots, v_i\}>$ is complete. We conclude that $v_i v_l$ and $v_l v_j$ are in the same implication class, by using the same arguments made (at the beginning of the proof) for two edges incident with $v_1$. Hence $v_1 v_j$ and $v_1 v_j$ are in the same implication class. Suppose that $l < k$. We claim that for any $a$ such that $l < a < j$ the vertex $v_a$ is not adjacent to $v_l$. In fact, if $v_l$ is adjacent to $v_a$, then either $<\{v_a, v_{a+1}, \ldots, v_n, v_1\}>$ is complete or $<\{v_i, v_{i+1}, \ldots, v_a\}>$ is complete. However we know that $v_l$ and $v_a$ are two non-adjacent vertices in $<\{v_a, v_{a+1}, \ldots, v_n, v_1\}>$, and $v_l$ and $v_{l+1}$ are two non-adjacent vertices in $<\{v_i, v_{i+1}, \ldots, v_a\}>$, a contradiction. A similar argument applies to show that for each $b$ such that $i < b < k$ the vertex $v_b$ is not adjacent to $v_j$. Note that $v_l \sim v_{l+1} \sim \ldots \sim v_k$ is a path. So $<\{v_l, v_{l+1}, \ldots, v_k\}>$ is connected. Let $v_l = v_{m_1} \sim v_{m_2} \sim \ldots v_{m_h} = v_k$ be a shortest $(v_l, v_k)$-path, denoted by $P[v_l, v_k]$, in $<\{v_l, v_{l+1}, \ldots, v_k\}>$. Then we must have $m_1 < m_2 < \ldots < m_h$. The path $P[v_l, v_k]$ is chordless since it is shortest. Hence

$$(v_l, v_{m_1})\Gamma(v_{m_1}, v_{m_2})\Gamma(v_{m_2}, v_{m_3})\Gamma \ldots \Gamma(v_{m_{h-1}}, v_{m_h}).$$

Now $v_{m_1} = v_l$ is not adjacent to $v_1$. We have

$$(v_1, v_l)\Gamma(v_l, v_{m_1})\Gamma(v_{m_1}, v_{m_2}).$$

Similarly $v_{m_h} = v_k$ is not adjacent to $v_1$. We have

$$(v_{m_{h-1}}, v_{m_h})\Gamma(v_{m_h}, v_j)\Gamma(v_j, v_1).$$

Therefore $(v_1, v_l)\Gamma(v_j, v_1)$ and $v_1 v_i$ is in the same implication class as $v_1 v_j$. By Lemma 2.3.9, all left-most waves and all right-most waves at all vertices are in the same implication class.

Finally we show that any edge belongs to the same implication class as the left-most wave or in the same implication class as the right-most wave at some vertex. Again without loss of generality, we consider an edge $v_l v_i$ incident with $v_1$. Then either

$$<\{v_1, v_2, \ldots, v_i\}>,$
or

\[ \langle \{v_1, v_{i+1}, \ldots, v_n, \ldots, v_1\} \rangle \]

is complete. Suppose that \( \langle \{v_1, v_2, \ldots, v_i\} \rangle \) is complete (A similar argument applies if \( \langle \{v_i, v_{i+1}, \ldots, v_n, v_1\} \rangle \) is complete.). Let \( v_1v_j \) be the left-most wave at \( v_1 \). Then \( j > i \). If \( v_i \) and \( v_j \) are not adjacent, then \( (v_i, v_1) \Gamma (v_j, v_1) \) and \( v_1v_i \) is in the same implication class as the left-most wave at \( v_1 \). Suppose that \( v_i \) and \( v_j \) are adjacent. Then either

\[ \langle \{v_j, v_{j+1}, \ldots, v_1, \ldots, v_i\} \rangle \]

or

\[ \langle \{v_i, v_{i+1}, \ldots, v_j\} \rangle \]

is complete. Suppose that \( \langle \{v_i, v_{i+1}, \ldots, v_j\} \rangle \) is complete. Then \( v_1v_i \) and \( v_1v_j \) must be in the same implication class by earlier arguments. Finally suppose that \( \langle \{v_j, v_{j+1}, \ldots, v_1, \ldots, v_i\} \rangle \) is complete. Let \( v_iv_k \) be the right-most wave at \( v_i \). Then \( i < k < j \). The vertex \( v_k \) is not adjacent to \( v_i \) as otherwise \( N[v_1] = N[v_i] \), contradicting the fact that \( G \) is reduced. Hence \( (v_1, v_i) \Gamma (v_i, v_k) \) and \( v_1v_i \) is in the same implication class as the right-most wave at \( v_i \). Therefore the edge set of \( G \) forms one implication class.

All implication classes of a reduced local-tournament-orientable graph are therefore completely characterized.

**Theorem 2.3.11** Let \( G \) be a reduced connected local-tournament-orientable graph. Suppose that \( C_1, C_2, \ldots, C_k \) are the connected components of \( \bar{G} \). The one of the following two statements is true.

- If \( \bar{G} \) is bipartite, then the set of all edges of \( G \) within a fixed \( C_i \) forms an implication class and the set of all edges of \( G \) between two fixed \( C_i \) and \( C_j \) (\( i \neq j \)) forms an implication class.

- If \( \bar{G} \) is not bipartite, then \( k = 1 \) and the edge set of \( G \) forms one implication class.
Proof: If $G$ is bipartite, then the first statement is true according to Proposition 2.3.8. If $\Delta(G) = n - 1$, then $G$ is bipartite by Corollary 2.1.11 and hence statement 1 is true.

Suppose that $G$ is not bipartite. Then $\Delta(G) \leq n - 2$. According to Proposition 2.3.3 and 2.3.10, the edge set of $G$ forms one implication class. Assume that $k > 1$. We note that the edges of $G$ between $C_1$ and $C_2$ contain an implication class. Since all edges of $G$ are in the same implication class, all edges of $G$ are between $C_1$ and $C_2$. Hence $k = 2$, and there is no edge of $G$ within $C_1$ or $C_2$. Now we have $|C_1| \leq 2$ and $|C_2| \leq 2$ as otherwise any three vertices in $C_1$ (or $C_2$) together with a vertex in $C_2$ (or $C_1$) induce a copy of the claw (see Fig. 2.1) in $G$, contradicting the fact that $G$ is local-tournament-orientable. Therefore $G$ is bipartite, contrary to our hypothesis. \square

Corollary 2.3.12 Let $D$ be a connected local tournament with reduced $G(D)$. Then any local-tournament orientation of $G(D)$ is obtained from $D$ by performing partial reversals, possibly followed by a full reversal.

Proof: Suppose that $D'$ is a local-tournament orientation of $G(D)$. Since $G(D) = G(D')$, an implication class of $G(D)$ is also an implication classes of $G(D')$. Suppose that $C = \{a_1b_1, a_2b_2, \ldots, a_kb_k\}$ is an implication class and suppose that $a_i$ dominates $b_i$ in $D$ for each $i$. Then, in $D'$, either $a_i$ dominates $b_i$, or $b_i$ dominates $a_i$, for each $i$. If $C_1, C_2, \ldots, C_k$ are the connected components of $G$, then by Corollary 2.3.11 one of the following cases occurs:

- $C$ consists of all edges of $G$ within $C_i$ for some $i$,
- $C$ consists of all edges of $G$ between $C_i$ and $C_j$ for some $i$ and $j$,
- $C$ consists of all edges of $G$.

Therefore, by the definitions of a partial reversal and a full reversal, $D'$ is obtained from $D$ by performing partial reversals, possibly followed by a full reversal. \square
Corollary 2.3.13 Suppose that $G = (V, E)$ is a reduced proper circular arc graph with $|V| > 4$ which contains no isolated vertices. Then $G$ is uniquely local-tournament-orientable if and only if both $G$ and $\overline{G}$ are connected.

Proof: We remark first that a connected graph is a proper circular arc graph if and only if it is local-tournament-orientable. The sufficiency follows from Theorem 2.3.11. To prove the necessity, suppose that $G$ is uniquely local-tournament-orientable. First $G$ must be connected as otherwise each connected component has at least two orientations (one is obtained by the full reversal of the other) and so the total number of local-tournament orientations of $G$ is at least 4. Suppose that $\overline{G}$ is not connected. Let $C_1, C_2, \ldots, C_k$ be connected components of $\overline{G}$ with $k \geq 1$. Then by Theorem 2.3.11, $\overline{G}$ must be bipartite. According to our hypothesis $G$ is uniquely local-tournament-orientable, that is, the edge set of $G$ must form one implication class. We note that the edges of $G$ between $C_1$ and $C_2$ contain an implication class. Then all edges of $G$ are between $C_1$ and $C_2$. Hence $k = 2$, and there is no edge of $G$ within $C_1$ or $C_2$. Now we have $|C_1| \leq 2$ and $|C_2| \leq 2$ as otherwise any three vertices in $C_1$ (or $C_2$) together with a vertex in $C_2$ (or $C_1$) induce a copy of the claw in $G$, contradicting the fact that $G$ is local-tournament-orientable. Therefore $|V| \leq 4$, contradicting our hypothesis. □

Let $P_3$ and $C_4$ denote a path of length 3 and a cycle of length 4, respectively. Then $\overline{P_3}$ and $\overline{C_4}$ are not connected but both of $P_3$ and $C_4$ are uniquely orientable as a local tournament. So the condition $|V| > 4$ in Corollary 2.3.13 is necessary.

We will next analyze the implication classes of a local-tournament-orientable graph $G$ which is not necessarily reduced. First we have the following lemma.

Lemma 2.3.14 Let $G$ be a connected local-tournament-orientable graph. Suppose that $xy$ and $xz$ are two unbalanced edges and $yz$ is a balanced edge of $G$. If $\deg(y) \leq n - 2$, then $(x, y) \Gamma^*(x, z)$ and hence $xy$ and $xz$ are in the same implication class.

Proof: It suffices to prove that in any local-tournament orientation of $G$, $x$ dominates $y$ if and only if $x$ dominates $z$. Assume to the contrary that $x \rightarrow y$ and $z \rightarrow x$ in some local-tournament orientation $D$ of $G$. Since $xy$ is an unbalanced edge, either
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Let \( N[x] - N[y] \neq \emptyset \) or \( N[y] - N[x] \neq \emptyset \). If there is a vertex \( u \in N[x] - N[y] \), then \( u \) is adjacent to \( x \) but not to \( y \) and hence not to \( z \) (since \( N[y] = N[z] \)). If \( x \rightarrow u \), then \( x \) has two non-adjacent out-neighbours \( u \) and \( y \). If \( u \rightarrow x \), then \( x \) has two non-adjacent in-neighbours \( u \) and \( z \). Hence \( N[x] - N[y] = \emptyset \) and so there is a vertex \( w \in N[y] - N[x] \). Then \( w \) is adjacent to \( y \) and \( z \) but not to \( x \). Hence \( y \rightarrow w \) and \( w \rightarrow z \) in \( D \). An argument similar to the one above, with \( w \) replacing \( x \), shows that \( N[w] - N[y] = \emptyset \).

Since \( \deg(y) \leq n - 2 \), there exists a vertex \( v \) which is not adjacent to \( y \). However there is a path in \( G \) from \( v \) to \( y \) as \( G \) is connected. Let \( v = v_1 \sim v_2 \sim \ldots \sim v_t = y \) be a shortest path from \( v \) to \( y \). Then \( t \geq 3 \) as \( v \) is not adjacent to \( y \). If \( v_{t-1} = x \) or \( v_{t-1} = w \), then \( v_{t-2} \in N[x] - N[y] \) or \( v_{t-2} \in N[w] - N[y] \), contradicting the fact \( N[x] - N[y] = \emptyset \) and \( N[w] - N[y] = \emptyset \). So \( v_{t-1} \neq x \) and \( v_{t-1} \neq w \). We note that \( v_{t-1} \) is adjacent to at least one of \( x \) and \( w \) as otherwise \( \{ x, y, w, v_{t-1} \} \) induces a copy of the claw in \( G \) and \( G \) is not local-tournament-orientable, a contradiction. Without loss of generality, suppose that \( v_{t-1} \) is adjacent to \( w \). If \( v_{t-1} \) is not adjacent to \( x \), then \( y \rightarrow v_{t-1} \) and \( v_{t-1} \rightarrow z \) because \( z \rightarrow x \) and \( N[y] = N[z] \). If \( v_{t-2} \rightarrow v_{t-1} \), then \( v_{t-1} \) has two non-adjacent in-neighbours \( v_{t-2} \) and \( y \), contradicting the fact that \( D \) is local-tournament-orientable. If \( v_{t-1} \rightarrow v_{t-2} \), then \( v_{t-1} \) has two non-adjacent out-neighbours \( v_{t-2} \) and \( z \), a contradiction. Hence \( v_{t-1} \) is also adjacent to \( x \).

Note that \( v_{t-2} \) is adjacent to at least one of \( x \) and \( w \) as otherwise \( \{ v_{t-1}, v_{t-2}, x, w \} \) induces a copy of the claw. However if \( v_{t-2} \) is adjacent to \( x \) or \( w \), then \( v_{t-2} \in N[x] - N[y] \) or \( v_{t-2} \in N[w] - N[y] \), which contradicts the fact that \( N[x] - N[y] = \emptyset \) and \( N[w] - N[y] = \emptyset \).

\[ \square \]

**Theorem 2.3.15** Let \( G \) be a connected local-tournament-orientable graph (not necessarily reduced). Suppose that \( C_1, C_2, \ldots, C_k \) are the connected components of \( \overline{G} \). Then one of the following two statements is true.

- If \( \overline{G} \) is bipartite, then all unbalanced edges of \( G \) within a fixed \( C \), form an implication class and all unbalanced edges of \( G \) between two fixed \( C_i \) and \( C_j \) (\( i \neq j \)) form an implication class.
• If $\overline{G}$ is not bipartite, then $k = 1$ and all unbalanced edges of $G$ form one implication class.

**Proof:** Let $xy$ and $uv$ be two unbalanced edges of $G$, where $x, u \in C_a$ and $y, v \in C_b$ for some $a$ and $b$ with $1 \leq a, b \leq k$. Then $N[x] \neq N[y]$ and $N[u] \neq N[v]$. Suppose that $\overline{G}$ is bipartite. Assume first that $a = b$. Note that each vertex of degree $n - 1$ in $G$ forms a connected component of $\overline{G}$. In other words, if some $C_i$ has at least two vertices, then each vertex of $C_i$ has at most $n - 2$ neighbours in $G$. Suppose that $N[x] = N[u]$ and $N[y] = N[v]$. Then $x$ is adjacent to $v$, and $y$ is adjacent to $u$. By Lemma 2.3.14, $xy$ is in the same implication class as $xv$, and $xv$ is in the same implication class as $uv$. Thus $xy$ and $uv$ are in the same implication class. Assume $N[x] = N[u]$ and $N[y] \neq N[v]$. (A symmetric argument applies when $N[x] \neq N[u]$ and $N[y] = N[v]$.) Applying Theorem 2.3.11 and Lemma 2.3.14 to a subgraph of $G$ which contains exactly one vertex from each block of $G$ and contains the vertices $x, y,$ and $v$, we conclude that $xy$ is in the same implication class as $xv$. From above, we have that $xv$ is in the same implication class as $uv$. Hence $xy$ and $uv$ are in the same implication class. Assume that the closed neighbourhoods $N[x], N[y], N[u],$ and $N[v]$ are mutually distinct. Then applying Theorem 2.3.11 to a subgraph of $G$ which contains exactly one vertex from each block of $G$ and contains the vertices $x, y, u,$ and $v$, we conclude that $xy$ is in the same implication class as $uv$.

Assume now that $a \neq b$. Suppose that each of $C_a$ and $C_b$ consists of a single vertex of degree $n - 1$. Then $x = u$ and $y = v$. Thus the conclusion follows trivially. Suppose that one of $C_a$ and $C_b$, say $C_a$, consists of a single vertex of degree $n - 1$. Then $x = u$. If $N[y] = N[v]$, then by Lemma 2.3.14, $xy$ is in the same implication class as $uv$. Suppose that $N[y] \neq N[v]$. Applying Theorem 2.3.11 to a subgraph of $G$ which contains a vertex from each block of $G$ and contains the vertices $x, u,$ and $v$, we conclude that $xy$ is in the same implication class as $uv$. For the case when none of $C_a$ and $C_b$ consists of a single vertex of degree $n - 1$, the discussions are similar to the case when $a = b$.

Finally suppose that $\overline{G}$ is not bipartite. Applying Theorem 2.3.11 to a subgraph of $G$ which contains a vertex from each block of $G$, we conclude that $k = 1$. Note that none of $x, y, u, v$ has degree $n - 1$. Hence the discussions are similar again as for
Proof of Theorem 2.3.2: Let $D$ be a connected oriented graph. Suppose that $D$ is obtained from some round oriented graph $R$ by substituting a tournament $T_x$ for each vertex $x$ of $R$. Let $x_1, x_2, \ldots, x_l$ be a round enumeration of $R$. To see that $D$ is a local tournament, let $x$ be a vertex of $D$ and let $y$ and $z$ be two out-neighbours of $x$. Then $x \in T_{x_i}$, $y \in T_{x_j}$, and $z \in T_{x_k}$ for some $1 \leq i, j, k \leq l$. We show that $y$ and $z$ are adjacent. If $i = j$, then $x$ and $y$ have the same closed neighbourhood and hence $y$ is adjacent to $z$ (as $x$ is adjacent to $z$). A similar argument applies if $i = k$. If $j = k$, then $y$ and $z$ are adjacent because they are in the same tournament $T_j$. Assume that $i, j, k$ are mutually distinct. Without loss of generality, assume that $x_1, x_j, x_k$ are three vertices of $R$ listed in clockwise circular order of the round enumeration. Since $x \rightarrow \{y, z\}$, we have that $x_1 \rightarrow \{x_j, x_k\}$. By the definition of a round enumeration, we know that $x_j \rightarrow x_k$. Thus $y \rightarrow z$ in $D$. Hence the outset of $x$ induces a tournament in $D$. A similar argument applies to show that any two in-neighbours of $x$ are adjacent. Therefore $D$ is a local tournament.

Suppose in turn that $D$ is a local tournament. Let $T_1 \cup T_2 \cup \ldots \cup T_p$ be a partition of $D$ into blocks. Then each $T_i$ is a tournament and if $i \neq j$ then $T_i$ is either completely adjacent to $T_j$ or completely non-adjacent to $T_j$.

Let $\{x_1, x_2, \ldots, x_l\}$ be a set of vertices such that $x_i \in T_i$ for each $i = 1, 2, \ldots, l$. Suppose that $R$ is the subgraph of $D$ induced by $\{x_1, x_2, \ldots, x_l\}$. Since $D$ is a connected local tournament, we know that $R$ is also a connected local tournament. In fact $R$ is reduced because distinct vertices of $R$ have distinct closed neighbourhoods. By Theorem 2.2.9, $R$ admits a round enumeration. Without loss of generality, assume that $x_1, x_2, \ldots, x_l$ is a round enumeration of $R$.

Suppose that $\Delta(D) \leq n - 2$. It is implied by Lemma 2.3.14 that $T_i \rightarrow T_j$ if and only if $x_i \rightarrow x_j$. Thus $D$ is obtained from $R$ by substituting a tournament $T_i$ for $x_i$ for each $i = 1, 2, \ldots, l$. To prove the second assertion of Theorem 2.3.2, let $D'$ be any local-tournament orientation of $G(D)$. Then $D'$ can be partitioned into vertex disjoint subgraphs $T_1', T_2', \ldots, T_l'$ where $G(T_i') = G(T_i)$ for each $i = 1, 2, \ldots, l$. We also
see that each $T'_i$ is a tournament and if $i \neq j$ then $T'_i$ is either completely adjacent to $T'_j$ or completely non-adjacent to $T'_j$. Moreover if $T'_i$ and $T'_j$ are completely adjacent then either $T'_i \rightarrow T'_j$ or $T'_j \rightarrow T'_i$ by Lemma 2.3.14. First we see that $T'_i$ is obtained from $T_i$ by reversing some arcs in $T_i$. Suppose that $T'_i = T_i$. Let $\{y_1, y_2, \ldots, y_l\}$ be a set of vertices where $y_i \in T'_i$ and let $R'$ be the subgraph of $D'$ induced by $\{y_1, y_2, \ldots, y_l\}$. Then $y_i \rightarrow y_j$ if and only if $T'_i \rightarrow T'_j$. It is easy to see that the mapping $f : x_i \rightarrow y_i$ is an isomorphism between $G(R)$ and $G(R')$. Then by Corollary 2.3.12, $R'$ is obtained from $R$ by performing partial reversals, possibly followed by a full reversal. Hence $D'$ is obtained from $D$ by performing partial reversals, possibly followed by a full reversal.

Suppose in turn that $\Delta(D) = n - 1$. Without loss of generality, assume that $T_i$ is induced by the set of vertices of degree $n - 1$. Thus if $i \neq 1$ then every vertex of $T_i$ has at most $n - 2$ neighbours. By Lemma 2.3.14 we have $(x, y) \Gamma(x, z)$ for any two vertices $y$ and $z$ in $T_i$. Hence by Lemma 2.1.8 either $x \rightarrow \{y, z\}$ or $\{y, z\} \rightarrow x$. Therefore either $x \rightarrow T_i$ or $T_i \rightarrow x$. Let $z_1 \in T_1$ and let $R''$ be the subgraph of $D$ induced by $\{z_1, x_2, \ldots, x_p\}$. It is easy to verify that the mapping $f : z_1 \rightarrow x_1; x_i \rightarrow x_i (i \geq 2)$ is an isomorphism between $G(R)$ and $G(R'')$. Hence, by Corollary 2.3.12, $R''$ is isomorphic, under $f$, to $R$ or to an oriented graph obtained from $R$ by performing partial reversals of $R$. Note that $R''$ differs from $R$ in only one vertex, i.e., $R'' - z_1 = R - x_1$. So each possible partial reversal of $R$ reverses some arcs incident with $x_1$. Hence $D$ is obtained from $R$ by first substituting $T_i$ for each $x_i$ and then by performing partial reversals (each partial reversal is performed by reversing some arcs incident with one vertex of $T_i$). The second assertion of Theorem 2.3.2 can be proved analogously as for the case $\Delta(D) \leq n - 2$. $\square$
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The Lexicographic Method

3.1 Local-bicompcomplete Orientability

A transitive orientation graph is also called a comparability graph (cf. [25, 32, 33, 40, 71]). Since every transitive oriented graph is locally bicomplete, all transitive orientable graphs are local-bicomplete-orientable. It was first observed by Ghouila-Houri, in different terminology, that the converse of the statement is also true (cf. [31]).

**Theorem 3.1.1** A graph is local-bicomplete-orientable if and only if it is transitively orientable.

In Chapter 2, we proved that a graph $G$ is a proper circular arc graph if and only if the associated characteristic graph $G^*$ is 2-colourable. From this result, a simple algorithm was obtained there to recognize proper circular arc graphs. In a similar way, we will define in this chapter another associated graph $G^+$ of $G$ and prove that $G$ is a comparability graph if and only if $G^+$ is 2-colourable. This will also yield a simple algorithm to recognize comparability graphs. (We have recently learned this result was also formulated and proved by Ghouila-Houri [31]. However our proof is simpler and additionally yields the algorithm below.)
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Let $G = (V, E)$ be a graph and recall from Chapter 2 the notation $F(G)$ for the set of all ordered pairs $(u, v)$ such that $uv$ is an edge of $G$. Note that in an orientation of $G$, each edge $uv \in E$ gives rise to two ordered pairs $(u, v)$ and $(v, u)$ of $F(G)$. In other words, by choosing one of $(u, v)$ or $(v, u)$ for each edge $uv$ of $G$ we get an orientation of $G$.

We now define the characteristic graph $G^+$ with the vertex set $F(G)$ and the adjacency defined by the following: Each $(u, v) \in F(G)$ is adjacent to $(v, u)$, to any $(w, u) \in F(G)$ such that $v \neq w$ and $vw \notin E$, to any $(v, w) \in F(G)$ such that $u \neq w$ and $uw \notin E$, and to no other vertex of $G^+$.

**Theorem 3.1.2** A graph $G = (V, E)$ admits a local-bicomplete orientation if and only if the characteristic graph $G^+$ is 2-colourable.

Moreover, if $G^+$ is 2-coloured with $A$ being a colour class, then $D = (V, A)$ is a local-bicomplete orientation of $G$.

**Proof:** Suppose that $D$ is a local-bicomplete orientation of $G$. We colour the vertices of $G^+$ with two colours $\mu$ and $\tau$ in the following way: Colour a vertex $(u, v)$ by $\mu$ if $u$ dominates $v$, and by $\tau$ if $v$ dominates $u$ in $D$. Let $(x, y)$ and $(x', y')$ be two adjacent vertices of $G^+$. It is easy to see that $x$ dominates $y$ if and only if $y'$ dominates $x'$ in $D$. Hence $(x, y)$ and $(x', y')$ are coloured with different colours. Therefore $G^+$ is 2-colourable.

Suppose now that $G^+$ is 2-coloured with $A$ being a colour class. We prove that $D = (V, A)$ is a local-bicomplete orientation of $G$. Since, for each $(u, v) \in F(G)$, $(u, v)$ and $(v, u)$ are adjacent in $G^+$, exactly one of $(u, v)$ and $(v, u)$ belongs to $A$. Thus $D$ is an orientation of $G$. To show that $D$ is locally bicomplete, let $u, v$, and $w$ be three vertices of $G$ such that $v$ and $w$ are two non-adjacent neighbours of $u$. Then $(u, v), (w, u) \in F(G)$ are adjacent in $G^+$ (and $(v, u)$ and $(u, w)$ are adjacent in $G^+$). Hence at most one of $(u, v)$ and $(w, u)$ (and at most one of $(v, u)$ and $(u, w)$) belongs to $A$. Therefore $D$ is a local-bicomplete orientation of $G$. □

Theorem 3.1.2 proves the correctness of the following algorithm for finding local-bicomplete orientations.

Algorithm 3.1.3 Let $G = (V, E)$ be a graph.

Step 1. Construct the characteristic graph $G^+$ of $G$.

Step 2. If $G^+$ is not 2-colourable, then $G$ is not $\omega$-al-bicomplete-orientable.

Step 3. If $G^+$ is 2-colourable, then find any 2-colouring of $G^+$ and obtain a local-bicomplete orientation $D = (V, A)$ of $G$ where $A$ is a colour class of $G^+$.

Theorem 3.1.4 There is an $O(m\Delta)$ time algorithm to recognize local-bicomplete-orientable graphs and to find such an orientation if one exists.

Proof: The graph $G^+$ has $O(m)$ vertices, $O(\Sigma_{u \in E} \text{deg}(u) + \text{deg}(v)) = O(m\Delta)$ edges and it can be constructed in time $O(m\Delta)$. In the same time we can test, by breath-first search, whether it is 2-colourable, and find a 2-colouring of $G^+$.

Corollary 3.1.5 There is an $O(m\Delta)$ algorithm to recognize comparability graphs.

Proof: This is immediate from Theorem 3.1.1 and 3.1.4.

Let $(u, v), (x, y) \in F(G)$. We say that $(u, v)$ pushes $(x, y)$, denoted by $(u, v)\Psi(x, y)$, if one of the following conditions is satisfied.

- $u = x$ and $v = y$;
- $u = x$, $v \neq y$, and $vy \notin E$;
- $v = y$, $u \neq x$, and $ux \notin E$.

It is obvious that $(u, v)\Psi(x, y)$ if and only if $(u, v)$ is adjacent to $(y, x)$ (or $(v, u)$ is adjacent to $(x, y)$) in $G^+$. We say that $(u, v)$ controls $(x, y)$, denoted by $(u, v)\Psi^*(x, y)$, if there exist $(u_1, v_1), (u_2, v_2), \ldots, (u_k, v_k) \in F(G)$ so that

$$(u, v) = (u_1, v_1)\Psi(u_2, v_2)\Psi \ldots \Psi(u_k, v_k) = (x, y).$$
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**Proposition 3.1.6** For any graph $G$, the binary relation $\Psi^*$ on $F(G)$ is an equivalence relation. \(\square\)

According to Proposition 3.1.6, the binary relation $\Psi^*$ partitions $F(G)$ into equivalence classes. We call each of these equivalence classes a $\Psi^*$-class.

**Lemma 3.1.7** Let $D = (V, A)$ be a local-bicomplete orientation of $G = (V, E)$. If $(u, v)\Psi^*(x, y)$ for some $(u, v), (x, y) \in F(G)$, then $u \rightarrow v$ if and only if $x \rightarrow y$ in $D$.

**Proof:** We prove that if $(u, v)\Psi(x, y)$ for some $(u, v), (x, y) \in F(G)$, then $u \rightarrow v$ if and only if $x \rightarrow y$. The general proof can be done by induction.

If $u = x$ and $v = y$, then the conclusion follows trivially. Suppose that $v = y$, $u \neq x$, and $ux \notin E$. If $u \rightarrow v$ and $y \rightarrow x$ in $D$, then $u \in I(v)$, $x \in O(v)$, and $u$ is not adjacent to $x$, contradicting the fact that $D$ is locally bicomplete. If $v \rightarrow u$ and $x \rightarrow y$ in $D$, then $x \in I(v)$, $u \in O(v)$, and $x$ is not adjacent to $u$, contradicting the fact that $D$ is locally bicomplete. A similar proof applies when $u = x$, $v \neq y$, and $vy \notin E$. \(\square\)

**Theorem 3.1.8** A graph $G$ admits a local-bicomplete orientation if and only if there is no $(u, v) \in F(G)$ such that $(u, v)\Psi^*(v, u)$.

**Proof:** The necessity follows immediately from Lemma 3.1.7. For the sufficiency, suppose that there is no $(u, v) \in F(G)$ with $(u, v)\Psi^*(v, u)$. We apply the following procedure to obtain an orientation $D$ of $G$. Arbitrarily pick an edge $uv \in E$ which has not been oriented and let $x \rightarrow y$ in $D$ for all $(x, y)$ such that $(u, v)\Psi^*(x, y)$. Continue the procedure until there are no unoriented edges left. Since there is no $(u, v) \in F(G)$ with $(u, v)\Psi^*(v, u)$, each edge of $G$ is assigned precisely one orientation. Thus $D$ is an orientation of $G$. It suffices to show that $D$ is locally bicomplete. Suppose to the contrary that $D$ is not locally bicomplete. Then there exists a vertex $x$ such that there is a vertex in $y \in O(x)$ and a vertex $z \in I(x)$ such that $y$ is not adjacent to $z$. Hence $(x, y)\Psi(x, z)$. By the above procedure, we have that $x \rightarrow y$ if and only if $x \rightarrow z$ in $D$. Since $x \rightarrow y$ in $D$, we have $x \rightarrow z$ in $D$. Therefore in $D$ we have both $x \rightarrow z$ and
Proposition 3.1.11 Let \( G \) be a local-bic和平te-orientable graph and suppose that \( G^+ \) is coloured with two colours. Then each \( \Psi^* \)-class consists of all vertices of one colour in one component of \( G^+ \).

**Proof:** Suppose that \( A \) is a \( \Psi^* \)-class. For any two elements \((u, v)\) and \((x, y)\) from \( A \), by the definition of a \( \Psi^* \)-class, there exist \( x_1 y_1, x_2 y_2, \ldots, x_i y_i \) such that

\[
(u, v) = (x_1, y_1) \Psi(x_2, y_2) \Psi \ldots \Psi(x_i, y_i) = (x, y).
\]

Hence, in \( G^+ \),

\[
(u, v) = (x_1, y_1) \sim (y_1, x_1) \sim (x_2, y_2) \sim \ldots \sim (x_i, y_i) = (x, y)
\]
is a path of even length from \((u,v)\) to \((x,y)\). Therefore \((u,v)\) and \((x,y)\) are in the same component and must be coloured with the same colour.

On the other hand, suppose that \((u,v)\) and \((x,y)\) are coloured with the same colour and are in the same component of \(G^+\). Then there is a path of even length from \((u,v)\) to \((x,y)\). Assume that

\[
(u,v) = (a_1, b_1) \sim (a_2, b_2) \sim \ldots \sim (a_j, b_j) = (x,y),
\]

such a path. Then

\[
(u,v) = (a_1, b_1)\Psi(b_2, a_2)\Psi \ldots \Psi(a_j, b_j) = (x,y).
\]

Hence \((u,v)\) and \((x,y)\) are in the same \(\Psi^*\)-class. \(\Box\)

Suppose that \(G\) is local-bicomplete-orientable and suppose that \(G^+\) is coloured with \(\mu\) and \(\tau\). If \(B\) is a set of vertices coloured with \(\mu\) in one component of \(G^+\), then \(B^{-1}\) is the set of vertices coloured with \(\tau\) in the same component as the vertices of \(B\). Hence both \(B\) and \(B^{-1}\) are independent in \(G^+\).

Note that by switching the two colours of vertices in a component of \(G^+\) we get a new 2-colouring of \(G^+\). Therefore if we let

\[
F(G) = B_1 \cup B_2 \cup \ldots \cup B_i \cup B_i^{-1} \cup B_i^{-1} \cup \ldots \cup B_t^{-1}
\]

be the decomposition of \(F(G)\) into \(\Psi^*\)-classes, then each \(B_i\) (and each \(B_i^{-1}\)) is an independent set in \(G^+\) and each \(B_i \cup B_i^{-1}\) induces a component of \(G^+\) for each \(i = 1, 2, \ldots, t\). Moreover, by Algorithm 3.1.3, a local-bicomplete orientation of \(G\) can be obtained by choosing the arc set to be \(A_1 \cup A_2 \cup \ldots \cup A_t\) where \(A_i = B_i\) or \(B_i^{-1}\) for each \(i = 1, 2, \ldots, t\). In fact, it is not difficult to see that this gives all possible local-bicomplete orientations of \(G\).

**Corollary 3.1.12** A graph \(G\) is uniquely local-bicomplete-orientable if and only if \(G^+\) is a connected bipartite graph. \(\Box\)
We close this section by presenting the following theorem.

**Theorem 3.1.13** The following statements are equivalent for a graph $G$:

1. $G$ is a comparability graph;
2. $G$ is local-bicompact-orientable;
3. $G$ is transitive orientation;
4. $G^+$ is 2-colourable;
5. $B \cap B^{-1} = \emptyset$ for each $\Psi^*$-class.

**Proof:** The equivalence between statements 1 and 3 is from the definition of a comparability graph. The equivalence between statements 2 and 3 is basically Theorem 3.1.1. The equivalence between statements 2 and 4 is precisely Theorem 3.1.2. Finally, the equivalence between statements 2 and 5 is just Corollary 3.1.9. \qed

### 3.2 Orientation Algorithms

In 1971, Pnueli, Lempel, and Even [63] gave an $O(m\Delta)$ time algorithm to recognize comparability graphs and to calculate transitive orientations. This algorithm relies on a deep analysis of structures in comparability graphs and it is quite complicated. Here we provide a simple algorithm to solve the same problem. Our algorithm also runs in time $O(m\Delta)$ and makes use of a novel lexicographic method. Using the same method, we will obtain $O(m\Delta)$ algorithms to recognize proper interval graphs and proper circular arc graphs, and to calculate acyclic local-tournament orientations and local-transitive-tournament orientations.

Let $G$ be a graph. Suppose that the vertices of $G$ are enumerated as $v_1, v_2, \ldots, v_n$. In order to describe our algorithm, we define a lexicographic order among all subsets of the vertex set of $G$. We say that $\{v_i\}$ is lexicographically less than $\{v_j\}$, denoted
by \( \{v_i\} \ll \{v_j\} \), if \( i < j \). In general, let \( X \) and \( Y \) be two sets of vertices of \( G \) of size \( k \). Write
\[
X = \{x_1, x_2, \ldots, x_k\}, \ \{x_1\} \ll \{x_2\} \ll \ldots \ll \{x_k\}
\]
and
\[
Y = \{y_1, y_2, \ldots, y_k\}, \ \{y_1\} \ll \{y_2\} \ll \ldots \ll \{y_k\}.
\]
We say that \( X \) is lexicographically less than \( Y \), denoted by \( X \ll Y \), if there exists an \( r \) such that \( 1 \leq r \leq k \), \( \{x_t\} = \{y_t\} \) for all \( t < r \), and \( \{x_r\} \ll \{y_r\} \). Suppose that \( \mathcal{L} \) is a collection of sets of size \( k \). Then \( X \in \mathcal{L} \) is called lexicographically smallest in \( \mathcal{L} \) if \( X \ll Y \) for any \( Y \in \mathcal{L} \) such that \( Y \neq X \).

### 3.2.1 The Transitive Orientation Algorithm for Comparability Graphs

We consider the following algorithm for finding transitive orientations.

**Algorithm 3.2.1** Let \( G = (V, E) \) be a graph.

**Step 1.** Construct the characteristic graph \( G^+ \).

**Step 2.** If \( G^+ \) is not 2-colourable, then \( G \) is not a comparability graph.

**Step 3.** If \( G^+ \) is 2-colourable, then find a special 2-colouring of \( G^+ \) with colours \( \mu \) and \( \tau \) by always first assigning \( \mu \) to the lexicographically smallest uncoloured vertex \( (x, y) \), and completing the unique 2-colouring of the corresponding component of \( G^+ \).

**Step 4.** Let \( A \) be the set of vertices of \( G^+ \) which are coloured with \( \mu \), and obtain a transitive orientation \( D = (V, A) \) of \( G \).

Suppose that \( G \) is a comparability graph. By Theorems 3.1.1 and 3.1.2 we know that \( G^+ \) is 2-colourable. For each vertex \( (u, v) \) of \( G^+ \), we use \( \sigma[(u, v)] \) to denote the set of vertices which have even distance from \( (u, v) \) in \( G^+ \). Then for every \( (x, y) \in \sigma[(u, v)] \)
we must have $\sigma[(x, y)] = \sigma[(u, v)]$. By Proposition 3.1.1, $\sigma[(u, v)]$ is precisely the $\Psi^*$-class which contains $(u, v)$. So if $\sigma[(x, y)] = \sigma[(u, v)]$, then in any locally bicomplete orientation of $G$, $x \rightarrow y$ if and only if $u \rightarrow v$. In other words, in any 2-colouring of $G^+$ all vertices in $\sigma[(u, v)]$ must be coloured with the same colour. According to this notation, Step 3 of Algorithm 3.2.1 can be interpreted as follows: If $G^+$ is 2-colourable, then find a special 2-colouring of $G^+$ with two colours $\mu$ and $\tau$ by always first assigning colour $\mu$ to the lexicographically smallest uncoloured vertex $(x, y)$, as well as to all vertices in $\sigma[(x, y)]$, and colouring all vertices in $\sigma[(y, x)]$ by $\tau$. Note that if $(x, y)$ is the lexicographically smallest pair chosen by Step 3, then $\{x\} \ll \{y\}$.

The following lemma is crucial for proving the correctness of Algorithm 3.2.1.

**Lemma 3.2.2** Suppose that $D$ is locally bicomplete and suppose that $a \rightarrow b \rightarrow c \rightarrow a$ is a directed triangle in $D$. If $\sigma[(b, c)] = \sigma[(b', c')]$ for some $(b', c') \in F(G)$, then $\sigma[(a, b)] = \sigma[(a, b')]$ and $\sigma[(c, a)] = \sigma[(c', a)]$.

**Proof:** Since $\sigma[(b, c)] = \sigma[(b', c')]$, we know that $(b, c)$ controls $(b', c')$. Then there exist $(b_1, c_1), (b_2, c_2), \ldots, (b_l, c_l) \in F(G)$ for some $l$ such that

$$(b, c) = (b_1, c_1)\Psi(b_2, c_2)\Psi \cdots \Psi(b_l, c_l) = (b', c').$$

Without loss of generality, we assume that $(b_i, c_i) \neq (b_{i+1}, c_{i+1})$ for each $i = 1, 2, \ldots, l-1$. Since $b$ dominates $c$, we know that $b_i$ dominates $c_i$ for each $i = 1, 2, \ldots, l$ (see Lemma 3.1.7). We prove that $\sigma[(a, b)] = \sigma[(a, b_i)]$ and $\sigma[(c, a)] = \sigma[(c_i, a)]$ for each $i = 1, 2, \ldots, l$.

It is trivial when $i = 1$. Assume that $\sigma[(a, b)] = \sigma[(a, b_i)]$ and $\sigma[(c, a)] = \sigma[(c_i, a)]$ for some $1 \leq i < l$. Then $a \rightarrow b_i$ and $c_i \rightarrow a$ in $D$. Since $(b_i, c_i)\Psi(b_{i+1}, c_{i+1})$, by the definition of $\Psi$, either $c_{i+1} = c_i$, $b_{i+1} \neq b_i$, and $b_{i+1}$ is not adjacent to $b_i$, or $b_{i+1} = b_i$, $c_{i+1} \neq c_i$, and $c_{i+1}$ is not adjacent to $c_i$. In the former case, we have that $c_{i+1}a = c_ia$. Hence $\sigma[(c_{i+1}, a)] = \sigma[(c_i, a)]$, and so $\sigma[(c, a)] = \sigma[(c_{i+1}, a)]$. Since $b_{i+1} \rightarrow c_{i+1} \rightarrow a$ in $D$, which is locally bicomplete, $b_{i+1}$ is adjacent to $a$. Hence $\sigma[(a, b_{i+1})] = \sigma[(a, b_i)]$ because $b_i$ is not adjacent to $b_{i+1}$. Therefore $\sigma[(a, b_{i+1})] = \sigma[(a, b)]$ because $\sigma[(a, b)] = \sigma[(a, b_i)]$.

A similar discussion applies in the latter case. $\square$
Theorem 3.2.3  If \( G \) is local-bicomplete-orientable, then Algorithm 3.2.1 correctly finds a transitive orientation \( D = (V, A) \) of \( G \).

Proof: By Theorem 3.1.2, we know that \( D = (V, A) \) is a locally bicomplete orientation of \( G \). So it suffices to show that \( D \) is transitive. Suppose that \( D \) is not transitive. Then there exists a vertex \( x \in V(D) \) such that an in-neighbour of \( x \) is dominated by an out-neighbour of \( x \), that is, \( y \to z \) for some \( y \in O(x) \) and \( z \in I(x) \). Hence \( D \) contains a directed triangle \( x \to y \to z \to x \).

Let \( \{a, b, c\} \) be the lexicographically smallest set of size 3 which induces a directed triangle in \( D \). Since \( \{a, b, c\} \) induces a directed triangle, there exist two vertices \( x, y \in \{a, b, c\} \) such that \( x \to y \) and \( \{y\} \preceq \{x\} \). Without loss of generality, assume that \( b \) and \( c \) are two such vertices, that is, \( b \to c \) and \( \{c\} \preceq \{b\} \). Then there exists \( (b', c') \in F(G) \) such that \( (b', c') \) was the lexicographically smallest one chosen in Step 3 of Algorithm 3.2.1, such that \( \sigma([(b, c)] = \sigma([(b', c')] \). Hence \( (b', c') \preceq \{b, c\} \). By Lemma 3.2.2 we have \( \sigma([(a, b)] = \sigma([(a, b')] \) and \( \sigma([(c, a)] = \sigma([(c', a)]. \) So \( a \to b' \) and \( c' \to a \) in \( D \). Therefore the set \( \{a, b', c'\} \) induces a directed triangle in \( D \) and is lexicographically less than \( \{a, b, c\} \), contradicting the choice of \( \{a, b, c\} \). \( \square \)

We now provide a simple proof of Ghouila-Houri's Theorem as follows.

Proof of Theorem 3.1.1: The sufficiency is obvious. To proof the necessity, suppose that \( G \) is local-bicomplete-orientable. Then by Theorem 3.2.3, \( G \) is transitively orientable. \( \square \)

3.2.2 The Local-transitive-tournament Orientation Algorithm for Proper Circular Arc Graphs

Now we turn to proper circular arc graphs and their related local-tournament orientations and local-transitive-tournament orientations. Theorem 2.1.1 assures that a proper circular arc graph is local-tournament-orientable. We shall prove that if
a graph is local-tournament-orientable then it is also local-transitive-tournament-orientable. We have seen from Theorem 2.2.6 that a proper circular arc representation of $G$ can be obtained in time $O(m + n)$ from a local-transitive-tournament orientation of $G$. So it is important to understand how to obtain local-transitive-tournament orientations of a proper circular arc graph.

Consider the following algorithm for finding local-transitive-tournament orientations.

**Algorithm 3.2.4** Let $G = (V, E)$ be a connected graph.

*Step 1.* Construct the characteristic graph $G^*$.

*Step 2.* If $G^*$ is not 2-colourable, then $G$ is not a proper circular arc graph.

*Step 3.* If $G^*$ is 2-colourable, then find a special 2-colouring of $G^*$ with colours $\mu$ and $\tau$ by always first assigning $\mu$ to the lexicographically smallest uncalled vertex $(x, y)$, and completing the unique 2-colouring of the corresponding component of $G^*$.

*Step 4.* Let $A$ be the set of vertices of $G^*$ which are coloured with $\mu$, and obtain a local-transitive-tournament orientation $D = (V, A)$ of $G$.  

Suppose that $G$ is a proper circular arc graph. By Theorems 2.1.1 and 2.1.3 we know that $G^*$ is 2-colourable. For each vertex $(u, v)$ of $G^*$, we use $\rho([(u, v)])$ to denote the set of vertices which have even distance from $(u, v)$ in $G^*$. Then for every $(x, y) \in \rho([(u, v)])$ we must have $\rho([(x, y)]) = \rho([(u, v)])$. By Proposition 2.1.13, $\rho([(u, v)])$ is precisely the $\Gamma^*$-class which contains $(u, v)$. So if $\rho([(x, y)]) = \rho([(u, v)])$, then in any local-tournament orientation of $G$, $x \rightarrow y$ if and only if $u \rightarrow v$. In other words, in any 2-colouring of $G^*$ the vertices in $\rho([(u, v)])$ must be coloured with the same colour. According to this notation, Step 3 of Algorithm 3.2.4 can be interpreted as follows: if $G^*$ is 2-colourable, then find a special 2-colouring of $G^*$ with two colours $\mu$ and $\tau$ by always first assigning colour $\mu$ to the lexicographically smallest uncoloured vertex
(x, y), as well to all vertices in $\rho([x, y])$, and colouring all vertices in $\rho([y, x])$ by $\tau$. Note that if $(x, y)$ is the lexicographically smallest pair chosen by Step 3 then $\{x\} \ll \{y\}$.

Now we prove the correctness of Algorithm 3.2.4. First we have the following straightforward observation.

**Lemma 3.2.5** Let $D$ be a local tournament. Then $D$ is a local transitive tournament if and only if neither the outset nor the inset of any vertex contains a directed triangle. 

Let $a, b, c,$ and $d$ be four vertices of $D$. If $\{b, c, d\}$ induces a directed triangle and $a$ is dominated by $\{b, c, d\}$ or dominates $\{b, c, d\}$, then we call $\{a, b, c, d\}$ a forbidden quadruplet.

Suppose that $D = (V, A)$ is an orientation of $G$ obtained by Algorithm 3.2.4. By Theorem 2.1.3, we know that $D$ is a local tournament. Assume that $D$ is not a local transitive tournament, i.e., that $D$ contains a forbidden quadruplet. Among all forbidden quadruplets of $D$, let $\{a, b, c, d\}$ be the lexicographically smallest one. Assume that $a$ dominates $\{b, c, d\}$ which induces a directed triangle $b \rightarrow c \rightarrow d \rightarrow b$. (A similar argument applies if $a$ is dominated by $\{b, c, d\}$.) Since $\{b, c, d\}$ induces a triangle, there are two vertices $x, y \in \{b, c, d\}$ such that $x \rightarrow y$ and $\{y\} \ll \{x\}$. Without loss of generality, assume that $d$ and $b$ are two such vertices, that is, $\{b\} \ll \{d\}$. Then there exists an ordered pair $(d', b') \in F(G)$, which was the lexicographically smallest one chosen by Step 3 of Algorithm 3.2.4 such that $\rho((d', b')) = \rho((d, b))$. Note that $\{d'\} \ll \{b'\}$ and $\{d', b'\} \ll \{d, b\}$.

Since $\rho((d', b')) = \rho((d, b))$, there exist $(x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l) \in F(G)$ such that

$$(d, b) = (x_1, y_1)\Gamma(x_2, y_2)\Gamma \ldots \Gamma(x_l, y_l) = (d', b').$$

Since $(d', b') \neq (d, b)$, $l \geq 2$. Without loss of generality, we assume that $(x_i, y_i) \neq (x_{i+1}, y_{i+1})$ for each $i = 1, 2, \ldots, l - 1$. By Lemma 2.1.8, $x_i$ dominates $y_i$ in $D$ for each $i = 1, 2, \ldots, l$. 
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For convenience, we now change notation. Let \( h_i = y_i \) if \( i \) is odd and \( h_i = x_i \) if \( i \) is even. Let \( d_i = x_i \) if \( i \) is odd and \( d_i = y_i \) if \( i \) is even. Then \((b_i, d_i) \Gamma (d_{i+1}, b_{i+1})\) for each \( i = 1, 2, \ldots, l - 1 \). Moreover \( b_i \rightarrow a_i \) if \( i \) is even and \( d_i \rightarrow b_i \) if \( i \) is odd.

**Claim:** The following three statements are true

1. For each \( i = 1, 2, \ldots, l \), \( d_i \) is adjacent to every vertex of \( \{a, b, c\} \).

2. For each \( i = 1, 2, \ldots, l \), \( b_i \) is adjacent to every vertex of \( \{a, c, d\} \).

3. There exists a forbidden quadruplet which is lexicographically less than \( \{a, b, c, d\} \).

**Proof:** We apply induction on \( l \). Assume first \( l = 1 \). Let \( d_1 = d \) is adjacent to every vertex of \( \{a, b, c\} \), and that \( b_1 = h \) is adjacent to every vertex of \( \{a, c, d\} \). Since \((d_1, b_1) \Gamma (b_2, d_2)\), either \( d_1 = d_2, b_1 \neq b_2 \), and \( b_1 \) is not adjacent to \( b_2 \), or \( b_1 = b_2, d_1 \neq d_2 \), and \( d_1 \) is not adjacent to \( d_2 \). Suppose first that \( d_1 = d_2, b_1 \neq b_2 \), and \( b_1 \) is not adjacent to \( b_2 \). Since \( a \rightarrow d_1, b_2 \rightarrow d_2, \) and \( d_1 = d_2 \), we have that \( b_2 \) is adjacent to \( a \). Then \( b_2 \rightarrow a \) because \( a \rightarrow b_1 \) and \( b_1 \) is not adjacent to \( b_2 \). Since \( c \rightarrow d_1, b_2 \rightarrow d_2, \) and \( d_1 = d_2 \), we have that \( b_2 \) is adjacent to \( c \). Then \( c \rightarrow b_2 \) because \( b_1 \rightarrow c \) and \( b_1 \) is not adjacent to \( d_2 \). Statements 1 and 2 now follow. We notice that \( \{a, c, b_2\} \) induces a directed triangle which dominates \( d_2 \). Then \( \{a, c, b_2, d_2\} \) is a forbidden quadruplet in \( D \). This quadruplet is lexicographically less than \( \{a, b, c, d\} \) because \( \{b_2, d_2\} \ll \{b, d\} \).

Suppose in turn that \( b_1 = b_2, d_1 \neq d_2 \), and \( d_1 \) is not adjacent to \( d_2 \). Since \( b_1 \rightarrow c, b_2 \rightarrow d_2, \) and \( b_1 = b_2 \), we have that \( d_2 \) is adjacent to \( c \). Then \( d_2 \rightarrow c \) because \( c \rightarrow d_1 \) and \( d_1 \) is not adjacent to \( d_2 \). Hence \( d_2 \) is adjacent to \( a \) as \( \{a, d_2\} \rightarrow c \). Since \( a \rightarrow d_1 \) and \( d_1 \) is not adjacent to \( d_2 \), we must have \( d_2 \rightarrow a \). Statements 1 and 2 now follow. We notice that \( \{a, b_2, d_2\} \) induces a directed triangle which dominates \( c \). So \( \{a, c, b_2, d_2\} \) is a forbidden quadruplet of \( D \). This quadruplet is lexicographically less than \( \{a, b, c, d\} \) as \( \{b_2, d_2\} \ll \{b, d\} \).

Now we assume that the Claim is true for all \( l \leq k \) and we consider the case when \( l = k + 1 \) where \( k \geq 2 \).

Let \( B_k = \{b_1, b_2, \ldots, b_k\} \) and \( D_k = \{d_1, d_2, \ldots, d_k\} \). By the induction hypothesis, every vertex of \( \{a, b, c\} \) is adjacent to every vertex of \( D_k \), and every vertex of \( \{a, c, d\} \)
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is adjacent to every vertex of $B_k$. Let $b_j, b_{j+1} \in B_k$. Suppose that $b_j \neq b_{j+1}$. Then $b_j$ and $b_{j+1}$ are not adjacent. So if $a \rightarrow b_j$ (resp. $b_j \rightarrow a$) then $b_{j+1} \rightarrow a$ (resp. $a \rightarrow b_{j+1}$). We know that $a \rightarrow b_1$. Hence

$$a \rightarrow b_k$$

if $|B_k|$ is odd and $b_k \rightarrow a$ if $|B_k|$ is even.

Applying a similar argument, we can show

$$a \rightarrow d_k$$

if $|D_k|$ is odd and $d_k \rightarrow a$ if $|D_k|$ is even,

$$b \rightarrow d_k$$

if $|B_k|$ is even and $d_k \rightarrow b$ if $|B_k|$ is odd,

$$c \rightarrow b_k$$

if $|B_k|$ is even and $b_k \rightarrow c$ if $|B_k|$ is odd,

$$c \rightarrow d_k$$

if $|D_k|$ is odd and $d_k \rightarrow c$ if $|D_k|$ is even, and

$$d \rightarrow b_k$$

if $|B_k|$ is odd and $b_k \rightarrow d$ if $|B_k|$ is even.

Since $(b_k, d_k) \Gamma (d_{k+1}, b_{k+1})$, either $b_k = b_{k+1}$, $d_k \neq d_{k+1}$, and $d_k$ is not adjacent to $d_{k+1}$, or $d_k = d_{k+1}$, $b_k \neq b_{k+1}$, and $b_k$ is not adjacent to $b_{k+1}$.

Since the two cases are similar, we only consider the case when $b_k = b_{k+1}$, $d_k \neq d_{k+1}$, and $d_k$ is not adjacent to $d_{k+1}$. An important fact to observe is that the integers $k$ and $|B_k| + |D_k|$ have distinct parity. We discuss the following cases.

Case 1. Suppose that $k$ is odd. In this case, $|B_k|$ and $|D_k|$ have the same parity.

Subcase 1.1. Suppose that both $|B_k|$ and $|D_k|$ are odd. Then from the above discussion, we know that $a \rightarrow b_k$, $a \rightarrow d_k$, $d_k \rightarrow b$, $c \rightarrow d_k$, $b_k \rightarrow c$, and $d \rightarrow b_k$. Since $k$ is odd, we have $b_{k+1} \rightarrow d_k$. Thus $d_{k+1}$ is adjacent to $c$ because $b_k \rightarrow c$, $b_{k+1} \rightarrow d_k$, and $b_k = b_{k+1}$. Hence $d_{k+1} \rightarrow c$ as $c \rightarrow d_k$ and $d_k$ is not adjacent to $d_{k+1}$. We see that $d_{k+1}$ is adjacent to $a$ and $b$ because $\{a, b, d_{k+1}\} \rightarrow c$. Since $a \rightarrow d_k$ and $d_k$ is not adjacent to $d_{k+1}$, we have $d_{k+1} \rightarrow a$. Statements 1 and 2 now follow easily. We notice that $\{a, b_{k+1}, d_{k+1}\}$ induces a directed triangle which dominates $c$. Then $\{a, c, b_{k+1}, d_{k+1}\}$ is a forbidden quadruplet of $D$. This quadruplet is lexicographically less than $\{a, b, c, d\}$ since $\{b_{k+1}, d_{k+1}\} \ll \{b, d\}$.

Subcase 1.2. Suppose that both $|B_k|$ and $|D_k|$ are even. Then $b_k \rightarrow a$, $d_k \rightarrow a$, $b \rightarrow d_k$, $c \rightarrow b_k$, $d_k \rightarrow c$, and $b_k \rightarrow d$. Since $b_{k+1} \rightarrow d_k$, $b_k \rightarrow a$, and $b_k = b_{k+1}$, we have that $d_{k+1}$ is adjacent to $a$. Then $a \rightarrow d_{k+1}$ because $d_k \rightarrow a$ and $d_k$ is not adjacent to $d_{k+1}$. Now we have $a \rightarrow \{b, c, d_{k+1}\}$ and hence $d_{k+1}$ is adjacent to $b$ and $c$. Thus statements 1 and 2 have been proved. Since $b \rightarrow d_k$ and $d_k$ is not adjacent to $d_{k+1}$, we have $d_{k+1} \rightarrow b$. Since $d_k \rightarrow c$ and $d_k$ is not adjacent to $d_{k+1}$, we have $c \rightarrow d_{k+1}$. Thus $\{a, c, b_{k+1}\}$ induces a
directed triangle which dominates $d_{k+1}$. So $\{a, c, b_{k+1}, d_{k+1}\}$ is a forbidden quadruplet of $D$ which is lexicographically less than $\{a, b, c, d\}$ because $\{b_{k+1}, d_{k+1}\} \prec \{b, d\}$.

**Case 2.** Suppose that $k$ is even. Then $|B_k|$ and $|D_k|$ have distinct parity.

**Subcase 2.1.** Suppose that $|B_k|$ is odd and that $|D_k|$ is even. Then $a \rightarrow b_k, d_k \rightarrow a, b \rightarrow d_k, b_k \rightarrow c, d_k \rightarrow c$, and $d \rightarrow b_k$. We note that $d_{k+1} \rightarrow b_{k+1}$ since $k$ is even. Then $d_{k+1}$ is adjacent to $a$ because $d_{k+1} \rightarrow b_{k+1}, a \rightarrow b_k$, and $b_k = b_{k+1}$. Since $d_k \rightarrow a$ and $d_k$ is not adjacent to $d_{k+1}$, we have $a \rightarrow d_{k+1}$. Thus $a \rightarrow \{b, c, d_{k+1}\}$ and hence $d_{k+1}$ is adjacent to $b$ and $c$. Since $b \rightarrow d_k$ and $d_k$ is not adjacent to $d_{k+1}$, we have $d_{k+1} \rightarrow b$. Since $d_k \rightarrow c$ and $d_k$ is not adjacent to $d_{k+1}$, we have $c \rightarrow d_{k+1}$. Hence statements 1 and 2 have been proved. We see that $\{c, b_{k+1}, d_{k+1}\}$ induces a directed triangle which is dominated by $a$. So $\{a, c, b_{k+1}, d_{k+1}\}$ is a forbidden quadruplet of $D$ which is lexicographically less than $\{a, b, c, d\}$ because $\{b_{k+1}, d_{k+1}\} \prec \{b, d\}$.

**Subcase 2.2.** Suppose that $|B_k|$ is even and that $|D_k|$ is odd. Then $b_k \rightarrow a, a \rightarrow d_k, d_k \rightarrow b, c \rightarrow b_k, c \rightarrow d_k$, and $b_k \rightarrow d$. Since $d_{k+1} \rightarrow b_{k+1}, c \rightarrow b_k$, and $b_k = b_{k+1}$, we have that $d_{k+1}$ is adjacent to $c$. Then $d_{k+1} \rightarrow c$ because $c \rightarrow d_k$ and $d_k$ is not adjacent to $d_{k+1}$. Thus we have $\{a, b, d_{k+1}\} \rightarrow c$ and hence $d_{k+1}$ is adjacent to $a$ and $b$. Hence statements 1 and 2 follow. Since $a \rightarrow d_k$ and $d_k$ is not adjacent to $d_{k+1}$, we have $d_{k+1} \rightarrow a$. Since $d_k \rightarrow b$ and $d_k$ is not adjacent to $d_{k+1}$, we have $b \rightarrow d_{k+1}$. Now we see that $\{a, c, b_{k+1}\}$ induces a directed triangle which is dominated by $d_{k+1}$. So $\{a, c, b_{k+1}, d_{k+1}\}$ is a forbidden quadruplet of $D$ which is lexicographically less than $\{a, b, c, d\}$ as $\{b_{k+1}, d_{k+1}\} \prec \{b, d\}$.

However statement 3 of the above claim contradicts our choice of $\{a, b, c, d\}$. Therefore $D$ contains no forbidden quadruplet and $D$ is a local transitive tournament by Lemma 3.2.5. In conjunction with Theorem 2.1.15 and Corollary 2.2.10, we have proved the following result.

**Theorem 3.2.6** Algorithm 3.2.4 finds a local-transitive-tournament orientation of $G$ if one exists, and otherwise correctly reports that one does not exist.

We now present a simple proof of Skrien's Theorem which states that a connected
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graph is local-tournament-orientable if and only if it is a proper circular arc graph, as an application of our lexicographic method.

**Proof of Theorem 2.1.1**: Suppose that $G$ is a proper circular arc graph with a circular arc representation $F$. By Lemma 2.2.8 the representation $F$ can be chosen so that no two arcs share a common endpoint and no two arcs together cover the entire circle. Let $S_1, S_2, \ldots, S_n$ be the arcs in $F$. For each $i = 1, 2, \ldots, n$, let $v_i$ be the vertex of $G$ associated with $S_i$. We obtain an oriented graph $D$ as follows: The vertex set of $D$ is the same as the vertex set of $G$, and a vertex $v_i$ dominates a vertex $v_j$ in $D$ if and only if $S_i$ contains the head of $S_j$ (or $S_j$ contains the tail of $S_i$). By Theorem 2.2.6, $D$ is a local-transitive-tournament orientation of $G$. Hence $G$ is local-tournament-orientable.

Suppose in turn that $G$ is local-tournament-orientable. Then by Theorem 3.2.6, $G$ admits a local-transitive-tournament orientation. Hence by Theorem 2.2.6, $G$ is a proper circular arc graph.

3.2.3 The Acyclic Local-tournament Orientation Algorithm for Proper Interval Graphs

A closed walk $C = v_1 \sim v_2 \sim \ldots \sim v_k \sim v_1$ is called a *semicycle* if $v_{i-1}$ is not adjacent to $v_{i+1}$ for each $i = 1, 2, \ldots, k$, where the subscript addition and subtraction are modulo $k$. The following lemma is the traditional characterization of interval graphs due to Gilmore and Hoffman (cf. [32]).

**Lemma 3.2.7** A graph $G$ is an interval graph if and only if it contains no chordless cycle of length 4 and $\overline{G}$ contains no semicycles of odd length.

A proper interval graph is of course an interval graph. However the converse is not necessarily true, that is, not all interval graphs are proper interval graphs. The following result, due to Roberts [68], shows which interval graphs are proper interval graphs.
Lemma 3.2.8 An interval graph is a proper interval graph if and only if it is claw-free.

Theorem 3.2.9 The following statements are equivalent for a graph $G$.

1. $G$ is a proper interval graph,

2. $G$ is orientable as a non-strong local tournament,

3. $G$ is orientable as an acyclic local tournament,

4. $G$ is claw-free, contains no chordless cycle of length 4, and $\overline{G}$ contains no semi-cycles of odd length.

Proof: It suffices to show that the statements of Theorem 3.2.9 are equivalent for a connected graph $G$. The equivalence between statement 1 and statement 4 is implied by Lemma 3.2.7 and Lemma 3.2.8.

1 $\Rightarrow$ 2: Assume that $G$ is a proper interval graph and assume that $\mathcal{I}$ is a proper interval representation of $G$. Without loss of generality, assume that the intervals of $\mathcal{I}$ have distinct endpoints. Let $I_1, I_2, \ldots, I_n$ be the intervals of $\mathcal{I}$ and let $v_i$ be the vertex of $G$ associated with $I_i$ for each $i = 1, 2, \ldots, n$. We obtain an oriented graph $D$ as follows: Let the vertex set of $D$ be the vertex set of $G$ and let $v_i \rightarrow v_j$ if $S_i$ contains the left endpoint of $S_j$. We note that $S_i$ contains the left endpoint of $S_j$ if and only if $S_j$ contains the right endpoint of $S_i$. Moreover, for any two intersecting intervals $S_i$ and $S_j$, either $S_i$ contains the left endpoint of $S_j$ or $S_j$ contains the left endpoint of $S_i$. Thus each edge of $G$ is assigned exactly one direction and so $D$ is an orientation of $G$. Since no interval of $\mathcal{I}$ contains the left endpoint of the left-most interval of $\mathcal{I}$, the corresponding vertex associated with the first interval of $\mathcal{I}$ has no in-neighbour in $D$. Hence $D$ is non-strong. For each vertex $v_i$, the out-neighbours of $v_i$ are associated with those intervals of $\mathcal{I}$ containing the right endpoint of $S_i$. Hence the intervals associated with the out-neighbours of $v_i$ intersect each other. So the out-neighbours of $v_i$ induce a complete subgraph of $D$. A similar discussion applies
to show that the in-neighbours of \( v_i \) induce a complete subgraph of \( D \). Therefore \( D \) is a local tournament.

2 \( \Rightarrow \) 3: Suppose that \( G \) is orientable as a non-strong local tournament. Then by Corollary 2.2.5, \( G \) is straight-orientable. Since a straight oriented graph is an acyclic local tournament, \( G \) is orientable as an acyclic local tournament.

3 \( \Rightarrow \) 1: Suppose that \( G \) is orientable as an acyclic local tournament. Then by Corollary 2.2.5, \( G \) admits a straight orientation. Hence \( G \) is a proper interval graph by Theorem 2.2.2.

A graph \( G \) admits a perfect elimination order if the vertices of \( G \) can be linearly ordered \( v_1, v_2, \ldots, v_n \) so that for each \( v_i \) the vertices adjacent to \( v_i \) with subscripts greater than \( i \) induce a complete subgraph. It has been proved by Fulkerson and Gross that a graph admits a perfect elimination order if and only if it is chordal (cf. [24]).

Suppose that \( G \) is a proper interval graph. Then \( G \) is a proper circular arc graph and hence \( G^* \) is 2-colourable. Moreover \( G \) must be chordal and therefore it admits a perfect elimination order. Given a perfect elimination order, \( v_1, v_2, \ldots, v_n \), we define the lexicographic order according to this order.

Consider the following algorithm for finding acyclic local-tournament orientations.

**Algorithm 3.2.10** Let \( G \) be a graph.

*Step 1.* Construct the characteristic graph \( G^* \) of \( G \).

*Step 2.* If \( G^* \) is not 2-colourable or \( G \) does not admit a perfect elimination order, then \( G \) is not a proper interval graph.

*Step 3.* Find a perfect elimination order of \( G \), \( v_1, v_2, \ldots, v_n \).

*Step 4.* Find a special 2-colouring of \( G^* \) with colours \( \mu \) and \( \tau \) by always first assigning colour \( \mu \) to the lexicographically (with respect to the perfect elimination order) smallest uncoloured vertex \( (x, y) \), and then complete the unique 2-colouring of the corresponding component of \( G^* \).
Step 5. Let $A$ be the set of vertices of $G^*$ which are coloured with $\mu$ and obtain an acyclic local-tournament orientation $D = (V, A)$ of $G$.

The following lemma is a consequence of Theorem 2.3.1 and Theorem 3.2.9.

**Lemma 3.2.11** Let $G$ be a proper interval graph. Then $G$ can be obtained from a reduced straight-orientable graph $S$ by substituting a complete graph for each vertex of $S$.

**Lemma 3.2.12** Let $S$ be a reduced connected graph with a straight enumeration $x_1, x_2, \ldots, x_l$. Suppose that $G = (V, E)$ is a graph obtained from $S$ by substituting a complete graph $H_{x_i}$ for each vertex $x_i$ of $S$. If $\Delta(G) < n - 1$, then the following hold:

1. For each $x_i$, each edge of $H_{x_i}$ forms one implication class, that is, if $u, v \in H_{x_i}$ and $(u, v) \in E_{i}(u', v')$ for some $(u', v')$ then $(u, v) = (u', v')$.

2. All edges of $G$ which are not in $H_{x_i}$, for any $x_i$, form one implication class, that is, if $(z_i, z_j), (z_a, z_b) \in E(G)$ where $z_i \in H_{x_i}$, $z_a \in H_{x_a}$, $z_j \in H_{x_j}$, and $z_b \in H_{x_b}$ with $i < j$ and $a < b$, then $(z_i, z_j) \in E_{i}(z_a, z_b)$.

**Proof:** The first assertion of the lemma is easy. To prove the second assertion, we first note that $S$ is uniquely orientable as a non-strong local tournament. In fact, if $(x_i, x_j), (x_a, x_b) \in E(S)$ where $i < j$ and $a < b$, then $(x_i, x_j) \in E(G)$ for each $i = 1, 2, \ldots, l$. Suppose that $y_1, y_2, \ldots, y_l$ are vertices of $G$ such that $y_i \in H_{x_i}$, for each $i = 1, 2, \ldots, l$. Then $< \{y_1, y_2, \ldots, y_l\} >$ is a subgraph of $G$ which is just a copy of $S$. If $(y_i, y_j), (y_a, y_b) \in E(G)$ where $i < j$ and $a < b$, then $(y_i, y_j) \in E(G)$ for each $i = 1, 2, \ldots, l$. The rest of the proof follows by Lemma 2.3.14.

**Lemma 3.2.13** Let $S$ be a reduced connected graph with a straight enumeration $x_1, x_2, \ldots, x_l$. Suppose that $G = (V, E)$ is a graph which is obtained from $S$ by substituting a complete graph $H_{x_i}$ for each vertex $x_i$ of $S$. If $\Delta(G) = n - 1$, then:
1. \( l \) is odd, and \( H_{x_r} \), with \( r = \frac{l+1}{2} \), consists of vertices of \( G \) of degree \( n-1 \);

2. For each \( x_i \), each edge of \( H_{x_i} \) forms one implication class, that is, if \( u, v \in H_{x_i} \), and \((u, v) \Gamma^*(u', v')\) for some \((u', v')\) then \((u, v) = (u', v')\);

3. For each \( u \in H_{x_r} \) all edges \( uv \) with \( v \not\in H_{x_r} \) form one implication class, that is, if \( z_i \in H_{x_i}, z_j \in H_{x_j}; z_a \in H_{x_a}, \) and \( z_b \in H_{x_b} \) with \( i, j < r < a, b \), then \((u, z_i) \Gamma^*(u, z_j), (u, z_a) \Gamma^*(u, z_b), \) and \((u, z_i) \Gamma^*(z_a, u)\);

4. All edges not in \( H_{x_r} \) for any \( x_i \) and not incident with any vertex of \( H_{x_r} \) form one implication class, that is, if \((z_i, z_j), (z_a, z_b) \in F(G) \) where \( z_i \in H_{x_i}, z_j \in H_{x_j}, z_a \in H_{x_a}, \) and \( z_b \in H_{x_b} \) with \( i, j, a, b \neq r, i < j, \) and \( a < b \), then \((z_i, z_j) \Gamma^*(z_a, z_b)\).

**Proof:** Assertion 1 is a consequence of Proposition 2.3.5. Assertion 2 is easy. To prove assertions 3 and 4, let \( y_1, y_2, \ldots, y_l \) be a set of vertices of \( G \) such \( y_i \in H_{x_i} \) for each \( i = 1, 2, \ldots, l \). Then \(< y_1, y_2, \ldots, y_l >\) is a reduced connected graph which is a copy of \( S \). Hence it can be oriented as a non-strong local tournament. By Proposition 2.3.5, \(< y_1, y_2, \ldots, y_l >\) has precisely two implication classes: One class consists of all edges that are incident with \( y_r \) (\( r = \frac{l+1}{2} \)), the other class consists of all edges that are not incident with \( y_r \). In fact, if \( i, j < r < a, b \), then \((y_r, y_i) \Gamma^*(y_r, y_j), (y_r, y_a) \Gamma^*(y_r, y_b), \) and \((y_r, y_i) \Gamma^*(y_a, y_r)\). Moreover, if \((y_i, y_j), (y_a, y_b) \in F(G) \) where \( i, j, a, b \neq r, i < j, \) and \( a < b \), then \((y_i, y_j) \Gamma^*(y_a, y_b)\). The rest of the proof follows by using Lemma 2.3.14.

If \( G \) is a proper interval graph, then \( G \) is a proper circular arc graph and hence \( G^* \) is 2-colourable. Recall from Chapter 2 that if \((u, v), (x, y) \in F(G) \) with \((u, v) \Gamma^*(x, y)\) then \((u, v) \) and \((x, y)\) must be coloured with the same colour in any 2-colouring of \( G^* \).

**Theorem 3.2.14** Algorithm 3.2.10 correctly produces an acyclic local-tournament orientation \( D = (V, A) \) of \( G \), provided one exists, and otherwise correctly reports that one does not exist.

**Proof:** Clearly the algorithm finds that an acyclic local-tournament orientation does not exist if and only if this is the case (cf. Theorem 3.2.9). Suppose that
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$G = (V, E)$ is a proper interval graph and $D = (V, A)$ is the orientation of $G$ obtained by Algorithm 3.2.10. Let $S$ be a reduced connected straight-orientable graph with a straight enumeration $x_1, x_2, \ldots, x_l$. Suppose that $G$ is a graph which is obtained from $S$ by substituting a complete graph $H_{x_i}$ for each vertex $x_i$ of $S$.

Let $v_1, v_2, \ldots, v_n$ be a perfect elimination order of $G$. Consider $H_{x_i}$ for some $x_i$. Assume that $b_1, b_2, \ldots, b_p$ are vertices of $H_{x_i}$ listed in the perfect elimination order of $G$. Note that each $\{(b_j, b_k)\}$ is a $\Gamma^*$-class. According to Step 4 the colour $\mu$ is always assigned to $(b_j, b_k)$ with $j < k$. Hence $\{(b_j, b_k) | j < k\} \subseteq A$. Therefore each $H_{x_i}$ obtains a transitive tournament orientation.

We note that Algorithm 3.2.10 is the same as Algorithm 3.2.4 except that it chooses a special order, namely, a perfect elimination order of vertices of $G$. Then by Theorem 3.2.6 $D$ is a local-transitive-tournament orientation of $G$. So it suffices to show that $D$ is acyclic.

We consider the following two cases.

**Case 1.** Suppose that $\Delta(G) \leq n - 2$. Then all edges of $G$ which are not in $H_{x_i}$ for any $x_i$ form an implication class. Without loss of generality, assume that $v_1 \in H_{x_1}$ and assume that $v_h$ is the first vertex in the perfect elimination order which is adjacent to $v_1$ and is not in $H_{x_1}$. Suppose that $v_h$ is in $H_{x_g}$, where $g \neq h$. Without loss of generality, assume that $g > h$. Then $(v_1, v_h)$ is coloured with colour $\mu$ according to the Step 4 of Algorithm 3.2.10. By Lemma 3.2.12, if $x \in H_{x_i}$ and $y \in H_{x_j}$, with $i < j$, and if $(x, y) \in F(G)$, then $(x, y)$ must be coloured with $\mu$. We know that each $H_{x_i}$ is oriented as a transitive tournament. Therefore $D$ may be viewed as an oriented graph obtained from a straight orientation of $S$ by substituting a transitive tournament for each vertex of $S$. Hence $D$ is acyclic.

**Case 2.** Suppose that $\Delta(G) = n - 1$. By Lemma 3.2.13, $l$ is odd and $H_{x_r}$ consists of vertices of degree $n - 1$, where $r = \frac{l+1}{2}$. We consider the first vertex $v_1$ in the perfect elimination order. Suppose that $v_1 \in H_{x_1}$. If $1 < i < l$, let $x_i, x_a$ and $x_i, x_b$ be the left-most wave and the right-most wave at $x_i$ in the straight enumeration of $S$, then $x_a$ is not adjacent to $x_b$. Then $v_1$ has two non-adjacent neighbours, violating the perfect elimination order. Thus $i = 1$, or $l$. 
Assume without loss of generality that $i = 1$. Suppose that $a_1, a_2, \ldots, a_q$ are the vertices of $H_{x_i}$. Then $(v_1, a_1), (v_1, a_2), \ldots, (v_1, a_q)$ are chosen by Step 4 of Algorithm 3.2.10 to be lexicographically smallest. Hence they are coloured with $\mu$. Therefore, by Lemma 3.2.13, if $u \in H_{x_k}$ with $i < r$ then $(u, a_j)$ is coloured with $\mu$, and if $v \in H_{x_k}$ with $k > r$, then $(a_j, v)$ is coloured with $\mu$.

Suppose that there is a vertex which is adjacent to $v_1$ but not in $H_{x_1}$ (note that such a vertex may not exist when $l = 3$, if there is no such vertex then $D$ is easily seen to be acyclic). Let $v_k$ be the first such vertex in the perfect elimination order. Then $(v_1, v_k)$ is chosen by Step 4 of Algorithm 3.2.10 to colour with $\mu$. Thus, by Lemma 3.2.13, if $u \in H_{x_i}$ and $v \in H_{x_j}$ with $i < j$ and $i, j \neq r$, and if $(x, y) \in F(G)$, then $(u, v)$ must be coloured with $\mu$.

As we have shown above, each $H_{x_i}$ obtains a transitive tournament orientation. So $D$ may be viewed as an oriented graph obtained from a straight orientation of $S$ by substituting a transitive tournament for each vertex of $S$. Therefore $D$ is acyclic. \(\square\)

From the above proof we see that Step 2 is not necessary if $\Delta(G) < n - 1$. 


Chapter 4

Recognition and Representation Algorithms

4.1 Introduction

The algorithmic aspects of interval graphs have been extensively studied, [33] – in particular, the recognition and the representation problems for interval graphs have been solved by Booth and Lueker [17] with an $O(m + n)$ algorithm. The algorithm given by Booth and Lueker relies on a complicated data structure called a PQ-tree. Another $O(m + n)$ time algorithm for solving the same problem was later obtained by Korte and Möhring [53]. Again the algorithm uses PQ-trees. Since then, many people tried to find a simpler algorithm without using PQ-trees. For proper interval graphs, we solve the problem with an $O(m + n)$ algorithm. Our algorithm makes use of our structure theorem for proper interval graphs instead of PQ-trees. Recently Hsu [44] announced a simple $O(m + n)$ algorithm for testing interval graphs without using PQ-trees.

It is a longstanding open problem to find an $O(m + n)$ time algorithm for the recognition and representation of circular arc graphs. However, for proper circular arc graphs, we have mentioned that Tucker gave a matrix characterization, and a recognition algorithm of complexity $O(n^2)$. In Section 3.2 we gave an $O(m\Delta)$ time algorithm
to recognize proper circular arc graphs and to obtain local-transitive-tournament orientations. As we have seen in Section 2.2, a local-transitive-tournament orientation is equivalent to a proper circular arc representation, hence the representation problem for proper circular arc graphs can also be solved in $O(m\Delta)$ time. In Section 4.3, we will give the first optimal algorithms, i.e., of complexity $O(m + n)$, for the recognition and representation of proper circular arc graphs.

A mixed graph has some directed edges (i.e., arcs) and some undirected edges. The terms, 'block', 'inset', 'outset', in a mixed graph can be defined in a similar fashion as in a digraph (cf. Section 1.2). For instance, two vertices are in the same block if and only if they have the same closed neighbourhood in the underlying graph.

We shall be dealing with a particular kind of mixed graph. Let $V_1, V_2, \ldots, V_p$ be the blocks of $H$. Then $H$ is a mixed local tournament provided all edges of $H$ within each block $V_i$ are undirected, all edges of $H$ between two fixed blocks $V_i$ and $V_j$ are directed in the same direction (all from $V_i$ to $V_j$ or all from $V_j$ to $V_i$), and provided the inset as well as the outset of every vertex is a complete mixed graph, i.e., any two vertices are adjacent by some (directed or undirected) edge. A mixed local tournament is acyclic if it contains no directed cycle.

Note that each block is a complete subgraph. So if $H$ is a mixed local tournament, then a local tournament can easily be obtained from $H$ by assigning any orientation to each block $V_i$. If in addition $H$ is an acyclic mixed local tournament, then an acyclic local tournament can be obtained from $H$ by assigning a transitive orientation to each $V_i$.

Suppose that $H$ is a mixed local tournament. If we reverse all arcs in $H$, then we again get a mixed local tournament. We call the operation of reversing all arcs (directed edges) in a mixed graph also a full reversal. (It extends the earlier definition we gave for a full reversal in an oriented graph.) In particular, if $H$ is an acyclic mixed local tournament, then by the full reversal of $H$ we again obtain an acyclic mixed local tournament.

Let $H$ be a mixed local tournament. Suppose that $S$ is a subgraph of $H$ which contains one vertex from each block of $H$. It is clear that $S$ is a local tournament.
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If in addition $H$ is acyclic, then $S$ is an acyclic local tournament and hence admits a straight enumeration. So if $H$ is an acyclic mixed local tournament, then the blocks can be uniquely ordered $V_1, V_2, \ldots, V_p$ so that $V_1 \rightarrow V_2 \rightarrow \ldots \rightarrow V_p$, and for each $x \in V_j$, there exist $l_j$ and $r_j$ (which depend on $j$) such that

$$I(x) = V_{j-1} \cup V_{j-2} \cup \ldots \cup V_{j-l_j}; \quad O(x) = V_{j+1} \cup V_{j+2} \cup \ldots \cup V_{j+r_j}.$$ 

We call this order of blocks the *straight enumeration*. We call $V_jV_{j-l_j}$ the *left-most wave* and $V_jV_{j+r_j}$ the *right-most wave* at the block $V_j$. An acyclic mixed local tournament is also called a *straight mixed graph*.

The straight enumeration of the blocks of a straight mixed graph is very similar to the straight enumeration of the vertices of a reduced straight oriented graph. They share many properties. For instance, if $V_i$ and $V_j$ ($i < j$) are adjacent blocks, then $V_i \cup V_{i+1} \cup \ldots \cup V_j$ is complete.

If $H$ is a mixed graph obtained from a graph $G$ by assigning directions to edges of $G$, then $H$ is a *mixed-graph orientation* of $G$. If in addition $H$ is a straight mixed graph, then $G$ is *orientable as a straight mixed graph* or *straight-mixed-graph-orientable*, and $H$ is a *straight-mixed-graph orientation* of $G$. If $G$ has precisely two straight-mixed-graph orientations for which each is obtained from the other by full reversal, then $G$ is *uniquely orientable as a straight mixed graph*.

For proper interval graphs the situation is very simple.

**Theorem 4.1.1** A connected proper interval graph $G$ is uniquely orientable as a straight mixed graph.

**Proof:** By Theorem 2.3.1.

\[\square\]

### 4.2 Proper Interval Graphs

In this section, we give an $O(m + n)$ time algorithm to recognize proper interval graphs. Assume that $G$ is a connected graph, as otherwise we can work separately
on each component of \( G \). Our algorithm will insert vertices of \( G \) one by one into an already formed straight mixed graph to form a new straight mixed graph. If \( G \) is a proper interval graph, then, as we shall show below, this process continues until a straight-mixed-graph orientation of \( G \) is obtained. Since a straight-mixed-graph orientation of \( G \) can be easily modified to an acyclic local-tournament orientation of \( G \), \( G \) can be represented by a proper interval family (see Theorem 2.2.2).

By Theorem 4.1.1, a straight-mixed-graph orientation of a connected proper interval graph is unique. So the corresponding straight enumeration of blocks is unique. This is crucial in what follows, even though it is not always explicitly mentioned.

We state our algorithm as follows.

**Algorithm 4.2.1** Let \( G = (V, E) \) be a connected graph.

[Step 1.] Order the vertices of \( G \) as \( v_1, v_2, \ldots, v_n \) in such a way that \( < \{v_1, v_2, \ldots, v_i\} > \) is connected, for each \( i = 1, 2, \ldots, n \).

[Step 2.] Let \( H_1 = < \{v_1\} > \) and \( i = 1 \). While possible, insert \( v_{i+1} \) into \( H_i \) to form a straight mixed graph \( H_{i+1} \), and increase \( i \) by 1.

For Step 1, we may apply breadth-first search to sort the vertices as required. This can be done in time \( O(m + n) \). Moreover, we may arrange to store, for each \( v_j \), a vertex \( v_j, j < i \), such that \( v_i \) is adjacent to \( v_j \). For Step 2, suppose that \( G \) is a proper interval graph and suppose that, for some \( i = 1, 2, \ldots, n - 1 \), \( < \{v_1, v_2, \ldots, v_i\} > \) has been oriented as a straight mixed graph \( H_i \). Then the orientation \( H_i \) is unique.

Note that \( < \{v_1, v_2, \ldots, v_i, v_{i+1}\} > \) is also uniquely orientable as a straight mixed graph. If \( H_{i+1} \) is a straight-mixed-graph orientation of \( < \{v_1, v_2, \ldots, v_i, v_{i+1}\} > \), then \( H_{i+1} \) agrees with the orientation on \( H_i \), up to full reversal. Using a similar approach, we conclude that any straight-mixed-graph orientation \( D \) of \( G \) agrees with the orientation on \( H_i \), up to full reversal. Therefore, to obtain a straight-mixed-graph orientation of \( < \{v_1, v_2, \ldots, v_i, v_{i+1}\} > \), we need only add \( v_{i+1} \) to \( H_i \) and appropriately assign directions to some undirected edges.
Let $V_1, V_2, \ldots, V_p$ be the straight enumeration of the blocks of $H_i$, and let $D$ be a straight-mixed-graph orientation of $G$ which agrees with the orientation on $H_i$.

**Fact 1.** Suppose that $V_a, V_b, \text{ and } V_c$, where $a < b < c$, are three blocks of $H_i$. If $v_{i+1}$ is adjacent to a vertex in $V_a$ and to a vertex in $V_c$, then $v_{i+1}$ is adjacent to every vertex in $V_b$.

**Proof of Fact 1:** Assume that $v_{i+1}$ is adjacent to $x \in V_a$ and $z \in V_c$ but not to $y \in V_b$. Choose such $a$, $b$, and $c$ with $c - a$ minimal. Then $c - a \geq 2$ and $v_{i+1}$ is not adjacent to at least one vertex in $V_d$ for each $d$ such that $a < d < c$. Since $v_{i+1}$ is not adjacent to a vertex in $V_{a+1}$ and $V_a \rightarrow V_{a+1}$, $v_{i+1}$ must dominate $x$ in $D$. Similarly since $V_{c-1} \rightarrow V_c$ and $v_{i+1}$ is not adjacent to a vertex in $V_{c-1}$, $v_{i+1}$ must be dominated by $z$ in $D$. Hence there is a directed cycle of $D$ contained in

$$v_{i+1} \rightarrow x \rightarrow V_{a+1} \rightarrow \ldots \rightarrow V_{c-1} \rightarrow z \rightarrow v_{i+1},$$

contradicting the fact that $D$ is acyclic. 

**Fact 2.** Let $V_a, V_b, \text{ and } V_c$, where $a < b < c$, be three blocks of $H_i$. Suppose that $v_{i+1}$ is adjacent to $y \in V_b$ and suppose that $v_{i+1}$ is not adjacent to $x \in V_a$ and $z \in V_c$. Then $V_d$ is completely non-adjacent to $V_c$.

**Proof of Fact 2:** Assume that $V_a$ is completely adjacent to $V_c$. The blocks $V_a$ and $V_b$ must have distinct closed neighbourhoods, i.e., there is a block which is completely adjacent to exactly one of $V_a$ and $V_b$. If there is a block $V_d$ which is completely adjacent to $V_b$ but non-adjacent to $V_a$, then $d > c$ because $V_a$ is completely adjacent to $V_c$. Note that $v_{i+1}$ is not adjacent to any vertex in $V_d$ according to Fact 1. Hence for any $w \in V_d$ \{$x, y, w, v_{i+1}$\} induces a copy of the claw in $G$, contradicting the fact that $G$ is local-tournament-orientable. Thus there must be a block $V_e$ which is completely adjacent to $V_a$ but non-adjacent to $V_b$. Similarly there is a block $V_f$ which is completely adjacent to $V_e$ but non-adjacent to $V_b$. Note that $e < a$ and $f > c$. Hence $v_{i+1}$ is adjacent to no vertex in $V_e$ or $V_f$. Therefore, for any $u \in V_e$ and $v \in V_f$, \{$x, y, z, u, v, v_{i+1}$\} induces a copy of the net in $G$, contradicting the fact that $G$ is local-tournament-orientable. 

\[\square\]
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Fact 3. Let \( V_a, V_b, \) and \( V_c \), where \( a < b < c \), be three blocks of \( H_i \). Suppose that \( V_a \rightarrow V_b \rightarrow V_c \). If \( v_{i+1} \) is adjacent to some vertex in \( V_b \), then \( v_{i+1} \) is adjacent to either every vertex in \( V_a \) or every vertex in \( V_c \).

Proof of Fact 3: Suppose that there are three vertices \( x \in V_a, y \in V_b, \) and \( z \in V_c \) such that \( v_{i+1} \) is adjacent to \( y \) but not to \( x \) or \( z \). By Fact 2, \( x \) is not adjacent to \( z \).

Then \( G \) contains a copy of the claw induced by \( \{x, y, z, v_{i+1}\} \).

We now insert \( v_{i+1} \) into \( H_i \) and find a straight mixed graph \( H_{i+1} \) which agrees with the orientation on \( H_i \). We discuss the following cases and in each case we express \( H_{i+1} \) by the straight enumeration of its blocks.

Case 1. When \( p = 1 \), i.e., when \( H_i \) has only one block \( V \), then if \( v_{i+1} \) is adjacent to all vertices of \( V \) we include \( v_{i+1} \) in \( V \) and \( H_{i+1} \) again has only one block, namely, \( V \cup \{v_{i+1}\} \). If there is some \( S \) such that \( \emptyset \neq S \subset V \) and \( v_{i+1} \) is adjacent to all vertices of \( S \) but to no vertices of \( V - S \), then the straight enumeration of the blocks of \( H_{i+1} \) is \( \{v_{i+1}\}, S, V - S \).

Case 2. When \( p \geq 2 \), i.e., when \( H_i \) has at least two blocks, then according to Fact 1 we may assume that there exist \( a < c \) such that \( v_{i+1} \) is adjacent to all vertices of each \( V_j \) such that \( a < j < c \) (if any), and \( v_{i+1} \) is not adjacent to any vertex in each \( V_k \) such that \( k < a \) or \( k > c \).

Subcase 2.1. Suppose that \( v_{i+1} \) is not adjacent to any vertex in \( V_a \cup V_c \).

In this case we must have \( c \neq a + 1 \) as otherwise \( v_{i+1} \) is adjacent to no vertex of \( H_i \), contradicting our hypothesis. Thus \( c \geq a + 2 \), that is, there is at least one block between \( V_a \) and \( V_c \). By Fact 2, \( V_a \) is completely non-adjacent to \( V_c \).

Let \( V_a V_b \) be the right-most wave at \( V_a \) and let \( V_c V_d \) be the left-most wave at \( V_c \). Since \( V_a \) is not completely adjacent to \( V_c \), blocks \( V_b \) and \( V_d \) are between \( V_a \) and \( V_c \), i.e., \( a < b, d < c \). By Fact 3 we must have \( b < d \). We claim that \( d \leq b + 4 \). First we note that for each block \( V_j \) with \( b < j < d \), \( V_j \) is completely adjacent either to \( V_{a+1} \) or to \( V_{c-1} \), as otherwise any choice of three vertices from \( V_{a+1}, V_{c-1}, V_j \), respectively,
together with $v_{i+1}$ would induce a copy of the claw, contradicting the fact that $G$ is local-tournament-orientable. Now since distinct blocks must have distinct closed neighbourhoods, there are at most three blocks between $V_b$ and $V_d$.

Suppose that there is no block between $V_b$ and $V_d$, namely, $d = b + 1$. We prove that

$$\ldots, V_b, \ldots, V_b, \{v_{i+1}\}, V_d, \ldots, V_c, \ldots$$

is the straight enumeration of the blocks of $H_{i+1}$. To do this, we need to verify that each of the sets above is a block and that any two completely adjacent sets must be adjacent to each set between them.

We need to show that two vertices are in the same set if and only if they have the same closed neighbourhood in $H_{i+1}$. First it is clear that vertices in each set have the same closed neighbourhoods. Suppose that $x$ and $y$ are two vertices in different sets. If neither $x$ nor $y$ is the vertex $v_{i+1}$, then $x$ and $y$ have distinct neighbourhoods in $H_i$ and hence in $H_{i+1}$. Suppose that one of $x$ and $y$, say $x$, is the vertex $v_{i+1}$ and suppose that $y \in V_j$ for some $j$. If $j \leq a$ or $j \geq c$, then $x$ and $y$ are not adjacent and hence have distinct closed neighbourhoods. If $a < j \leq b$, then $y$ is adjacent to the vertices of $V_a$ which are not adjacent to $x$. If $d \leq j < c$, then $y$ is adjacent to the vertices of $V_c$ which are not adjacent to $x$. Hence $x$ and $y$ have distinct closed neighbourhoods. Now we shall show that two completely adjacent blocks must be completely adjacent to each block between them. Let $A$ and $B$ be two completely adjacent blocks. Suppose that one of $A$ and $B$, say $A$, is the block $\{v_{i+1}\}$ and suppose that $B = V_j$ for some $j$. Then $a < j < c$ and it is clear that $A$ is completely adjacent to each block between $A$ and $B$. Suppose that neither $A$ nor $B$ is $\{v_{i+1}\}$. We only need to show that $A$ and $B$ are completely adjacent to $\{v_{i+1}\}$ if $\{v_{i+1}\}$ is between $A$ and $B$. In fact if $\{v_{i+1}\}$ is a block between $A$ and $B$, then $A$ and $B$ must be blocks between $V_a$ and $V_c$ and hence $A$ and $B$ must be completely adjacent to $\{v_{i+1}\}$.

In the cases below, similar arguments can be applied to verify that we have defined a straight enumeration. We shall omit the details.

Suppose that $d = b + 2$ and suppose that $V_j$ is the only block between $V_b$ and $V_d$. If $V_j$ is completely adjacent to $V_{a+1}$ and $V_{c-1}$, then the straight enumeration of the
blocks of $H_{i+1}$ is

$$\ldots, V_a, \ldots, V_b, V_j \cup \{v_{i+1}\}, V_d, \ldots, V_c, \ldots$$

If $V_j$ is completely adjacent to $V_{a+1}$ but non-adjacent to $V_{c-1}$, then the straight enumeration of the blocks of $H_{i+1}$ is

$$\ldots, V_a, \ldots, V_b, V_j, \{v_{i+1}\}, V_d, \ldots, V_c, \ldots$$

If $V_j$ is completely adjacent to $V_{c-1}$ but non-adjacent to $V_{a+1}$, then the straight enumeration of the blocks of $H_{i+1}$ is

$$\ldots, V_a, \ldots, V_b, \{v_{i+1}\}, V_j, V_d, \ldots, V_c, \ldots$$

Suppose that $d = b + 3$ and suppose that $V_j$ and $V_k$ are the two blocks between $V_b$ and $V_d$ where $j = b + 1$ and $k = b + 2$. If $V_j$ is completely adjacent to $V_{a+1}$ but non-adjacent to $V_{c-1}$, and if $V_k$ is completely adjacent to $V_{c-1}$ but non-adjacent to $V_{a+1}$, then the straight enumeration of the blocks of $H_{i+1}$ is

$$\ldots, V_a, \ldots, V_b, V_j, \{v_{i+1}\}, V_k, V_d, \ldots, V_c, \ldots$$

If $V_j$ is completely adjacent to $V_{a+1}$ but non-adjacent to $V_{c-1}$, and if $V_k$ is completely adjacent to $V_{a+1}$ and $V_{c-1}$, then the straight enumeration of the blocks of $H_{i+1}$ is

$$\ldots, V_a, \ldots, V_b, V_j, \{v_{i+1}\} \cup V_k, V_d, \ldots, V_c, \ldots$$

If $V_j$ is completely adjacent to $V_{c-1}$ and $V_{a+1}$, and if $V_k$ is completely adjacent to $V_{c-1}$ but non-adjacent to $V_{a+1}$, then the straight enumeration of the blocks of $H_{i+1}$ is

$$\ldots, V_a, \ldots, V_b, V_j \cup \{v_{i+1}\}, V_k, V_d, \ldots, V_c, \ldots$$

Suppose that $d = b + 4$. Let $V_j, V_k,$ and $V_l$, where $j = b + 1$, $k = b + 2$, and $l = b + 3$, be the three blocks between $V_b$ and $V_d$. Then the only possible situation is the following: $V_j$ is completely adjacent to $V_{a+1}$ but non-adjacent to $V_{c-1}$, $V_k$ is completely adjacent to both $V_{c-1}$ and $V_{a+1}$, and $V_l$ is completely adjacent to $V_{c-1}$ but non-adjacent to $V_{a+1}$. In this case the straight enumeration of the blocks of $H_{i+1}$ is

$$\ldots, V_a, \ldots, V_b, V_j, V_k \cup \{v_{i+1}\}, V_l, V_d, \ldots, V_c, \ldots$$
**Subcase 2.2.** There exist $S$ and $S'$ with $\emptyset \neq S \subset V_a$ and $\emptyset \neq S' \subset V_c$ such that $v_{i+1}$ is adjacent to every vertex in $S \cup S'$ but to no vertex in $(V_a - S) \cup (V_c - S')$.

Suppose that $c = a + 1$. Fact 3 implies that $a = 1$ and $c = p$, that is, $V_a$ is the first block and $V_c$ is the last block in the straight enumeration of the blocks of $H_i$. Since $V_a$ and $V_c$ are completely adjacent, $V_a \cup V_c$ must be a block in $H_i$, contradicting the hypothesis. Thus $c \geq a + 2$. By Fact 2, $V_a$ is completely non-adjacent to $V_c$. Let $V_a V_b$ be the right-most wave at $V_a$ and let $V_c V_d$ be the left-most wave at $V_d$. By Fact 3, $b < d$. Suppose that $d > b + 1$. Let $V_j$ be a block between $V_b$ and $V_d$, i.e., $b < j < d$. Then any choice of three vertices from $S, S', V_j$, respectively, together with $v_{i+1}$ would induce a copy of the claw in $G$, a contradiction. Hence $d = b + 1$, i.e., there is no block between $V_b$ and $V_d$. In this case, the straight enumeration of the blocks of $H_{i+1}$ is

$$\ldots, V_a - S, S, \ldots, V_b, \{v_{i+1}\}, V_d, \ldots, S', V_c - S', \ldots$$

**Subcase 2.3.** There exists $\emptyset \neq S \subset V_a$ such that $v_{i+1}$ is adjacent to every vertex in $S$ but to no vertex in $(V_a - S) \cup V_c$. (A similar discussion applies when there exists $\emptyset \neq S' \subset V_c$ such that $v_{i+1}$ is adjacent to every vertex in $S'$ but to no vertex in $(V_c - S) \cup V_a$.)

Suppose that $V_a$ is completely adjacent to $V_c$. If there exists a block $V_e$ which is completely adjacent to $V_a$ but non-adjacent to $V_c$, then $e < a$ and any choice of three vertices from $V_e, S, V_c$, respectively, together with $v_{i+1}$ induce a copy of the claw in $G$, a contradiction. So there exists a block $V_f$ which is completely adjacent to $V_c$ but not to $V_a$. Then $f > c$.

Let $V_c V_d$ be the left-most wave at $V_c$. Suppose that $a \neq 1$. Then $d \leq a$ and from the above discussion $V_a V_d$ also must be the left-most wave at $V_a$. Then $d \leq a - 1$. If $d \neq 1$, then any choice of vertices from $V_{d-1}, V_d, S, V_c, V_f$, respectively, together with $v_{i+1}$ induce a subgraph of $G$ which is not local-tournament-orientable, a contradiction. Assume that $d = 1$. Consider the block $V_d$ and the block $V_a$. Then there must be a block $V_g$ which is completely adjacent to $V_a$ but not to $V_d$. We must have $g > c$ and hence any choice of three vertices $x, y, z$ from $V_d, V_a, V_g$ together with $v_{i+1}$ induce a copy of the claw in $G$, a contradiction. Therefore $a = 1$ and the straight enumeration...
of the blocks of \( H_{i+1} \) is

\[ \{v_{i+1}\}, S, V_a - S, V_c, \ldots \]

Suppose now that the block \( V_a \) is completely non-adjacent to the block \( V_c \). Then \( c > a + 1 \). Let \( V_aV_b \) be the right-most wave at \( V_a \) and \( V_cV_d \) be the left-most wave at \( V_c \). By Fact 3, \( b < d \). We observe that for each block \( V_j \) with \( b < j < d \), \( V_j \) is completely adjacent to \( V_{c-1} \), as otherwise any choice of three vertices from \( S, V_j, V_{c-1} \), respectively, together with \( v_{i+1} \) would induce a copy of the claw in \( G \), a contradiction. Hence the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a - S, S, \ldots, V_b, \{v_{i+1}\}, \ldots, V_d, \ldots, V_c, \ldots \]

**Subcase 2.4.** There exists \( \emptyset \neq S \subset V_a \) such that \( v_{i+1} \) is adjacent to every vertex in \( S \cup V_c \) but to no vertex in \( V_a - S \). (A similar discussion applies when there exists \( S' \) such that \( \emptyset \neq S' \subset V_c \) and \( v_{i+1} \) is adjacent to every vertex in \( S' \cup V_a \) and to no vertex in \( V_c - S' \).)

If \( V_c \) is not the last block, i.e., \( c \neq p \), then it can be treated as Subcase 2.3. Suppose that \( V_c \) is the last block, namely, \( c = p \). Let \( V_aV_b \) be the right-most wave at \( V_a \) and \( V_cV_d \) be the left-most wave at \( V_c \).

Suppose that \( b = c \). Then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a - S, S, \ldots, V_c, \{v_{i+1}\} \]

Suppose that \( b < c \). If \( d > b + 1 \) and \( V_j \) is a block between \( V_b \) and \( B_d \), then any choice of three vertices from \( S, V_j, V_c \), respectively, together with \( v_{i+1} \) would induce a copy of the claw, a contradiction. Hence \( d \leq b + 1 \). If \( d = b + 1 \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a - S, S, \ldots, V_b, \{v_{i+1}\}, V_d, \ldots V_c \]

If \( d < b + 1 \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a - S, S, \ldots, V_b, \{v_{i+1}\}, V_{b+1}, \ldots V_c \]

**Subcase 2.5.** Finally we consider the case when \( v_{i+1} \) is adjacent to every vertex in \( V_a \cup V_c \). If \( V_a \) is not the first block and \( V_c \) is not the last block in the straight
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Suppose \( a = 1 \) and \( c = p \). Note that \( V_a \) is completely non-adjacent to \( V_c \). Let \( V_a V_b \) be the right-most wave at \( V_a \) and let \( V_c V_d \) be the left-most wave at \( V_c \). If \( d < b \), then,

for any \( x \in V_b \) and \( y \in V_d \), \( N[x] = N[y] \), a contradiction. Hence \( d \geq b \). If \( d = b \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[
\ldots, V_a, \ldots, V_b \cup \{v_{i+1}\}, \ldots, V_c.
\]

Suppose that \( d > b \). If \( d > b + 1 \) and \( V_j \) is a block between \( V_b \) and \( V_d \), then any choice of three vertices from \( V_a, V_j, V_c \), respectively, together with \( v_{i+1} \) induce a copy of the claw in \( G \), a contradiction. Hence \( d = b + 1 \). Therefore the straight enumeration of the blocks of \( H_{i+1} \) is

\[
\ldots, V_a, \ldots, V_b, \{v_{i+1}\}, V_d, \ldots, V_c.
\]

Suppose that \( V_a \) is not the first block and suppose that \( V_c \) is the last block in the straight enumeration of the blocks of \( H_i \), namely, \( a > 1 \) and \( c = p \) (a similar discussion applies if \( a = 1 \) and \( c < p \)). Let \( V_{a-1} V_c \) be the right-most wave at \( V_{a-1} \). Then \( a \leq e \leq c \). If \( e = c \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[
\ldots, V_{a-1}, V_a, \ldots, V_c, \{v_{i+1}\}.
\]

Suppose that \( e < c \). Note that any block between \( V_e \) and \( V_c \) (if there is any) must be either completely adjacent to \( V_a \) or to \( V_c \). Hence there are at most three blocks between \( V_e \) and \( V_c \), that is, \( c \leq e + 4 \).

When \( e = e+1 \), there is no block between \( V_e \) and \( V_c \). Then the straight enumeration of the blocks of \( H_{i+1} \) is

\[
\ldots, V_a, \ldots, V_e, \{v_{i+1}\}, V_c.
\]

For the case when \( c = e+2 \), let \( V_j \) be the only block between \( V_e \) and \( V_c \). We know that \( V_j \) has to be completely adjacent to at least one of \( V_a \) and \( V_c \). If \( V_j \) is completely adjacent to both \( V_a \) and \( V_c \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[
\ldots, V_a, \ldots, V_c, V_j \cup \{v_{i+1}\}, V_c.
\]
If \( V_j \) is completely adjacent to \( V_a \) but non-adjacent to \( V_c \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a, \ldots, V_e, V_j, \{v_{i+1}\}, V_c. \]

If \( V_j \) is completely adjacent to \( V_c \) but non-adjacent to \( V_a \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a, \ldots, V_e, \{v_{i+1}\}, V_j, V_c. \]

Suppose that \( c = e + 3 \). Let \( V_j \) and \( V_k \) be the two blocks between \( V_e \) and \( V_c \) where \( j = e + 1 \) and \( k = e + 2 \). If \( V_j \) is completely adjacent to \( V_a \) but non-adjacent to \( V_c \), and if \( V_k \) is completely adjacent to \( V_c \) but non-adjacent to \( V_a \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a, \ldots, V_e, V_j, \{v_{i+1}\}, V_k, V_c. \]

If \( V_j \) is completely adjacent to both \( V_a \) and \( V_c \), and if \( V_k \) is completely adjacent to \( V_c \) but non-adjacent to \( V_a \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a, \ldots, V_e, V_j \cup \{v_{i+1}\}, V_k, V_c. \]

If \( V_j \) is completely adjacent to \( V_a \) but non-adjacent to \( V_c \), and if \( V_k \) is completely adjacent to both \( V_a \) and \( V_c \), then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a, \ldots, V_e, V_j, V_k \cup \{v_{i+1}\}, V_c. \]

Suppose that \( c = e + 4 \). Let \( V_j, V_k, \) and \( V_l \) be the three blocks between \( V_e \) and \( V_c \), where \( j = e + 1 \), \( k = e + 2 \), and \( l = e + 3 \). Then the only situation is the following: \( V_j \) is completely adjacent to \( V_a \) but non-adjacent to \( V_c \), \( V_k \) is completely adjacent to both \( V_a \) and \( V_c \), and \( V_l \) is completely adjacent to \( V_c \) but non-adjacent to \( V_a \). Then the straight enumeration of the blocks of \( H_{i+1} \) is

\[ \ldots, V_a, \ldots, V_e, V_j, V_k \cup \{v_{i+1}\}, V_l, V_c. \]

We now analyze the time cost of Step 2 of Algorithm 4.2.1. We show that it takes time \( O(deg(v_{i+1})) \) to insert the vertex \( v_{i+1} \) into \( H_i \). When \( H_i \) has only one block, it
is clear. Suppose that $H_i$ contains at least two blocks. (Note that in this case $H_i$ must contain at least three blocks.) According to the above discussion, we need to find $V_a$ and $V_c$ where $a < c$ such that $v_{i+1}$ is adjacent to all vertices in $V_b$ for each $b$ with $a < b < c$, and $v_{i+1}$ is adjacent to no vertex in $V_d$ for any $d$ with $d < a$ or $d > c$. Let $V_f$ be a block of $H_i$ which contains a neighbour of $v_{i+1}$. We can find $f$ from the knowledge of a vertex $v_j, j \leq i$ adjacent to $v_{i+1}$ (cf. Step 1). If $f = 1$, then we let $a = f$. Choose a vertex $x$ of $V_{f-1}$. If $f - 1 = 1$, then $a = 1$. Otherwise, if $x$ is not a neighbour of $v_{i+1}$, then $a$ must be either $f - 1$ or $f$. We can decide which of these two is the case, in time $O(deg(v_{i+1}))$, as follows: We test adjacency of $v_{i+1}$ to individual elements of $V_f$, until we find the first element of $V_f$ which is not adjacent to $v_{i+1}$. If such an element exists, then $a = f$; otherwise $a = f - 1$. If $x$ is a neighbour of $v_{i+1}$, then we choose a vertex of $V_{f-2}$, and continue in this fashion, until we find vertices $y \in V_g, z \in V_{g+1}$ such that $v_{i+1}$ is adjacent to $z$ but not to $y$. Then $a = g$ or $a = g + 1$, and we decide as above. If $v_{i+1}$ is adjacent to a vertex in each of the blocks $V_1, V_2, \ldots, V_f$, then $a = 1$. This procedure takes time $O(deg(v_{i+1}))$. Similarly in time $O(deg(v_{i+1}))$ we can find the block $V_c$.

At each stage, we keep track of enough information for the straight enumeration of the blocks of $H_i$, such as the left-most wave and the right-most wave at each block of $H_i$. After we have found the blocks $V_a$ and $V_c$, we can obtain a straight-mixed-graph orientation $H_{i+1}$ in time $O(deg(v_{i+1}))$, by considering the above cases. (The neighbours of $v_{i+1}$ in any $V_a$ can also be identified in time $O(deg(v_{i+1}))$.) Hence we can find a straight-mixed-graph orientation of $G$ in time $O(m + n)$.

**Theorem 4.2.2** Algorithm 4.2.1 takes time $O(m + n)$ (in the worst case) to find a straight-mixed-graph orientation of $G$, or to correctly report that $G$ is not a proper interval graph.

Suppose that $H$ is a straight-mixed-graph orientation of $G$. If we orient each block of $H$ transitively, then we obtain an acyclic local-tournament orientation of $G$. By applying the technique explained in the proof of Theorem 2.2.2, we obtain, in time
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$O(m + n)$, an inclusion-free interval family associated with $G$. Therefore we have the following result.

**Corollary 4.2.3** The recognition and representation problem for proper interval graphs can be solved in time $O(m + n)$. □

## 4.3 Proper Circular Arc Graphs

In this section, we give an $O(m + n)$ time algorithm for the recognition and representation of proper circular arc graphs. The idea of our algorithm is in fact to test if a graph is orientable as a local transitive tournament. We know that a graph is not a proper circular arc graph if it is not local-transitive-tournament orientable. If a graph is local-transitive-tournament-orientable, then a local-transitive-tournament orientation is obtained. By Corollary 2.2.7 a representation can be obtained in time $O(m + n)$ from a local-transitive-tournament orientation. Our algorithm involves an $O(m + n)$ algorithm for testing proper interval graphs and finding corresponding acyclic local-tournament orientations.

In view of Tucker’s $O(n^2)$ time algorithm, we only need to deal with the case when the number of edges is small relative to $n^2$.

**Algorithm 4.3.1** Let $G$ be a graph with $n$ vertices and $m$ edges.

[Step 0.] Test if $G$ is a proper interval graph. If it is, represent it by intervals (viewed as a special case of circular arcs).

[Step 1.] Choose a vertex $x$ of minimum degree in $G$. Let $A$ be the subgraph induced by $N[x]$ and let $B = G - A$. If $B$ is a clique, solve the recognition and representation problems for $G$ by Tucker’s algorithm.

[Step 2.] Orient both graphs $A$ and $B$ as straight mixed graph. (This is unique (cf. Theorem 4.1.1).)
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[Step 3.] Merge (cf. below) these orientations into a strong local-tournament orientation of the entire graph $G$.

[Step 4.] Modify the result into a local transitive tournament.

[Step 5.] Transform the local transitive tournament into a circular arc representation of $G$. 

Step 0 can be done in time $O(m + n)$ (see Section 4.2). Step 1 also takes time $O(m + n)$ because when $B$ is a clique, the number of edges of $G$ is $m \geq \frac{n^2 - 2n}{4}$ (recall that $x$ is a vertex of minimum degree), and so Tucker's algorithm runs in time $O(m+n)$ in this case. The previous section covers Step 2. Step 5 can be carried out in time $O(m + n)$, as explained in Theorem 2.2.6.

Thus we only need to discuss Steps 3 and 4. Let $G$ be a proper circular arc graph which is not a proper interval graph and for which $B$ is not a clique.

**Proposition 4.3.2** Both $A$ and $B$ are connected proper interval graphs.

**Proof:** Since $B$ is not a clique, any proper circular arc representation of $G$ contains three disjoint circular arcs – one corresponding to $x$ and two corresponding to two non-adjacent vertices of $B$. Let $X$ be a point on the circular arc corresponding to $x$. The other two circular arcs divide the circle into two segments. Choose a point $Y$ on that segment which does not contain $X$. Then no circular arc in $B$ contains the point $X$ and no circular arc in $A$ contains $Y$. Thus both $A$ and $B$ are proper interval graphs. Since $G$ is not a proper interval graph, $A$ and $B$ are connected. 

**Proposition 4.3.3** The graph $G$ is uniquely orientable as a mixed local tournament.

**Proof:** The above three disjoint circular arcs correspond to a triangle in the complement of $G$. Hence the orientation is essentially unique by Proposition 2.3.10. 

From Theorem 4.1.1, we know that $A$ and $B$ are uniquely orientable as straight mixed graphs. We consider the following two cases.

**Case 1.** Suppose that $A$ is not a clique. Then, in the mixed-graph orientation of $A$, let $L$ be the set of vertices in $A$ which are not in the outset of $x$, and let $R$ be the set of vertices of $A$ which are not in the inset of $x$. Let $C$ be the graph induced by $B$ and $L$, and let $D$ be the graph induced by $B$ and $R$. Since $G$ is not an interval graph, both $C$ and $D$ are connected. It is also easy to see that both $C$ and $D$ are proper interval graphs: it is enough to choose points $Z$ and $W$ as the leftmost and rightmost endpoints of the intervals representing $x$ and all vertices with the same closed neighbourhood as $x$ in $A$. No circular arc of $C$ contains the point $W$ and no circular arc of $D$ contains $Z$. Now all four graphs $A, B, C, D$ can be uniquely oriented as straight mixed graphs. Consider $G$, an orientation of $G$, as a mixed local tournament. Of the two possible orientations of $A$ (and similarly for $B, C,$ and $D$), one must agree with $G$ in the sense that any edge oriented in $A$ is oriented in $G$ in the same direction. Therefore, if we choose one of the two orientations of $A$ and one of $C$, either the edges oriented in both agree or all disagree in direction. Thus we may choose orientations $A, B, C, D$ such that any edges oriented in two (or more) agree in their direction.

**Theorem 4.3.4** The oriented edges of the mixed local tournament $\tilde{G}$ are precisely the union of the oriented edges of $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}$.

**Proof:** If an edge $uv$ is oriented in $\tilde{G}$ then $u$ and $v$ are not equivalent, i.e., have distinct closed neighbourhoods in the underlying graph of $G$. Suppose both $u$ and $v$ belong to $A$, and have the same neighbours in $A$ (otherwise $uv$ is oriented in $\tilde{A}$). Then $u$ and $v$ are both in $R$ or both in $L$. Suppose they are both in $L$ and thus both in $C$. Since they are not equivalent in $G$ and are equivalent in $A$, they must be not equivalent in $C$. The other cases (one in $A$ one in $B$ or both in $B$) are similar. Therefore any edge oriented in $\tilde{G}$ is oriented in at least one of $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}$.

Let $uv$ be oriented in $\tilde{A}, \tilde{B}, \tilde{C}$ or $\tilde{D}$. Then the neighbourhoods of $u$ and $v$ are distinct in that graph, and hence certainly also distinct in $G$. Therefore $uv$ is also oriented in $\tilde{G}$. Since we observed above that there are no conflicts in the orientations,
the proof is complete. □

Thus Step 3 is done by orienting $C$ and $D$ and then combining the orientations of $A, B, C, D$ as above. It is clear that each of these steps can be performed in time $O(m + n)$.

Step 4 is then accomplished by defining an arbitrary transitive tournament on the vertices of each equivalence class of the mixed local tournament $\mathcal{G}$.

**Case 2.** Suppose now that $A$ is a clique. Suppose that $V_1, V_2, \ldots, V_k$ is the straight enumeration of the blocks of $B$. Since $B$ is not a clique, we know that $k \geq 3$. Let $L$ be the set of vertices in $A$ which are adjacent to at least one vertex in $V_1$, and let $R$ be the set of vertices in $A$ which are adjacent to at least one vertex in $V_k$ (note that these vertex sets can be found in time $O(m + n)$). Let $C$ be the graph induced by $B$ and $L$, and $D$ be the graph induced by $B$ and $R$. We follow the procedures as above by considering $A, B, C$, and $D$. Again $A, B, C, D$ are proper interval graphs and hence they can be oriented uniquely as a straight mixed graph. If we choose orientations $\bar{A}, \bar{B}, \bar{C}, \bar{D}$ such that any edges oriented in two (or more) agree in their direction, then we can apply a proof similar to the proof of Theorem 4.3.4 to show that the union of the oriented edges in $\bar{A}, \bar{B}, \bar{C}, \bar{D}$, and $L\rightarrow R$ give a mixed-local-tournament orientation $\mathcal{G}$ of $G$. Therefore a local-transitive-tournament orientation of $G$ can be obtained from $\mathcal{G}$. This completes the proof of correctness of Algorithm 4.3.1.

There exist efficient algorithms for solving many basic optimization problems for proper circular arc graphs which assume that a proper circular arc representation is given. For instance, Hsu and Tsai [46] have an $O(n)$ algorithm to find a maximum independent set and to find a minimum clique covering in a proper circular arc graph. (In fact, the algorithm applies in a general circular arc graph.) In view of our $O(m + n)$ representation algorithm, we may now conclude that the maximum independent set problem and the minimum clique covering problem for proper circular arc graphs are solvable in time $O(m + n)$.
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Maximum Cliques and $c$-Colourings

In this chapter, we will give two algorithms: one is an $O(m+n)$ time algorithm to find a maximum clique of a proper circular arc graph, and the other is an $O(m+n)$ algorithm to determine $c$-colourability of a proper circular arc graph. Again these algorithms do not require an arc representation, but can be implemented in time $O(n \log n)$ if such a representation is given.

Proper circular arc graphs have applications in traffic control [74] cyclic scheduling and compiler design, [79]. The problem of finding the maximum clique in general circular arc graphs has been previously solved by Apostolico and Hambrusch [3], by an algorithm which has a time bound of $O(n^2 \log \log n)$. However this algorithm requires that the representation by a circular arc family be given. For the special case of proper circular arc graphs, we shall give here an $O(m+n)$ algorithm. If the representation is known, our algorithm can be implemented to run in time $O(n \log n)$.

The problem of $c$-colouring proper circular arc graphs arose in the cyclic scheduling and register allocation applications. It was first studied by Orlin, Bonuccelli and Bovet [61]. Their approach consisted of reducing the problem to a shortest path calculation, and resulted in an algorithm with a time bound of $O(n^2)$. Subsequently, other authors improved the algorithm by improving on the shortest path method, culminating in the
algorithm of Shih and Hsu [70], which has a time bound of $O(n^{3/2})$. However all these algorithms require the representation by a circular arc family to be given. By applying our maximum clique algorithm we are also able to give an $O(m + n)$ algorithm for this problem. If the representation is known, our algorithm can be implemented to run also in time $O(n \log n)$.

We first remark that we may assume that $G$ is connected and that it has no vertices of degree $n - 1$. Indeed, both the colouring and the maximum clique problems can be solved for each component separately. Furthermore, any maximum clique must contain all vertices of degree $n - 1$, and any colouring must assign each vertex of degree $n - 1$ a colour not used by any other vertex. Thus it is sufficient to solve both problems for the graph obtained by removing all vertices of degree $n - 1$. Therefore we shall assume from now on that $G$ is a connected graph with $\Delta(G) \leq n - 2$.

The new element in our approach is Theorem 2.1.15 which allows us to search for maximum cliques and minimum colourings in a more efficient way. From Section 4.3, we can obtain in time $O(m + n)$ a local transitive tournament orientation of any proper circular arc graph and hence in time $O(m + n)$ a round enumeration of the corresponding local transitive tournament.

Suppose that $D$ is a local-transitive-tournament orientation of $G$. Then $D$ is a round oriented graph. Let $v_1, v_2, \ldots, v_n$ be a round enumeration of $D$, such that for each $i$ there exist non-negative integers $l_i$ and $r_i$ with $v_i \rightarrow v_j$ if and only if $i + 1 \leq j \leq i + r_i$ and $v_k \rightarrow v_i$ if and only if $i - l_i \leq k \leq i - 1$ (with the additions and subtractions modulo $n$). We define $R(u) = w$ just if $u = v_i$ and $w = v_{i+r_i}$, and $L(u) = w$ just if $u = v_i$ and $w = v_{i-l_i}$.

Note that the assumption that $\Delta(D) \leq n - 2$ implies that for every vertex $u$ there is at least one non-neighbour of $u$ between $R(u)$ and $L(u)$. Thus for every $u$ moving clockwise we first encounter all out-neighbours of $u$ (the last being $R(u)$), then all non-neighbours of $u$ (of which there is at least one) and finally, just before returning to $u$, all in-neighbours of $u$ (the first one being $L(u)$). In particular, for each vertex $u = v_i$, the set $\{u = v_i, v_{i+1}, v_{i+2}, \ldots, v_{i+r_i} = R(u)\}$ induces a clique (in fact a transitive tournament of $D$).
In the sequel, we show how searching for maximum cliques and for minimum colourings in $G$ can be made more efficient if we perform it on a round enumeration of a local transitive orientation $D$ of $G$.

Let $v_1, v_2, \ldots, v_n$ be a round enumeration of a local transitive tournament $D$. Let $a = v_i$ and $b = v_j$. The interval $[a, b]$ is the set of vertices $\{v_i, v_{i+1}, v_{i+2}, \ldots, v_{j-1}, v_j\}$, with the subscripts calculated modulo $n$. (Thus if we draw $v_1, v_2, \ldots, v_n$ clockwise around the circle, the interval $[a, b]$ extends from $a$ to $b$ clockwise.) The intervals $(a, b), (a, b]$ and $[a, b)$ are defined analogously.

We observe that if $a \rightarrow b$ then $x \rightarrow y$ for all $x, y$ with $[x, y] \subseteq [a, b]$, and so $[a, b]$ is a complete graph (in fact, a transitive tournament).

A clique of a graph (or an oriented graph) is just a complete subgraph. A clique of maximum size is called a maximum clique.

### 5.1 The Maximum Clique Algorithm

Assume that $D$ is a local transitive tournament with a round enumeration $v_1, v_2, \ldots, v_n$. We shall restrict our search for a maximum clique in $D$ to a special class of cliques defined as follows: Let $m$ be an odd integer $m \geq 3$, and let $a_1, b_1, a_2, b_2, \ldots, a_m, b_m$ be distinct vertices of $D$ listed in clockwise circular order, such that for each $i = 1, 2, \ldots, m$ we have

$$R(a_i) = b_{i+m} \quad \text{and} \quad ||a_i, b_i|| > ||b_{i+m'}, a_{i+m'+1}||,$$

where $m' = \frac{m-1}{2}$ and the subscript additions are modulo $m$. Then we say that $C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]$ is an $m$-overlap clique generated by $\{a_1, a_2, \ldots, a_m\}$. We also refer to the vertices $a_1, a_2, \ldots, a_m$ as the generators of $C$.

It is possible to specify an $m$-overlap clique by its generators. The generators must be distinct vertices $a_1, a_2, \ldots, a_m$ listed in clockwise circular order; we introduce $b_i = R(a_{i-m'})$ and verify that each $b_i \in (a_i, a_{i+1})$. If we also have $||a_i, b_i|| > ||b_{i+m'}, a_{i+m'+1}||$, then $C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]$ is an $m$-overlap clique generated by the given $a_1, a_2, \ldots, a_m$. It follows that between any two successive
generators $a_i, a_{i+1}$ of an $m$-overlap clique, there must be some $R(a_j)$ for a generator $a_j$. Another useful property to observe is that for any two generators $a_i, a_j$ of an $m$-overlap clique we have $[a_i, R(a_i)] \cap [a_j, R(a_j)] \neq \emptyset$. Finally, we also note that in an $m$-overlap clique $C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]$ we must have each $(b_i, a_{i+1}) \neq \emptyset$ because $a_{i+m'+1} = a_{i-m'}$ dominates $b_i$ and is dominated by $a_{i+1}$ (as $a_{i+1} \rightarrow b_{i+m'+1}$), so that in order to have the degree of $a_{i-m'}$ smaller than $n-1$, we need $(b_i, a_{i+1}) \neq \emptyset$.

For convenience we also define 1- and (-1)-overlap cliques: A 1-overlap clique is any interval $[a, b]$ with $b = R(a)$. Thus the interval $[a, R(a)]$ is the 1-overlap clique generated by $a$. (This coincides with the definition of an "overlap clique" in [61]). A (-1)-overlap clique is just the empty set $\emptyset$.

**Lemma 5.1.1** In the digraph $D$, we have:

- Any $m$-overlap clique is a clique;
- There exists a maximum clique which is an $m$-overlap clique for some odd $m$.

**Proof:** The first statement clearly holds for 1- and (-1)-overlap cliques. Thus let $[a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]$ be an $m$-overlap clique of $D$ with $m \geq 3$. Let $u \in [a_i, b_i]$. Since $a_i$ dominates $b_{i+m'}$, the vertex $u$ dominates all vertices of $(u, b_i] \cup [a_{i+1}, b_{i+1}] \cup \ldots \cup [a_{i+m'}, b_{i+m'}]$. Since $b_{i+2m'+1} = b_i$ is dominated by $a_{i+m'+1}$, the vertex $u$ is dominated by all vertices of $[a_{i+m'+1}, b_{i+m'+1}] \cup \ldots \cup [a_i, u]$. Therefore $[a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]$ is a clique of $D$. (Recall that $m' = \frac{m-1}{2}$, so that $2m' + 1 = m$.)

To prove the second statement, consider a set of vertices $C$ which induces a maximum clique of $G$. If $C \neq \emptyset$, then there exists an integer $m$ such that $C$ may be written as $C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]$ where $a_1, b_1, a_2, b_2, \ldots, a_m, b_m$ appear in clockwise circular order in the round enumeration. Let $C$ and $m$ be chosen so that $m$ is as small as possible among all maximum cliques of $G$.

Suppose that $m = 1$, i.e., that $C = [a_1, b_1]$. Consider the adjacent vertices $a_1, b_1$. If $b_1 \rightarrow a_1$, then $[b_1, a_1]$ is also a clique, contradicting $\Delta(D) \leq n - 2$. Thus $a_1 \rightarrow b_1$, and hence $R(a_1) \in [b_1, a_1]$. Since $[a_1, b_1]$ is a maximum clique, $R(a_1) = b_1$ and $C$ is a 1-overlap clique. Thus suppose for the rest of this proof that $m > 1$. 
Claim 1. If \( u \notin [a_i, b_i] \) is adjacent to all vertices of \([a_i, b_i]\), then \( u \to [a_i, b_i] \) or \([a_i, b_i] \to u \).

Suppose there are two vertices \( x, y \in [a_i, b_i] \) such that \( u \to x \) and \( y \to u \). This means that \( u \to (u, x) \) and \((y, u) \to u \). Together with the assumption that \( u \) is adjacent to each vertex of \([a_i, b_i]\), we contradict the fact that \( \Delta(D) \leq n - 2 \).

Claim 2. If \( i \neq j \) then either \([a_i, b_i] \to [a_j, b_j] \) or \([a_j, b_j] \to [a_i, b_i] \).

If \( a_i \to b_j \) then \( x \to y \) for each \( x \in [a_i, b_i] \) and \( y \in [a_j, b_j] \). On the other hand, if \( b_j \to a_i \), then two applications of Claim 1 yield \( b_j \to b_i \) and \( a_j \to b_i \). Thus in this case \( x \to y \) for each \( x \in [a_j, b_j] \) and \( y \in [a_i, b_i] \).

Claim 3. If \([a_i, b_i] \to [a_j, b_j] \) then \([a_i+1, b_i+1] \to [a_j+1, b_j+1] \).

Suppose that \([a_i, b_i] \to [a_j, b_j] \) and \([a_j+1, b_j+1] \to [a_i+1, b_i+1] \). Let \( u \in (b_i, a_i+1) \). (It was noted above that \((b_i, a_i+1) \neq \emptyset \).) Then \( u \) is adjacent to all vertices of \([a_i+1, b_i+1] \cup \ldots \cup [a_j, b_j] \) because \( a_i \to b_j \), and to all vertices of \([a_j+1, b_j+1] \cup \ldots \cup [a_i, b_i] \) because \( a_j+1 \to b_j+1 \). This contradicts the maximality of our clique.

Claim 4. \( m \) is odd. If \( m \) is even, then \([a_i, b_i] \to [a_i+m/2, b_i+m/2] \) implies \([a_i+m/2, b_i+m/2] \to [a_i, b_i] \) by Claim 3, contrary to Claim 2.

Claim 5. \( R(a_i) = b_i+m' \) for each \( i = 1, 2, \ldots, m \).

Since \( a_i \) and \( b_i+m' \) are in \( C \), they are adjacent. If some \( b_i+m' \to a_i \), then Claim 2 implies that \([a_i+m', b_i+m'] \to [a_i, b_i] \) and Claim 3 implies that \([a_i, b_i] \to [a_i+m'+1, b_i+m'+1] \). However, this is impossible as \( a_i \to b_i+m'+1 \) implies \( a_i \to b_i+m' \). Hence \( a_i \to b_i+m' \) for each \( i = 1, 2, \ldots, m \). In particular, \( a_i+m'+1 \to b_i+2m'+1 = b_i \). So \( R(a_i) \in [b_i+m', a_i+m'+1] \). On the other hand, if \( R(a_i) \neq b_i+m' \), then \( R(a_i) \) is adjacent to every vertex of \([a_i, b_i] \cup [a_i+1, b_i+1] \cup \ldots \cup [a_i+m', b_i+m'] \), and because \( a_i \to b_i+m' \to b_i+2m' = b_i-1 \), \( R(a_i) \) is also adjacent to every vertex of \([a_i+m'+1, b_i+m'+1] \cup \ldots \cup [a_i-1, b_i-1] \). Thus \( R(a_i) \) is adjacent to every vertex of \( C \), contradicting its maximality. Therefore \( R(a_i) = b_i+m' \).

Claim 6. \( |[a_i, b_i]| > |(b_i+m', a_i+m'+1)| \) for each \( i = 1, 2, \ldots, m \).

If \( |[a_i, b_i]| \leq |(b_i+m', a_i+m'+1)| \) for some \( i \), then let \( C' = [a_1, b_1] \cup \ldots \cup [a_{i-2}, b_{i-2}] \cup [a_{i-1}, b_i] \cup [a_{i+1}, b_{i+1}] \cup \ldots \cup [a_i+m', b_i+m'] \cup [a_{i+m'+1}, b_{i+m'+1}] \cup [a_{i+m'+2}, b_{i+m'+2}] \cup \ldots \cup [a_m, b_m] \). In effect, \( C' \) is obtained from \( C \) by replacing \([a_i, b_i] \) with \((b_i+m', a_i+m'+1) \).

We see easily that \( C' \) is also a clique. We only need to verify that each vertex
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u ∈ (b_{i+m'}, a_{i+m'+1}) is adjacent to all other vertices of C'. Since a_{i+1}→b_{i+m'+1} and hence a_{i+1}→u, we conclude u is adjacent to \([a_1 + 1, b_{i+1}] \cup \ldots \cup [a_{i+m'-1}, b_{i+m'-1}] \cup (a_{i+m'}, u)\); since \(a_{i+m'}→b_{i-1}\) and hence \(u→b_{i-1}\), we also conclude that u is adjacent to \((u, b_{i+m'+1}] \cup \ldots \cup [a_{i-1}, b_{i-1}]\). Thus C' is a clique with fewer intervals than C and with \(|C'| ≥ |C|\), contradicting the choice of C.

Note that the converse of the second statement of Lemma 5.1.1 is not true, namely, an m-overlap clique is not necessarily a maximum clique. In fact, there may be m-overlap cliques of different sizes. We call an m-overlap clique of maximum size a largest m-overlap clique.

**Lemma 5.1.2** Let \(m ≥ 3\) be an odd integer. Let \(C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]\) be an m-overlap clique of D and suppose that \(x ∈ (b_{i-1}, b_i)\) for some \(i = 1, 2, \ldots, m\).

If \(|[x, R(x)]| ≥ |[a_i, R(a_i)]|\), then the vertices \(a_1, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_m\) generate an m-overlap clique \(C'\), with \(|C'| ≥ |C|\). Moreover, \(|C'| = |C|\) if and only if \(|[x, R(x)]| = |[a_i, R(a_i)]|\).

**Proof:** To prove that \(C'\) is an m-overlap clique we need to show

1. \(x ∈ (b_{i-1}, b_i)\) (that is, \(x \neq b_i\)),
2. \(R(x) ∈ (a_{i+m'}, a_{i+m'+1})\),
3. \(|[x, b_i]| > |(R(x), a_{i+m'+1})|\), and
4. \(|[a_{i+m'}, R(x)]| > |(b_{i-1}, x)|\).

By the assumption, \(x ∈ (b_{i-1}, b_i)\). If \(x = b_i\), then \(x→b_{i+m'}\) and \(a_{i+m'+1}→x\). Thus \(R(x) ∈ [b_{i+m'}, a_{i+m'+1}]\). Since \(|[x, R(x)]| ≥ |[a_i, R(a_i)]|\), then \(|[b_{i+m'}, R(x)]| ≥ |[a_i, x]|\).

Note that \(Δ(D) ≤ n-2\) implies that \((R(x), a_{i+m'+1}) \neq \emptyset\). Then \(|[b_{i+m'}, a_{i+m'+1}]| ≥ |[b_{i+m'}, R(x)]| ≥ |[a_i, x]|\) (recall that \(x = b_i\)), contradicting the fact that \(C\) is an m-overlap clique. Hence \(x \neq b_i\) and 1 holds.

Now we consider the vertex \(R(x)\). Since \(a_{i-1}→b_{i+m'-1}\), we have \(x→b_{i+m'-1}\). Since \(a_{i+m'+1}→b_i\), we also have \(a_{i+m'+1}→x\). Thus \(R(x) ∈ [b_{i+m'-1}, a_{i+m'+1}]\). We claim that
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\( R(x) \notin [b_{i+m'-1}, a_{i+m'}] \). Suppose, to the contrary, that \( R(x) \in [b_{i+m'-1}, a_{i+m'}] \). Then
\( x \in (b_{i-1}, a_i) \) because \( a_i \rightarrow b_{i+m'} \). Since \( ||x, R(x)|| \geq ||a_i, R(a_i)|| \), we have \( ||x, a_i|| \geq ||R(x), R(a_i)|| \). We consider two cases: first if \( R(x) \neq a_{i+m'} \), then \( ||b_{i-1}, a_i|| \geq ||a_{i+m'}, b_{i+m'}|| \), contradicting the fact that \( C \) is an \( m \)-overlap clique; secondly if \( R(x) = a_{i+m'} \), then, noticing that the assumption \( \Delta(D) \leq n - 2 \) implies that \( b_{i-1} \neq \emptyset \), we again have \( ||b_{i-1}, a_i|| \geq ||a_{i+m'}, b_{i+m'}|| \), contradicting the fact that \( C \) is an \( m \)-overlap clique. This proves 2.

Finally we prove 3 and 4 together.

If \( x \in (b_{i-1}, a_i) \), then \( R(x) \notin (b_{i+m'}, a_{i+m'+1}) \) as otherwise we would have \( a_i \rightarrow R(x) \) contradicting the fact that \( R(a_i) = b_{i+m'} \). Thus \( R(x) \in (a_{i+m'}, b_{i+m'}) \). Then \( ||x, a_i|| \geq ||R(x), b_{i+m'}|| \) because \( ||x, R(x)|| \geq ||a_i, R(a_i)|| \), and hence
\[
||x, b_i|| = ||x, a_i|| + ||a_i, b_i|| > ||R(x), b_{i+m'}|| + ||b_{i+m'}, a_{i+m'+1}|| = ||(R(x), b_{i+m'+1}),
\]
with a similar proof for \( ||b_{i-1}, x|| < ||a_{i+m'}, R(x)|| \). On the other hand, if \( x \in (a_i, b_i) \) then \( R(x) \in (b_{i+m'}, a_{i+m'+1}) \) and \( ||b_{i+m'}, R(x)|| \geq ||a_i, x|| \) because \( ||x, R(x)|| \geq ||a_i, R(a_i)|| \). Thus
\[
||x, b_i|| = ||a_i, b_i|| - ||a_i, x|| > ||b_{i+m'}, a_{i+m'+1}|| + ||(b_{i+m'}, R(x)) = ||R(x), a_{i+m'+1}||,
\]
with a similar proof for \( ||b_{i-1}, x|| < ||a_{i+m'}, R(x)|| \).

It is now easy to conclude that \( |C'| \geq |C| \) because \( ||x, R(x)|| \geq ||a_i, R(a_i)|| \) means \( ||x, a_i|| \geq ||R(x), R(a_i)|| \) (or \( ||a_i, x|| \leq ||R(a_i), R(x)|| \)); similarly we can conclude that \( |C'| = |C| \) if and only if \( ||x, R(x)|| = ||a_i, R(a_i)|| \). \hfill \( \square \)

Let \( C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m] \) be an \( m \)-overlap clique. We say that \( C \) is localized if for every \( i = 1, 2, \ldots, m \) and each \( x \in (b_{i-1}, b_i) \) we have \( ||x, R(x)|| \leq ||a_i, R(a_i)|| \). Note that the \((-1)\)-overlap clique \( \emptyset \) is localized, as is each largest 1-overlap clique.

We derive the next result from Lemma 5.1.2.

**Corollary 5.1.3** Let \( m \geq -1 \) be an odd integer. Every largest \( m \)-overlap clique is localized. \hfill \( \square \)
Corollary 5.1.4 Let $m \geq 3$ be an odd integer. If $C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]$ is a largest $m$-overlap clique, then for any $x \in (b_{i-1}, b_i]$, with $|[x, R(x)]| = |[a_i, R(a_i)]|$, the vertices $a_1, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_m$ generate an $m$-overlap clique $C'$, which also is a largest $m$-overlap clique.

Suppose $k$ is the smallest integer such that there exists a maximum clique $C$ of $D$ which is a $k$-overlap clique. Then any largest $k$-overlap clique is a maximum clique. We shall assume $k$ is fixed from now on, and denote $k' = \frac{k-1}{2}$.

Let $K$ be a localized $m$-overlap clique of $D$, for some $m \leq k$. We say that $K$ is admissible if there exists a largest $k$-overlap clique (hence a maximum clique) $C$ of $D$ such that each generator of $K$ is also a generator of $C$. We also say that $C$ is a certificate of admissibility of $K$. Note that an admissible clique is by definition localized.

Our strategy in searching for a maximum clique of $D$ is to find an admissible 1-overlap clique, then to modify it to an admissible 3-overlap clique, then to an admissible 5-overlap clique, and so on, terminating with an admissible $k$-overlap clique which is also a maximum clique. The following lemma explains how to obtain an admissible 1-overlap clique.

**Lemma 5.1.5** Each largest 1-overlap clique is admissible.

**Proof:** Suppose $[x, R(x)]$ is a largest 1-overlap clique. By Corollary 5.1.3, $[x, R(x)]$ is localized. Let $C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_k, b_k]$ be any largest $k$-overlap clique (and thus a maximum clique of) $D$. Then $x \in (b_{i-1}, b_i]$ for some $i$, and hence $|[x, R(x)]| = |[a_i, R(a_i)]|$ because $C$ is localized and $[x, R(x)]$ is a largest 1-overlap clique. Therefore by Corollary 5.1.4 the $k$-overlap clique $C'$ generated by $a_1, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_k$ is a certificate of $[x, R(x)]$. \qed

Let $m \geq 1$ be an odd integer. Suppose $K = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_m, b_m]$ is a localized $m$-overlap clique of $D$, and suppose that there exist vertices $c, d$ and subscript $i = 1, 2, \ldots, m$ such that
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Let \(K^* = [a_1, b_1] \cup \ldots \cup [a_i, R(d)] \cup [c, b_i] \cup [a_{i+1}, b_{i+1}] \cup \ldots \cup [a_{i+m'}, b_{i+m'}] \cup [d, R(c)] \cup [a_{i+m'+1}, b_{i+m'+1}] \cup \ldots \cup [a_m, b_m]\). We say that \(K^*\) is a modification of \(K\) obtained by replacing \((R(d), c)\) with \([d, R(c)]\). If \(m = -1\), we say that any 1-overlap clique \(K^*\) is a modification of the \((-1)\)-overlap clique \(\emptyset\). Let \(|H|\) denote the number of vertices of \(H\).

**Lemma 5.1.6** Let \(m \geq -1\) be an odd integer, and let \(K\) be a localized \(m\)-overlap clique. Each modification \(K^*\) of \(K\) is an \((m+2)\)-overlap clique, and \(|K^*| > |K|\).

**Proof:** This is clear for \(m = -1\). For \(m \geq 1\), it suffices to show that \(|[c, b_i]| > |(R(c), a_{i+m'+1})|\) and \(|[a_i, R(d)]| > |(b_{i+m'}, d)|\). If \(|[c, b_i]| \leq |(R(c), a_{i+m'+1})|\), then \(|(R(d), b_i)| < |(d, a_{i+m'+1})|\). Hence \(|[d, R(d)]| > |(d, a_{i+m'+1}, b_i)|\). Since \(R(a_{i+m'+1}) = b_i\) this contradicts the hypothesis that \(K\) is localized. A similar argument applies to show \(|[a_i, R(d)]| > |(b_{i+m'}, d)|\).

Note that the modification \(K^*\) of \(K\) has \(|K^*| > |K|\). It follows that, in particular, a largest \(k\)-overlap clique (which is necessarily a maximum clique) admits no modification. There may of course be several possible modifications for a given \(K\). A localized modification of \(K\) is any modification \(K^*\) of \(K\) which is itself localized. In particular, a localized modification of \(\emptyset\) is any largest 1-overlap clique.

The importance of localized modifications to our algorithm is underscored by the following crucial result.

**Theorem 5.1.7** Let \(m \geq -1\) be an odd integer. If \(K\) is an admissible \(m\)-overlap clique, then any localized modification \(K^*\) of \(K\) is an admissible \((m+2)\)-overlap clique.

**Proof:** Let \(C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_k, b_k]\) be a certificate for \(K\). Assume that \(K^*\) is a modification of \(K\) obtained from \(K\) by replacing \((R(d), c)\) with \([d, R(c)]\). Then
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$K^*$ is an $(m + 2)$-overlap clique by Lemma 5.1.6. We may assume that $c \in (a_p, b_r)$ where $[a_p, b_r]$ is one of the $m$ intervals defining $K$. (Note that the generators of $K$ are included among the generators of $C$.) It follows from the definition of $K^*$ that $d \in (b_{p+k'}, a_{r+k'+1})$, where $(b_{p+k'}, a_{r+k'+1})$ is one of the open intervals separating two of the defining intervals of $K$. Similarly, $R(c) \in (d, a_{r+k'+1})$ and $R(d) \in (a_p, c)$. We show that $K^*$ is admissible. Without loss of generality, let $c \in (b_{i-1}, b_i]$ and $d \in (b_{j-1}, b_j]$. We shall show that we can alter $C$ by removing both generators $c, d$ and inserting the generators $a_i, a_j$, obtaining a certificate $C^*$ of $K^*$. To do this, by Corollary 5.1.4, we need to prove $|[c, R(c)]| = |[a_i, R(a_i)]|$ and $|[d, R(d)]| = |[a_j, R(a_j)]|$. Since $C$ is localized according to Corollary 5.1.3, $|[c, R(c)]| \leq |[a_i, R(a_i)]|$ and $|[d, R(d)]| \leq |[a_j, R(a_j)]|$. Thus we only need to show that $|[c, R(c)]| \geq |[a_i, R(a_i)]|$ and $|[d, R(d)]| \geq |[a_j, R(a_j)]|$. So it suffices to show that $a_i \in (R(d), b_i]$ and $a_j \in (b_{p+k'}, R(c)]$ as $K^*$ is localized. Since the two cases are similar, we only show that $a_i \in (R(d), b_i]$. If $a_i \notin (R(d), b_i]$, then $a_i \in (b_{i-1}, R(d)]$. Thus $R(d) \in [a_i, b_i]$ because $c \in (R(d), b_i]$. Hence $R(c) \in (d, a_{i+k'+1})$. Since $a_i \rightarrow b_{i+k'}$ and $a_{i+k'+1} \rightarrow b_i$, we have $d \in (b_{i+k'}, a_{i+k'+1}]$. If $c = b_i$, noting that $(R(c), a_{i+k'+1}) \neq \emptyset$, then we have $|(R(c), a_{i+k'+1})| \geq |[c, b_i]| = 1$. Combining this with the fact that $|[d, R(c)]| > |(R(d), c)|$, we have $|[d, a_{i+k'+1}]| > |(R(d), b_i]|$. Thus $|[d, R(d)]| > |[a_{i+k'+1}, R(a_{i+k'+1})]|$ (recall that $R(a_{i+k'+1}) = b_i$), contradicting the fact that $C$ is localized. If $R(d) = a_i$, in a similar way, we will have $|[c, R(c)]| > |[a_i, R(a_i)]|$, again contradicting the fact that $C$ is localized. Hence $c \neq b_i$ and $R(d) \neq a_i$, and so $C$ has a modification which can be obtained by replacing $(R(d), c)$ with $[d, R(c)]$, contradicting the fact that $C$ is a maximum clique.

Let $r(x) = |[x, R(x)]|$. We define for each pair of vertices $x, y$, the quantities $M(x, y) = \max\{r(z) | z \in (x, y)\}$, $M[x, y] = \max\{r(z) | z \in [x, y]\}$, and $M[x, y] = \max\{r(z) | z \in [x, y]\}$. Theorem 5.1.8 Admissible cliques have the following properties:

- Any admissible $m$-overlap clique with $m < k$ admits a localized modification;
- Any admissible $k$-overlap clique is a maximum clique.
**Proof:** If $K$ is an admissible $m$-overlap clique, then $m \leq k$. Let $C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_k, b_k]$ be a certificate of $K$. It is easy to see that if $m = k$, then $K = C$ and $K$ admits no modification or localized modification.

Suppose that $m < k$. Then there exist $p$ and $r$ with $p \neq r$ such that $[a_p, b_r]$ is one of $m$ intervals defining $K$ (note that the generators of $K$ are also generators of $C$). Let $f \in (a_p, b_r)$ be the first vertex in the order from $a_p$ to $b_r$ such that, for any $g$ with $g \in (b_p + k', R(f))$ and $r(g) = M(b_p + k', R(f))$, we have the following properties:

- $R(f) \in (b_p + k', a_r + k' + 1)$,
- $R(g) \in (a_p, f)$, and
- $|[g, R(f)]| > |(R(g), f)|$.

We note that such a vertex $f$ exists because $a_{p+1} \in (a_p, b_r)$ satisfies these three properties. Therefore we also have $f \in (a_p, a_{p+1})$. If $f \in (a_p, b_p)$, then $R(f) \in (b_p + k', a_p + k' + 1)$ and hence $C$ can be modified by replacing $(R(g), f)$ with $[g, R(f)]$, contrary to the maximality of $C$. Suppose now that $f = b_p$. Then again $R(f) \in (b_p + k', a_p + k' + 1)$, and by the hypothesis that $\Delta(D) \leq n-2$, $|(R(f), a_p + k' + 1)| > 1$. Hence $|[g, a_p + k' + 1]| > |(R(g), b_p)|$, which implies that $|[g, R(g)]| > |[a_p + k' + 1, R(a_p + k' + 1)]|$ (since $R(a_p + k' + 1) = b_p$), contradicting the fact that $C$ is localized. Therefore $f \in (b_p, a_{p+1})$. Now let $c, d$ be vertices such that $r(c) = M[f, b_r)$ and $r(d) = M(b_p + k', R(c))$. We will show that a localized modification of $K_m$ can be obtained from $K_m$ by replacing $(R(d), c)$ with $[d, R(c)]$.

Since $c \in [f, b_r)$, we have $c \in (b_{i-1}, b_i)$ where $i \in \{p+1, p+2, \ldots, r\}$. Then $r(a_i) = r(c)$ because $r(c) = M[f, b_r)$ and $r(a_i) = M(b_{i-1}, b_i) = M[f, b_r)$ (as $a_i \in [f, b_r)$ and $C$ is localized). Hence Corollary 5.1.4 implies that $c \in (a_{i-1}, b_i)$ and $R(c) \in (a_{i+k'}, a_{i+k'+1})$. Suppose that $d \in (b_{j-1}, b_j)$ for some $j$. Then $j \in \{p + k' + 1, p + k' + 2, \ldots, i + k' + 1\}$. First we claim that $j \neq i + k' + 1$. Assume to the contrary that $j = i + k' + 1$. Then $d \in (b_{i+k'}, b_{i+k'+1})$ and hence $d \in (b_{i+k'}, R(c))$. This implies that $R(c) \in (b_{i+k'}, a_{i+k'+1})$ and hence $c \in (a_{i+k'}, b_{i+k'})$. Since $d \rightarrow b_{i-1}$ (as $a_{i+k'} \rightarrow b_{i-1}$) and $c \rightarrow d$ (as $a_{i+k'} \rightarrow b_{i-1}$), we see that $R(d) \in (b_{i-1}, c)$. If $R(d) \in (b_{i-1}, a_i)$, then $r(a_{i+k'}) = |[a_{i+k'}, b_{i-1}]| > |[d, R(d)]| = r(d)$ because $|[a_{i+k'}, d]| > |[a_{i+k'}, b_{i+k'}]| > |(b_{i-1}, a_i)| > |(b_{i-1}, R(d))|$. 


This contradicts our choice of $d$. The above contradiction applies even when $R(d) = a_i$, because in that case $d \to a_i$ and $a_i \to b_{i+k'}$, which implies that $(b_{i+k'}, d) \neq \emptyset$ (as $\text{deg}(a_i) \leq n - 2$). If $R(d) \in (a_i, c)$, then there is a modification of $C$ obtained from $C$ by replacing $(R(d), c)$ with $[d, R(c)]$, contrary to the maximality of $C$. Therefore $j \in \{p + k' + 1, p + k' + 2, \ldots, i + k'\}$. Applying similar arguments, we have $r(d) = r(a_j)$, $d \in (b_{j-1}, b_j)$, and $R(d) \in (a_{j+k'}, a_{j+k'+1})$ (note that these arguments hold even when $j = i + k'$ because $a_{i+k'} \in (R(c), b_{i+k'+1})$). Finally we claim that a modification of $K_m$ can be obtained from $K_m$ by replacing $(R(d), c)$ with $[d, R(c)]$. Indeed, it follows from the above that $c \in (a_p, b_r), R(c) \in (b_{p+k'}, a_{r+k'+1}), d \in (b_{p+k'}, R(c))$, and $R(d) \in (a_p, c)$ (note that $c \to d$). Since $r(a_i) = r(c)$ and $r(a_j) = r(d)$, we have $|[a_i, c]| = |(b_{i+k'}, R(c))|$ and $|[d, a_j]| = |(R(d), b_{j+k'})|$. Therefore, $|[d, R(c)]| = |[a_i, b_{i+k'}]| + |[d, a_j]| + |(b_{i+k'}, R(c))| > |(b_{j+k'}, a_i)| + |(R(d), b_{j+k'})| + |[a_i, c]| = |(R(d), c)|$. (In these calculations we have assumed that $[d, R(c)] \supset [a_j, b_{i+k'}]$; otherwise we need to replace "+|[d, a_j]|" by "−|[d, a_j]|" and "+[R(d), b_{j+k'}]|" by "−+[R(d), b_{j+k'}]|" if $d \in (a_j, b_{i+k'})$ and similarly for $c \in (b_{j+k'}, a_i)$.) Furthermore, this modification is localized because of the choice of $c$ and $d$. 

We observe here that the theorem implies that a localized modification exists if and only if a modification exists.

Consider now the following algorithm.

**Algorithm 5.1.9** Let $D$ be a connected local transitive tournament with a round enumeration and with $\Delta(D) < n - 1$.

Initialize $m \leftarrow -1$, $K_{-1} \leftarrow \emptyset$.

While $K_m$ admits a modification, let $K_{m+2}$ be a localized modification of $K_m$ and increase $m$ by 2.

**Theorem 5.1.10** We have

- Algorithm 5.1.9 correctly finds a maximum clique in $D$,

- Algorithm 5.1.9 can be implemented to run in time $O(n \log n)$, and
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- there is an $O(m + n)$ algorithm to find a maximum clique in any proper circular arc graph.

**Proof:** The algorithm will, in its first iteration, find a largest 1-overlap clique $K_1$. Clearly $K_1$ is localized, and, by Lemma 5.1.5, it is also admissible. Then Theorem 5.1.7 guarantees that all subsequent $m$-overlap cliques $K_m$ are also admissible. At termination, $K_m$ does not admit a modification, hence $K_m$ is a maximum clique by Theorem 5.1.8.

We now discuss the implementation of Algorithm 5.1.9. Suppose that we have a local transitive tournament $D$ with a round enumeration, i.e., suppose that we have the parameters $L(x), R(x)$ (and hence $r(x)$) for each vertex $x$. In preparation, we can find in time $O(n)$ a vertex $a$ with $r(a) = \max\{r(x) : x \in V(D)\}$. Next we store the values $r(x)$ for $x \in [L(a), R(a)]$ in the leaves of a balanced tree structure, such as a 2-3-tree [1], where each internal node stores the maximum value of $r(x)$ among its descendants. (To facilitate the calculation, we may in fact store in each internal node two values, the maximum $l(x)$ in its left subtree and the maximum $l'(x)$ in its right subtree.) This can be done in time $O(n \log n)$, [1]. Then, given any $x$ and $y$, the tree can be pruned down, in time $O(\log n)$, to a subtree representing only the leaves between $x$ and $y$, and hence having the value $M(x, y)$ stored in the root. This is explained in detail in [1], Section 4.12. Thus each evaluation of $M(x, y)$ (or $M'[x, y], M[x, y]$, for which the computation is similar) takes time $O(\log n)$.

In each iteration we have a current clique $K_m$. We have noted above how to obtain the current clique $K_1$ of the first iteration. We shall maintain additional information which will allow us to estimate the complexity of the algorithm, as well as to proceed from $K_m$ to $K_{m+2}$ in the $m$-th iteration. (Note that we have first, third, fifth, etc. iterations and no second, fourth, etc. iterations, in this terminology.) Specifically, we shall charge certain vertices of $D$. The intention is to have the number of charged vertices proportional to $\log n$ times the work performed so far. A vertex will be charged at most once. We only charge vertices of the current clique. A charged vertex may be absent from later current cliques, but if it is not in $K_m$ it will not be in $K_{m+2}$ either.

Initially no vertex is charged. A defining interval $[a, b]$ of the current clique is active if not all of its vertices have been charged. We will operate on active intervals
only.

In the first iteration we have $K_1 = [a, R(a)]$, no vertex has been charged and the unique defining interval $[a, R(a)]$ is active. In general we shall have the current clique $K_m$ (which shall always be a subset of $[a, R(a)] \cup [L(a), a]$), some charged vertices and some active intervals. An active interval $[a_i, b_i]$ will either contain no charged vertices, or will consist of an interval $[a_i, f)$ of charged vertices and an interval $[f, b_i]$ of uncharged vertices. If there is an active interval of the second kind, there will be only one such interval and we will operate on it. (If all active intervals are of the first kind then we operate on any of them.)

To operate on an active interval $[a_i, b_i]$ which contains no charged vertices, we search, in the order from $a_i$ to $b_i$, for the first vertex $f \in (a_i, b_i)$ such that for any $g \in (b_i+1, R(f))$ with $r(g) = M(b_i+1, R(f))$ we have

- $R(f) \in (b_i+1, a_i+1)$,
- $R(g) \in (a_i, f)$, and
- $||g, R(f)|| > |(R(g), f)|$.

If there is no such vertex $f$, then we charge all vertices of $[a_i, b_i]$. If there is such a vertex $f$, then we only charge all vertices of $[a_i, f)$.

To operate on an active interval $[a_i, b_i]$ in which the vertices of $[a_i, f)$ are charged (and the vertices of $[f, b_i]$ uncharged), we perform the following operations:

- Find any vertices $c$ and $d$ such that $r(c) = M(f, b_i)$ and $r(d) = M(b_i+1, R(c))$, and
- Define $K_{m+2}$ to be obtained from $K_m$ by replacing $(R(d), c)$ with $[d, R(c)]$, i.e., the defining intervals of $K_{m+2}$ are all the defining intervals of $K_m$ except $[a_i, b_i]$, plus the intervals $[a_i, R(d)], [c, b_i]$ and $[d, R(c)]$.

The correctness and the claimed complexity of our implementation will follow from the following observations, all of which have been asserted above.
1. If $x$ is a vertex charged in the $l$-th iteration, and if $x \in K_m$ with $m > l$, then $x \in K_m, K_{m-2}, \ldots, K_l$.

2. An active interval $[a_j, b_j]$ contains no charged vertices or consists of an interval $[a_j, f)$ of charged vertices and an interval $[f, b_j]$ of uncharged vertices, for some $f \in (a_j, b_j)$. Moreover, there is always at most one active interval of the second kind.

3. A vertex is charged at most once.

4. The work performed in each iteration is proportional to $\log n$ times the number of vertices that have been charged during that iteration.

5. The clique $K_{m+2}$ is a localized modification of the clique $K_m$.

Suppose that $x$ is a vertex charged in the $l$-th iteration and let $x \in K_m$ with $m > l$. We shall show that $x \in K_{m-2}$. Let $[a_1, b_1], \ldots, [a_m, b_m]$ be the defining intervals of $K_m$. Say $x \in [a_j, b_j]$. If $x \notin K_{m-2}$, then $x \in (b_{j-1}, a_{j+1})$. In the $l$-th iteration, $x$ belongs to an active interval of $K_l$. That active interval must be some $[a_i, b_k]$ such that $[a_i, b_k] \supset (b_{j-1}, a_{j+1})$ (since $m - 2 \geq l, a_j \neq a_i$). Recall that $x$ was charged when we found (or failed to find) the first vertex $f \in (a_i, b_k)$ that satisfied the above conditions. But it is easy to see that the vertex $a_j$ satisfies these conditions. Hence $f$ must be in $(a_i, a_j]$ and so $x$ would not have been charged. Thus $x \in K_{m-2}$. Now 1 follows.

Suppose $x \in [a_j, b_j]$ is a charged vertex. When $x$ was charged, in the $l$-th iteration, $l \leq m$, we had $x \in [a_i, b_k]$ such that $[a_i, b_k] \supseteq [a_j, b_j]$. As above, we were searching for the first vertex $f \in (a_i, b_k)$ that satisfied the above conditions. If there was no $f$, or if $f \in (b_j, b_k)$, then each vertex of the entire interval $[a_j, b_j]$ has been charged. Otherwise, since $x$ is charged, we must have $f \in (x, b_j)$, in which case $[a_j, b_j]$ consists of the interval $[a_j, f)$ of charged vertices and the interval $[f, b_j]$ of uncharged vertices. There is always at most one interval of this kind, because we keep processing it (without creating additional intervals of this kind), until there are only active intervals without charged vertices. This proves 2.
When a vertex is charged, we compute a value of $M(x, y)$ (or $M[x, y], M[x, y]$), at a cost of $O(\log n)$ (see above). This explains 4.

The assertion 5 follows from the fact that our construction of $K_{m+2}$ agrees with that explained in the proof of Theorem 5.1.2.

To obtain an $O(m + n)$ algorithm for the maximum clique problem in proper circular arc graphs $G$ we proceed as follows: First applying Algorithm 4.3.1 we can obtain in time $O(m + n)$ a local-transitive-tournament orientation $D$ of $G$; secondly we use the method of Theorem 2.2.6 to find in time $O(m + n)$ a round enumeration of $D$. Hence we have parameters $R(x), r(x), L(x)$ for each vertex $x$ of $D$ and we can find in time $O(n)$ a vertex $a$ with $r(a) = \max \{r(x) : x \in V(D)\}$. Now instead of building a 2 - 3-tree as above, we compute $M(x, y), M[x, y], M[x, y]$ for all pairs $x, y$ such that $[x, y] \subseteq [a, R(a)]$ or $[x, y] \subseteq [L(a), a]$. This can be done in time $O(m + n)$ by dynamic programming, because $[a, R(a)]$ and $[L(a), a]$ are vertex-disjoint complete subgraphs of $D$ and there are only $O(m)$ pairs of vertices $x, y$ in $[a, R(a)]$ and in $[L(a), a]$. The iterations of Algorithm 5.1.9 can be done as above. Note that the work in each iteration of Algorithm 5.1.9 is now proportional to the number of vertices that have been charged during that iteration.

5.2 The c-Colouring Algorithm

Assume again that $D$ is a connected local transitive tournament (such that $\Delta(D) \leq n - 2$), with a round enumeration $v_1, v_2, \ldots, v_n$. Let $c$ be a fixed integer. In this section, we present an algorithm to decide whether or not $D$ is c-colourable. We begin with the following two results of Orlin, Bonuccelli, and Bovet, reformulated from [61].

**Lemma 5.2.1** Suppose that $n$ is divisible by $c$. Then $D$ is c-colourable if and only there is no 1-overlap clique of size $c + 1$. If there is no 1-overlap clique of size $c + 1$, then the vertices of $D$ can be coloured in clockwise circular order of the round enumeration, $1, 2, \ldots, c, 1, 2, \ldots, c, \ldots, 1, 2, \ldots, c$. 

\[\Box\]
In general, we let \( n = qc + r \), where \( 0 \leq r < c \).

**Lemma 5.2.2** If \( D \) is \( c \)-colourable, then it can be coloured with \( c \) colours in such a way that \( r \) colour classes have \( q + 1 \) vertices each, and the remaining \( (c - r) \) colour classes have \( q \) vertices each.

Consider now the following algorithm.

**Algorithm 5.2.3** Let \( D \) be a connected local transitive tournament with a round enumeration and with \( \Delta(D) < n - 1 \).

**Step 1.** Find a maximum clique \( C \) which is a \( k \)-overlap clique with \( |C| = \omega \).

**Step 2.** If \( \omega > c \), then \( D \) is not \( c \)-colourable.

**Step 3.** If \( \omega < c \) and \( n > (c - 1)^2 \), then \( D \) is \( c \)-colourable by the technique explained in Lemma 5.2.4.

**Step 4.** If \( \omega < c \) and \( n \leq (c - 1)^2 \), then determine whether or not \( D \) is \( c \)-colourable by the algorithm from [70].

**Step 5.** If \( \omega = c \) and \( r = 0 \), then \( D \) is \( c \)-colourable by the method explained in Lemma 5.2.1;

**Step 6.** If \( \omega = c \) and \( r \geq 1 \), then determine whether or not \( D \) is \( c \)-colourable by the technique of Lemma 5.2.5 if \( k > 1 \), and of Lemma 5.2.6 if \( k = 1 \).

Step 1 of our Algorithm 5.2.3 can be done in time \( O(m + n) \) according to Corollary 5.1.10. Step 2 can be done in time \( O(1) \). For Step 3 we apply the technique (easily implemented in time \( O(n) \)) inherent in the following lemma.

**Lemma 5.2.4** If \( \omega < c \) and \( n > (c - 1)^2 \), then \( D \) is \( c \)-colourable.
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Proof: Since $\omega \leq c - 1$ we can construct a colouring in which consecutive vertices in clockwise circular order of the round enumeration obtain colours $1, 2, \ldots, c, 1, 2, \ldots, c$ as well as $1, 2, \ldots, (c - 1), 1, 2, \ldots, (c - 1)$, provided we can fit these “runs” together to yield $n$. Since $n > (c - 1)^2$, this can for example be done as follows: Let $n = p(c - 1) + s$ where $0 \leq s < c - 1$. Since $n > (c - 1)^2$, we have $p \geq (c - 1)$. Colour the first $sc$ vertices in clockwise circular order of the round enumeration by $1, 2, \ldots, c, 1, 2, \ldots, c$, and colour the remaining $(p - s)(c - 1)$ vertices by $1, 2, \ldots, (c - 1), 1, 2, \ldots, (c - 1), 1, 2, \ldots, (c - 1)$. To see this is a proper $c$-colouring, suppose that there are two adjacent vertices $v_i$ and $v_j$ which obtain the same colour. Since $v_i$ and $j$ are adjacent, we know from the definition of a round enumeration that either $[v_i, v_j]$ or $[v_j, v_i]$ is complete. But each of $[v_i, v_j]$ and $[v_j, v_i]$ has size at least $c$, contradicting the hypothesis that $\omega < c$.

Step 4 takes time $O(1)$ since $c$ is fixed and so $O(n^{3/2}) = O(c^3) = O(1)$. Step 5 can be easily executed in time $O(n)$ according to Lemma 5.2.1.

For Step 6, suppose first that $\omega = c$, $r > 0$, and $k \geq 3$. Let $C = [a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_k, b_k]$ be the maximum clique of $D$ found in Step 1.

Let $i = 1, 2, \ldots, k$, and suppose that $|[a_i, b_i]| = l$ and $|(b_{i+k'}, a_{i+k'+1})| = s$. Let $y_1, y_2, \ldots, y_s$ be the vertices of $(b_{i+k'}, a_{i+k'+1})$ listed in clockwise circular order of the round enumeration. Note that $l > s$ by the definition of a $k$-overlap clique. Let $H_i$ be the complement of the underlying graph of the subgraph of $D$ induced by $[a_i, b_i] \cup (b_{i+k'}, a_{i+k'+1})$. Since each of $[a_i, b_i]$ and $(b_{i+k'}, a_{i+k'+1})$ induces a complete subgraph of $D$, the graph $H_i$ is bipartite. We shall say that $H_i$ has a round matching if there exist vertices $x_1, x_2, \ldots, x_s$ of $[a_i, b_i]$, appearing in clockwise circular order, such that $y_1x_1, y_2x_2, \ldots, y_sx_s$ are edges of $H_i$. Note that it is easy to determine in time $O(|H_i|)$ whether or not each $H_i$ has a round matching.

Lemma 5.2.5 The digraph $D$ is $c$-colourable if and only if each graph $H_i$ ($i = 1, 2, \ldots, k$) has a round matching.

Proof: Suppose that $H_i$ has the round matching $y_1x_1, y_2x_2, \ldots, y_sx_s$. Then $D$ can be coloured with $c$ colours in the following way: Arbitrarily colour the vertices in
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$[a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_k, b_k]$ with $c$ colours. Then colour each vertex $(j = 1, 2, \ldots, s)$ $y_j \in (b_{i+j}, a_{i+j+1})$ with the colour assigned for the matched vertex $x_j$. It is easy to verify that this is a proper $c$-colouring of $D$.

Suppose in turn that $D$ is $c$-coloured. Note that the vertices in $[a_1, b_1] \cup [a_2, b_2] \cup \ldots \cup [a_k, b_k]$ must obtain $c$ distinct colours. Moreover, vertices in $(b_{i+k}, a_{i+k+1})$ may use only colours assigned to vertices in $[a_i, b_i]$ since every vertex in $(b_{i+k}, a_{i+k+1})$ is adjacent to every vertex in each $[a_j, b_j]$ for $j \neq i$. Hence $H_i$ must have a matching of size $s$. We apply induction on $s$ to show it must also have a round matching of size $s$.

When $s = 1$, there is nothing to prove. When $s > 1$, let $M = \{y_1x'_1, y_2x'_2, \ldots, y sx'_s\}$ be a matching in $H_i$; let $\{x_1, x_2, \ldots, x_s\} = \{x'_1, x'_2, \ldots, x'_s\}$, where $x_1, x_2, \ldots, x_s$ are listed in clockwise circular order. If $x'_1 = x_1$, then we are done by induction. Otherwise $x'_1 = x_f$ and $x_1 = x'_g$, for some $f > 1$ and $g > 1$. Thus $y_1x_f$ and $y_gx_1$ are edges of $H_i$, and hence $y_1$ is not adjacent to $x_f$, and $x_1$ is not adjacent to $y_g$ in $D$. If $y_1$ is adjacent to $x_1$ in $D$, then either $[y_1, x_1]$ induces a complete subgraph and it implies that $y_g$ and $x_1$ are adjacent, or $[x_1, y_1]$ induces a complete subgraph and it implies that $y_1$ and $x_f$ are adjacent in $D$, contradicting the hypothesis. Therefore $y_1$ is not adjacent to $x_1$. A similar argument applies to show that $y_g$ is not adjacent to $x_f$.

Consequently, $\{y_1x'_g, y_2x'_2, \ldots, y_gx'_1, y_{g+1}x'_{g+1}, \ldots, y sx'_s\}$ is a matching of $H_i$ in which $x'_g = x_1$. Therefore, by induction $H_i$ has a matching of the required form.

By Lemma 5.2.5 the first part of Step 6 can be implemented in time $O(n)$.

Finally suppose that $\omega = c$, $r > 1$, and $k = 1$. Let $C$ be a maximum clique of $D$ which is a 1-overlap clique. Without loss of generality, assume that $C = \{v_1, v_2, \ldots, v_c\}$. We need to decide whether or not there exists a $c$-colouring of $D$; according to Lemma 5.2.2 it is enough to seek a $c$-colouring with $r$ ‘larger’ classes of size $q + 1$ and $c - r$ ‘smaller’ classes of size $q$. The clique $C$ must have one vertex from each of the larger colour classes. In other words, if there exists a $c$-colouring of $D$, then for some $c$-colouring of $D$ and some set $Y$ of $r$ vertices of $C$, it is the case that $D - Y$ has precisely $q$ vertices of each of $c$ colours. Since $c$ is fixed, there is only a constant number $C^r_c$ of possible sets $Y$. Thus we may fix a set $Y$ of $r$ vertices of $C$, $y^0_1, y^0_2, \ldots, y^0_r$ (listed in clockwise circular order), and ask if there exists a $c$-colouring
of $D$ in which $D - Y$ has precisely $q$ vertices of each of the $c$ colours. Note that we only need to colour the vertices of $D - C$. We have a linear order on $D - C$, induced by clockwise order of $D$. We shall in the sequel use terms like "before, after, precedes, follows, first, last, next", etc., with reference to this linear order, $v_{c+1}, \ldots, v_n$.

For each vertex $y_0$, we shall associate a set of "stretch" $B_0^0, B_1^1, \ldots, B_r^r$ in $D$, which will guide our choice of a $c$-colouring. Suppose $y_0^0 = v_s$. The stretch $B_0^0$ consists of the first $r$ vertices starting from $y_s = v_s$, i.e., $v_s, v_{s+1}, \ldots, v_{s+r-1}$, and each subsequent stretch $B_i^j$ consists of the next $c$ consecutive vertices (in clockwise circular order). Thus for $1 \leq j \leq q$,

$$B_i^j = \{ v_{(j-1)c+s+r}, v_{(j-1)c+s+r+1}, \ldots, v_{jc+s+r-1} \}.$$  

For convenience, we use $f_i^j$ to denote the first vertex of $B_i^j$ and $l_i^j$ the last vertex of $B_i^j$ with respect to clockwise circular order of the round enumeration.

We will seek a $c$-colouring in a greedy fashion, guided by the associated stretches. Specifically, we shall find vertices

$$y_1^1, y_2^1, \ldots, y_i^1, y_1^2, y_2^2, \ldots, y_i^2, \ldots, y_1^q, y_2^q, \ldots, y_i^q$$

in such a way that $y_i^j$ is the first vertex of $B_i^j$ which is not dominated by $y_i^{j-1}$ and comes after $y_i^{j-1}$ (or after $y_i^{j-1}$ if $i = 1$). The existence of such a sequence will follow from Lemma 5.2.6.

Let $C_i = \{ y_1^i, y_2^i, \ldots, y_i^i \}$, with $1 \leq i \leq r$. We show that each class $C_i$ is either independent or contains the single arc $y_i^i y_i^0$. Suppose $y_i^k$ dominates $y_i^l$. If $k < j$ then $y_i^k$ dominates $y_i^{k+1}$ contrary to the choice of $y_i^{k+1}$. If $j < k < q$, then again $y_i^k$ dominates $y_i^{k+1}$, a contradiction. Finally, if $0 < j < k$, then $y_i^{j-1}$ dominates $y_i^j$, again a contradiction. Thus the only possible arc inside the set $C_i$ is $y_i^j y_i^0$.

Suppose that all classes $C_i$ are independent and define $D' = D - C_1 - C_2 - \ldots - C_r$. We shall show below that $D'$ contains no 1-overlap clique of size $c - r + 1$. Therefore it can, by Lemma 5.2.1, be coloured with $c - r$ colours forming the colour classes $C_{r+1}, C_{r+2}, \ldots, C_c$. Clearly, $C_1, C_2, \ldots, C_c$ is a $c$-colouring of $D$. 
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Otherwise we shall try a different set $Y$. We shall prove below that if no set $Y$ allows a desired colouring, then $D$ is not $c$-colourable.

**Lemma 5.2.6** If $D$ is $c$-colourable, then there exists a set $Y$ of $r$ vertices of $C$ such that $D$ has a $c$-colouring in which $D - Y$ has precisely $q$ vertices of each of the $c$ colours.

**Proof:** Suppose that $D$ is $c$-colourable. Then by Lemma 5.2.2 there is a $c$-colouring of $D$ with $r$ colour classes of size $q + 1$. Suppose that the vertices of these $r$ colour classes are

$$x_0^0, x_2^0, \ldots, x_r^0, x_1^1, x_2^1, \ldots, x_r^1, x_1^q, x_2^q, \ldots, x_r^q,$$

listed in clockwise circular order. Applying Lemma 5.2.1 to the subgraph induced by the $x_i^j$, we see easily that each $D_i = \{x_i^0, x_i^1, \ldots, x_i^q\}$ is a colour class of the above $c$-colouring of $D$.

Note that $C$ contains exactly one vertex of each $D_i$, $i = 1, 2, \ldots, r$. Without loss of generality, we may assume that (for each $i = 1, \ldots, r$) $x_i^0 \in C$. Let $y_i^0 = x_i^0$, i.e., let $Y = \{x_1^0, x_2^0, \ldots, x_q^0\}$. Suppose that

$$y_1^1, y_2^1, \ldots, y_r^1, y_1^2, y_2^2, \ldots, y_r^2, \ldots, y_1^q, y_2^q, \ldots, y_r^q$$

is the sequence of vertices defined above.

This sequence is well defined. Indeed, suppose that

$$y_1^1, y_2^1, \ldots, y_r^1, y_1^2, y_2^2, \ldots, y_r^2, \ldots, y_1^{j-1}, y_2^{j-1}, \ldots, y_r^{j-1}$$

have been found as required. There is in each $B_i^j$ ($i = 1, \ldots, r$) a vertex which is not dominated by $y_i^{j-1}$ and which comes after $y_i^{j-1}$ (or $y_i^{j-1}$ if $i = 1$). In fact, if $y_i^{j-1} = v$, then $v_{s+c}$ is such a vertex. In particular, $v_{s+c} = y_1^1 \in B_i^1$ because $v_s = y_1^{j-1} \in B_i^{j-1}$, and $y_i^1$ comes after $y_i^{j-1}$ (or $y_i^{j-1}$ if $i = 1$) because $y_i^{j-1}$ is after $y_i^{j-1}$ (or $y_i^{j-2}$ if $i = 1$). This also implies that $y_i^1$ comes at most $c + 1$ vertices after $y_i^{j-1}$. Therefore, after we remove all $y_i^j$ ($i = 1, \ldots, r, j = 1, \ldots, q$) from $D$, there is no 1-overlap clique of size $c - r + 1$. We also note that by definition

$$y_1^1, y_2^1, \ldots, y_r^1, y_1^2, y_2^2, \ldots, y_r^2, \ldots, y_1^q, y_2^q, \ldots, y_r^q$$
Claim. For each \( i \) and \( j \), we have \( y^j_i \in (y^0_i, x^i_j) \) or \( y^j_i = f^j_i \).

It is not difficult to see that the Claim holds for \( j = 1 \).

Suppose to the contrary that there is some \( y^j_i (j > 1) \) with \( y^j_i \neq f^j_i \) and \( y^j_i \notin (y^0_i, x^i_j) \). We may assume \( y^j_i \) is the first such vertex in clockwise circular order. Then \( x^i_j \notin [l^i_j, y^0_i] \) and hence \( x^i_j \in (y^0_i, l^i_j) \). Consider the vertex \( y^{i-1}_j \). Then \( y^{i-1}_j \in (y^0_i, x^{i-1}_j) \) or \( y^{i-1}_j = f^{i-1}_j \).

If \( y^{i-1}_j = f^{i-1}_j \), then \( y^i_j = f^i_j \), by the definition of \( y^i_j \), contradicting our hypothesis.

Suppose that \( y^{i-1}_j \in (y^0_i, x^{i-1}_j) \). Then \( y^{i-1}_j, x^{i-1}_j, x^i_j, y^i_j \) are in clockwise circular order. Hence \( y^{i-1}_j \) does not dominate \( x^i_j \) because \( x^{i-1}_j \) is not adjacent to \( x^i_j \). We consider the following two cases.

Case 1. If \( x^i_j \in [f^i_j, l^i_j] \), then at least one vertex from \( y^{i-1}_j, y^{i-1}_j, y^i_j, \ldots, y^{i-1}_i \) must be in \([x^i_j, l^i_j]\), as otherwise \( y^i_j \notin (f^i_j, x^i_j) \), contradicting our hypothesis. Let \( y^b_a \) be such a vertex. Then \( y^b_a \in [f^i_j, l^i_j] \). This implies that \( y^b_a \neq f^b_a \) (because the stretch \( B^b_a \) precedes the stretch \( B^i_j \)) and hence \( y^b_a \in (y^0_i, x^i_j) \). Therefore \( x^i_j \) precedes (or equals) \( y^b_a \), which precedes (or equals) \( x^b_a \). This means that \( x^i_j \) precedes \( x^b_a \) while \( y^i_j \) follows \( y^b_a \), which is impossible according to our numbering conventions.

Case 2. If \( x^i_j \in (y^0_i, f^i_j) \), then \( y^{i-1}_j, x^{i-1}_j, x^i_j, f^i_j \) appear in this order. Hence \( y^{i-1}_j \) does not dominate \( f^i_j \) because \( x^{i-1}_j \) and \( x^i_j \) are not adjacent. Since \( y^i_j \neq f^i_j \), there exists a vertex \( y^b_a \) among \( y^{i-1}_j, \ldots, y^r_i, y^i_j, \ldots, y^{i-1}_i \) which is after \( f^i_j \). This implies that \( y^b_a \) must be after \( x^i_j \) and that \( y^b_a \) cannot be the first vertex \( f^b_a \) of \( B^b_a \). So \( y^b_a \) must precede (or equal) \( x^b_a \). Therefore \( x^i_j \) precedes \( x^b_a \) while \( y^i_j \) follows \( y^b_a \), which violates our numbering conventions.

Applying the Claim to \( y^i_j \), we conclude that either \( y^0_i \in (y^0_i, x^i_j) \) or \( y^0_i = f^i_j \) for each \( i = 1, 2, \ldots, r \). Suppose that \( y^0_i \in (y^0_i, x^i_j) \). Then \( y^0_i \) does not dominate \( y^0_i \) because \([y^0_i, y^0_i] \supset [x^0_i, x^0_i] \) and \( x^0_i \) is not adjacent to \( x^0_i \). Suppose that \( y^0_i = f^i_j \). Then \( y^0_i \) does not dominate \( y^0_i \) because \([y^0_i, y^0_i] \supset [x^0_i, x^0_i] \). Hence the only possible arc \( y^0_i y^0_i \) contained in \( C_i \) does not exist, namely, the set \( C_i = \{y^0_i, y^1_i, \ldots, y^r_i\} \) is independent.

The digraph \( D - C_1 - \ldots - C_r \) has \( q(c - r) \) vertices and no 1-overlap clique of size \( c - r + 1 \). Thus by Lemma 5.2.1 it has a \((c - r)\)-colouring in which each colour class has \( q \) vertices. \( \square \)
Note that all procedures in the Lemma take $O(n)$ time.

**Theorem 5.2.7** Let $c$ be fixed.

- Algorithm 5.2.3 correctly decides whether or not $D$ is $c$-colourable.

- Step 1 of Algorithm 5.2.3 can be implemented to run in time $O(m + n)$, and in time $O(n \log n)$ if a proper circular arc representation is given.

- The remaining steps of Algorithm 5.2.3 can be implemented to run in time $O(n)$.

- There is an $O(m + n)$ algorithm to decide whether or not a proper circular arc graph is $c$-colourable and there is an $O(n \log n)$ algorithm to decide whether or not a proper circular arc graph is $c$-colourable if a proper circular arc representation is given. □
Chapter 6

In-tournaments

6.1 Introduction

An oriented graph $D$ is an *in-tournament* if the inset of each vertex induces a tournament. If the outset of each vertex of $D$ induces a tournament, then $D$ is an *out-tournament*. It is easy to see that a full reversal of an in-tournament is an out-tournament; similarly a full reversal of an out-tournament is an in-tournament. For this reason, we only deal with in-tournaments as all results are transferable to out-tournaments. A local tournament is of course an in-tournament and an out-tournament. So the class of in-tournaments properly contains the class of local tournaments. Note that any induced subdigraph of an in-tournament is an in-tournament.

We have seen that many nice properties of tournaments remain valid for local tournaments. In the first part of this chapter we will investigate which of these properties hold also for in-tournaments. As we shall see in Section 6.2 it turns out that in-tournaments still have considerable structure. It follows easily from the results given in this section that deciding whether an in-tournament has a hamiltonian path, a hamiltonian cycle, or a cycle through two given vertices $x$ and $y$ can all be done in polynomial time.

The second motivation of studying in-tournaments was an open problem due to Skrien [71]: Using our notation it is the problem of characterizing those graphs which
are orientable as in-tournaments. For local tournaments, the analogous question was treated in [39] and [71]. We are not able to give a complete characterization in terms of forbidden induced subgraphs. However we prove that chordal graphs and graphs representable (cf. Section 6.3) in unicyclic graphs are orientable as in-tournaments. We also characterize those line graphs that can be oriented as in-tournaments. In the final section of this chapter, we briefly discuss orientations of graphs as strong in-tournaments. We give examples of classes of graphs that can be oriented in this way, as well as an example of a class of graphs which are orientable as in-tournaments precisely when they are orientable as strong in-tournaments.

An in-semicolonicate digraph is a digraph in which the inset of each vertex induces a semicomplete digraph: similarly an out-semicolonicate digraph is a digraph in which the outset of each vertex induces a semicomplete digraph. In-tournaments and out-tournaments are defined as above for oriented graphs. So a locally semicomplete digraph is a digraph which is both in-semicolonicate and out-semicolonicate.

An in-branching is a spanning tree rooted at some vertex $v$ and oriented in such a way that every vertex other than $v$ has one arc out of it. An out-branching is defined analogously. For any positive integer $k$, the $k$-th power $D^k$ of a digraph $D$ has the same vertex set as $D$, and a vertex $x$ dominates a vertex $y$ whenever there is a directed $(x,y)$-path of length at most $k$ in $D$ [5].

We close this section by giving a characterization of in-semicolonicate digraphs that will be of use in Section 6.3. A pointed set is a pair consisting of a set and one element in it. The catch digraph [54] $\Omega(F)$ of a family $F = ((S_x,p_x)/x \in V)$ of pointed sets has vertex set $V$ and an arc from $x$ to $y$ if $p_y \in S_x$, for $x \neq y \in V$. The intersection graph $\Gamma(F')$ of a family $F' = (S_x/x \in V)$ of sets has vertex set $V$ and two distinct vertices $x$ and $y$ are adjacent whenever $S_x \cap S_y \neq \emptyset$. Obviously the underlying graph of $\Omega((S_x,p_x)/x \in V)$ is a spanning subgraph of $\Gamma(S_x/x \in V)$ for any family of pointed sets. The converse does not hold in general. However we have the next result.

**Lemma 6.1.1** If $D$ is an in-semicolonicate digraph, then $\Omega((O[x],x)/x \in V) = D$ and $\Gamma(O[x]/x \in V) = G(D)$. 
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Proof: The first statement is obvious. Now let \( x, y \) be distinct vertices of \( D \) such that \( O[x] \cap O[y] \neq \emptyset \). Then \( x \rightarrow y \) or \( y \rightarrow x \) or \( x \) and \( y \) have some common successor \( z \). In the latter case, either \( x \rightarrow y \) or \( y \rightarrow x \), since \( D \) is in- semicomplete. Then \( G(D) = \Gamma(O[x]/x \in V) \) by the remarks above.

**Theorem 6.1.2 [84]:** A digraph \( D = (V, A) \) is in-semicomplete if and only if it is the catch digraph of a family \( ((S_x, p_x)/x \in V) \) such that \( G(D) \) equals \( \Gamma(S_x/x \in V) \).

Proof: Let \( D \) be the catch digraph of \( ((S_x, p_x)/x \in V) \) such that \( G(D) \) is the intersection graph \( G \) of \( (S_x/x \in V) \). Choose any predecessors \( x \) and \( z \) of a vertex \( y \). Then \( p_x, p_z \in S_x \cap S_z \), which implies \( xz \in E(G) \). But then \( x \rightarrow z \) or \( z \rightarrow x \) in \( D \). The converse follows from Lemma 6.1.1. □

### 6.2 On the Structure of In-tournaments

In this section we study the properties of in-tournaments and show that some of the basic and very nice properties of tournaments extend not only to local tournaments, but even to this more general class of digraphs.

#### 6.2.1 Path Merging in In-tournaments

The first result is a very useful property of in-tournaments. We say that a digraph is *in-path-mergeable* if it has the property that for any choice \( P_1, P_2 \) of internally vertex-disjoint paths with terminal vertices \( x, z \) and \( y, z \), respectively, there exists a path \( P \) with initial vertex \( x \) or \( y \) and terminal vertex \( z \) such that \( V(P) = V(P_1) \cup V(P_2) \) and vertices from the same path \( P_i \) \((i = 1 \text{ or } 2)\) remain in the same order in \( P \). The path \( P \) is called the *merging* of \( P_1 \) and \( P_2 \).

**Proposition 6.2.1** In-tournaments are in-path-mergeable and the merging can be done in \( O(m + n) \) time.
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**Proof:** Let $P_1$ and $P_2$ be internally vertex-disjoint $(x, z)$- and $(y, z)$-paths, respectively. Let $p_1$ and $p_2$ denote the lengths of these paths. We shall prove the first claim by induction on $p_1 + p_2$. The case $p_1 + p_2 = 2$ is trivial, so assume $p_1 + p_2 \geq 3$. Let $z_1$ and $z_2$ denote the predecessor of $z$ on $P_1$ and $P_2$, respectively. By the definition of an in-tournament, $z_1$ and $z_2$ are adjacent. Assume without loss of generality that $z_1 \rightarrow z_2$. If $z_2 = y$, then $P = P_1[x, z_1] \cup \{z_1 \rightarrow y \rightarrow z\}$ is the desired path. Otherwise apply induction to the paths $P_1[x, z_1] \cup \{z_1 \rightarrow z_2\}$ and $P_2[y, z_2]$. The proof is easily turned into a $O(m + n)$ time algorithm. □

**Corollary 6.2.2** Let $D$ be an in-tournament with two distinct vertices $x$ and $y$, such that there are two internally vertex-disjoint $(x, y)$-paths $P_1$ and $P_2$ in $D$. Then $P_1$ and $P_2$ can be merged into one $(x, y)$-path $P$ such that $V(P) = V(P_1) \cup V(P_2)$. Such a path $P$ can be found in $O(m + n)$ time. □

One will often use Corollary 6.2.2 in the following form.

**Corollary 6.2.3** Let $P_1 = x_1 \rightarrow x_2 \rightarrow \ldots \rightarrow x_p$ and $P_2 = y_1 \rightarrow y_2 \rightarrow \ldots \rightarrow y_q$ be disjoint paths in an in-tournament $D$. If there exist $i, j, 1 \leq i < j \leq p$, such that $x_i \rightarrow y_1, y_q \rightarrow x_j$ then $D$ has an $(x_1, x_p)$-path $P$ such that $V(P) = V(P_1) \cup V(P_2)$.

**Proof:** Apply Corollary 6.2.2 to the paths $P_1[x_i, x_j]$ and $x_i \rightarrow y_1 \rightarrow \ldots \rightarrow y_q \rightarrow x_j$. □

The proof of the next result shows the usefulness of the merging property. For any pair of vertices $x$ and $y$ we use $d(x, y)$ to denote the length of a shortest directed $(x, y)$-path in $D$, if there exists one.

**Proposition 6.2.4** Any power of an in-semicomplete digraph is in-semicomplete.

**Proof:** Let $D$ be an in-semicomplete digraph, and let $D^k$ be the $k$-th power of $D$ for an integer $k \geq 2$. We claim that for any three vertices $x, y, z$ of $D$ the following property holds: If $d(x, y) \leq k$ and $d(z, y) \leq k$, then $d(x, z) \leq k$ or $d(z, x) \leq k$. Clearly
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it is enough to prove the claim for internally vertex-disjoint \((x, y)-, (z, y)\)-paths. Now it is easy to see that the claim follows from Proposition 6.2.1, since any two such internally vertex-disjoint paths can be merged such that the relative order of the vertices from the same path is retained. \(\square\)

In [6] it is shown that any digraph \(D\) with the path-merging property – that is, for any two internally disjoint paths \(P_1\) and \(P_2\) with the same initial vertex \(x\) and the same terminal vertex \(y\), there exists an \((x, y)\)-path \(P\), such that \(V(P) = V(P_1) \cup V(P_2)\) – still has a hamiltonian cycle whenever it can possibly have one, i.e., whenever \(D\) is strong and \(G(D)\) has no cutvertex. Furthermore this class of digraphs properly contains the class of in-tournaments.

6.2.2 The Strong Components of In-tournaments

Next we turn to the structure of the strong components of in-tournaments. For local tournaments, the structure is very similar to that of tournaments: Any strong component is a tournament: if there is an arc between two strong components, then one completely dominates the other; and finally \(SC(D)\) has a unique spanning path (cf. Lemma 2.2.4). For in-tournaments, not all of this structure is retained. However, as we shall see there is still a lot of structure.

**Lemma 6.2.5** Every connected in-tournament has an out-branching.

**Proof:** We use induction on \(n\). If \(n \leq 2\) this is clear, so assume \(n \geq 3\). Let \(x\) be a vertex such that the underlying graph of \(D - x\) is connected. We see that \(D - x\) is an in-tournament and, by induction, it has an out-branching. If \(x\) is dominated by some vertex of \(D - x\), then the claim follows. Hence we may assume that \(x\) dominates some vertex \(y \in D - x\) and is not dominated by any vertex. Now, it follows from Proposition 6.2.1 that \(D\) has an out-branching rooted at \(\tau\). \(\square\)

**Theorem 6.2.6** Let \(D\) be an in-tournament.
(a) Let $A$ and $B$ be distinct strong components of $D$. If a vertex $a \in A$ dominates some vertex in $B$, then $a \rightarrow b$. Furthermore $A \cap l(b)$ induces a tournament for each $b \in B$.

(b) If $D$ is connected, then $SC(D)$ has an out-branching. Furthermore, if $R$ is the root and $A$ is any other component, there is a path from $R$ to $A$ containing all the components that can reach $A$.

**Proof:** Let $A$ and $B$ be strong components of $D$ for which there is an arc $a \rightarrow b$ from $A$ to $B$. Since $B$ is strong, there is a $(b', b)$-path for any $b' \in B$. Hence, it follows from the definition of an in-tournament and the fact that there are no arcs from $B$ to $A$ that $a \rightarrow b'$. This proves the first part of (a). The second part of (a) is immediate from the definition of an in-tournament.

The first part of (b) follows by observing that $SC(D)$ is itself an in-tournament and then applying Lemma 6.2.5. The second part follows from Proposition 6.2.1. We leave the details to the reader. □

Let $B$ and $C$ be two vertex-disjoint connected subgraphs of a digraph $D$. A $B - C$ separating set is a subset $S \subseteq V(D)$ such that $B$ and $C$ are in distinct components of $D - S$. A $B - C$ separating set is minimal if $B$ and $C$ are in the same component of $D - S'$ for any $S' \subset S$. A minimal separating set of a strong digraph $D$ is a subset $S \subset V(D)$ such that $D - S$ is not strong, but $D - S'$ is strong for any $S' \subset S$.

**Corollary 6.2.7** Let $D$ be a strong in-tournament and let $S$ be a minimal separating set. There is a unique order $D_1, D_2, \ldots, D_k$ of the strong components of $D - S$, such that there are no arcs from $D_j$ to $D_i$ for $j > i$ and $D_i$ has an arc to $D_{i+1}$ for $i = 1, \ldots, k - 1$.

**Proof:** We shall prove that $D - S$ has precisely one sink component. Suppose $D - S$ has at least two sink components. By the minimality of $S$ every vertex $z \in S$ must be dominated by at least one vertex from each sink component of $D - S$. Thus by the definition of an in-tournament, all sink components are adjacent, contradicting
the fact that they are sink components. Hence $D - S$ has precisely one sink component and the claim follows from Theorem 6.2.6 (b) (when there is only one sink component, every component has a directed path to that component).

6.2.3 Paths and Cycles in In-tournaments

We begin this section by characterizing those in-tournaments that have hamiltonian paths. In [4] it was shown that every connected local tournament has a hamiltonian path. This does not extend to in-tournaments (e.g., take any out-branching with at least two branches), but as we shall see below, there is still a good characterization of those in-tournaments that have hamiltonian paths.

Theorem 6.2.8 A connected in-tournament $D$ has a hamiltonian path if and only if it has an in-branching.

Proof: Since any hamiltonian path is an in-branching we need only prove the other half of the claim. Suppose $D$ has an in-branching. Using Proposition 6.2.1 it is easy to prove, by induction on the number of branches of the in-branching, that $D$ has a hamiltonian path ending in the root of the in-branching. We leave the details to the reader.

Corollary 6.2.9 There is a polynomial algorithm to decide if a given in-tournament has a hamiltonian path and find one if it exists.

Proof: For any digraph $D$ deciding the existence of an in-branching and finding one if it exists can be done in $O(m \log n)$ (see [75]). Given an in-branching of $D$, its branches can be merged into a hamiltonian path ending in $x$ in time $O(n^2)$ by Proposition 6.2.1.

Now we show that just as for tournaments and local tournaments, every strong in-tournament has a hamiltonian cycle. First we prove a result which has several nice consequences, as we shall see below.
Theorem 6.2.10 Let $D$ be a strong in-tournament having a cycle of length $k$, but no cycle of length $k+1$ ($k < n$). Then it has cycles of all lengths $l+1, l+2, \ldots, l+k$ for some $l$ with $2 \leq l \leq n - k$.

Proof: Let $C$ be a cycle of length $k$ in $D$. Since $k < n$ and $D$ is strong, there exists a vertex $x \in V(D) - V(C)$ such that $x$ dominates a vertex on $C$. If $x$ is also dominated by some vertex of $C$, then it follows from Corollary 6.2.2 that $D$ has a cycle of length $k+1$. Hence we may assume that $x$ is not dominated by any vertex of $C$. Now we conclude, by the fact that $D$ is an in-tournament, that $x$ dominates all of $C$. Since $D$ is strong, there exists a directed path $P$ from $C$ to $x$, let $l$ denote the length of $P$. Since $x \rightarrow C$, $l \geq 2$. Now, since $x \rightarrow C$, we conclude that $D$ has directed cycles of lengths $l + 1, \ldots, l + k$, all containing $P$ as a subpath. \hfill \Box

Corollary 6.2.11 An in-tournament $D$ has a hamiltonian cycle if and only if it is strong. Furthermore there is a polynomial algorithm to find a hamiltonian cycle in any strong in-tournament.

Proof: Since $D$ is strong, it has a cycle. By Theorem 6.2.10, the length of a longest cycle must be $n$, so $D$ is hamiltonian. It is easy to derive an $O(n^3)$ algorithm for finding a hamiltonian cycle from the proof of Theorem 6.2.10. We leave the details to the reader. \hfill \Box

Corollary 6.2.12 Any two vertices in each strong component of an in-tournament lie on a cycle.

Proof: This is immediate from Corollary 6.2.11. \hfill \Box

Corollary 6.2.13 Let $D$ be a strong in-tournament. If $D$ has a cycle $C$ of length $k$, for some $k \geq \lceil n/2 \rceil$, then $D$ has cycles of all lengths $k, k+1, \ldots, n$. 
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**Proof:** This follows immediately from Theorem 6.2.10 by backwards induction on $k$. □

**Corollary 6.2.14** Any strong in-tournament $D$ which is not a directed cycle contains a vertex $x$ such that $D - x$ is strong.

**Proof:** Let $D$ be a strong in-tournament on $n$ vertices which is not a directed cycle. It follows easily from Theorem 6.2.10 that $D$ has a cycle of length $k$ for some \( \lceil \frac{n}{2} \rceil \leq k < n \). Thus, the claim follows from Corollary 6.2.13. □

An oriented graph $D = (V,A)$ is **pancyclic** if it contains a directed cycle of length $l$ for each $l = 3, 4, \ldots, |V|$.

**Corollary 6.2.15** An in-tournament $D$ for which $G(D)$ is chordal is pancyclic if and only if it is strong.

**Proof:** This follows from Corollary 6.2.11 and Corollary 6.2.14 by induction. □

Note that Corollary 6.2.13 cannot be extended to cycles of length $k, k + 1, \ldots, n$ through some specific vertex, as was the case for local tournaments (see Theorem 3.4 in [4]). This is shown by the digraph $D$ in Figure 6.1, where $r < k$. By Corollary 6.2.13, $D$ has cycles of all lengths $k, k + 1, \ldots, n$, but the vertex $c_k$ is not on any cycle of length $s$ with $k < s < n$. By choosing $r = k + 1$, we get a family of digraphs showing that $k \geq \lceil \frac{n}{2} \rceil$ is best possible for Corollary 6.2.13. This digraph has a cycle of length $\lceil \frac{n}{2} \rceil$ but no cycle of length $\lceil \frac{n}{2} \rceil$.

Before closing this section we point out that all the results in Section 6.2 are true for in-semicomplete digraphs as well. We also point out that in [8] it is shown that by a more detailed inspection and use of suitable datastructures, one can obtain $O(m + n \log n)$ algorithms for finding hamiltonian paths and cycles in in-tournaments if they exist.
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Figure 6.1: An in-tournament $D$ on $k + r$ vertices, $r < k$, where the vertex $c_k$ is not on an $s$-cycle for any $k < s < k + r$.

6.3 In-tournament Orientability

Theorem 6.3.1 Graphs that are orientable as in-tournaments can be recognized in polynomial time.

Proof: Let a graph $G = (V, E)$ be given, and let $A = \{a_1, a_2, \ldots, a_m\}$ be an arbitrary orientation of the edges of $G$. If $a_i$ is an orientation of the edge $yz$ of $G$, then the reverse orientation of that edge is denoted by $\overline{a}_i$. We now construct an instance of the 2-SAT problem as follows: The set of literals is $X = \{a_1, \ldots, a_m, \overline{a}_1, \ldots, \overline{a}_m\}$, and two such literals $\ell_i$ and $\ell_j$ lie in a common clause $(\ell_i \lor \ell_j)$ precisely when $\overline{\ell}_i, \overline{\ell}_j$ correspond to arcs with the same terminal vertex and non-adjacent initial vertices. It is easy to see that $G$ is orientable as an in-tournament if and only if the above-defined instance of 2-SAT is satisfiable. The complexity of 2-SAT is $O(\#\text{clauses})$ (see [62]). Hence, it follows from the way we construct the clauses above that we can recognize graphs orientable as in-tournaments in time $O(m\Delta)$, where $\Delta$ denotes the maximum degree of $G$. \qed
Let $B$ be the family of the three digraphs shown in Figure 6.2 and let $F$ be any subset of $B$ other than $\{B_1\}$ or $\{B_2\}$. Skrien [71] characterized the classes of those graphs which can be oriented without a member of $F$ as an induced subdigraph. These are the classes of complete graphs, comparability graphs, proper circular arc graphs, and nested interval graphs [71]. Since each of the forbidden configurations contains just two arcs, 2-SAT could be used to solve the recognition problem for each of these four classes, all in time $O(m\Delta)$.

A graph $G$ is called representative in the graph $H$ if $G$ is isomorphic to the intersection graph of a family of connected subgraphs $(H_x/x \in V(G))$ of $H$. It seems interesting that three of these four classes above can be defined by representability. In the case of the underlying graphs of in-tournaments, we have not been able to find a similar characterization. However, we have the following sufficient condition in terms of representability.

**Theorem 6.3.2** [64]: Every graph that is representable in a unicyclic graph is orientable as an in-tournament.

**Proof:** Let $(H_x/x \in V(G))$ be a representation of $G$ in the unicyclic graph $H$ with cycle $C = z_0, z_1, \ldots, z_{\ell-1}$. The numbering is done clockwise around the cycle (the reader should think of this as drawn in the plane). We may assume $H$ connected. For vertices $x$ of $G$ whose representative $H_x$ contains all vertices of the cycle $C$, we define $p_x := z_0$. If $H_x$ contains some but not all of the vertices of $C$, then it contains
just a subpath, since $H_x$ is connected. For such vertices $x$ we denote the first vertex of this path in clockwise orientation by $p_x$. If $H_x \cap C = \emptyset$, then there is a unique vertex $p_x$ of $H_x$ separating the rest of $H_x$ from $C$.

By Theorem 6.1.2, it suffices to show that the catch digraph $D$ of the family

$$(((V(H_x), p_x)/x \in V(G))$$ is an orientation of $G$. Let $xy$ be an edge of $G$, that is, $H_x \cap H_y \neq \emptyset$. Let $z$ be a vertex of $H_x \cap H_y$. If $H_x \cap C$ and $H_y \cap C$ are nonempty, then it is easy to see that $p_y \in V(H_x \cap C)$ or $p_x \in V(H_y \cap C)$. Thus $x \rightarrow y$ or $y \rightarrow x$ in $D$.

So suppose without loss of generality that $H_x \cap C = \emptyset$. Then there is exactly one path from $z$ to $C$. Hence $p_x$ lies on this path, and if $H_y \cap C = \emptyset$, then $p_y$ does also. If $H_y \cap C = \emptyset$, then we may assume without loss of generality that $p_x$ lies on the $(p_y, z)$-subpath. Now $p_x \in V(H_y)$ and $y \rightarrow x$ in $D$. If $H_y \cap C \neq \emptyset$, then the whole path from $z$ to $C$ must lie inside $H_y$, whence $y \rightarrow x$ in $D$. □

The converse is not true. The underlying graph of the in-tournament of Fig. 6.1 is not representable in any unicyclic graph. It can be easily shown that in any graph $G$ representable in a unicyclic graph the following must hold: Any vertex $x$ of an induced cycle of length at least 4 must be adjacent to at least one vertex from any other induced cycle in $G - x$. But this property is certainly not obeyed by the underlying graph of the digraph of Fig. 6.1.

We believe that any graph orientable as an in-tournament is representable in a cactus – a connected graph in which any block is a cycle or an edge. Note that the opposite is not true: no cactus with at least two induced cycles of length at least four can be oriented as an in-tournament (every cactus can be represented in some subdivision of itself).

Theorem 6.3.2 has several consequences. We list some of them below.

**Corollary 6.3.3** Every chordal graph and every circular arc graph is orientable as an in-tournament.

**Proof:** Chordal graphs are representable in trees (see [33]) and hence in unicyclic graphs. By definition, circular arc graphs are representable in a unicyclic graphs.
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Now the claim follows from Theorem 6.3.2. □

A Helly-representation is a representation which has the so-called Helly-property -- the total intersection of any family of pairwise intersecting representatives is nonempty.

**Corollary 6.3.4** Every graph with exactly one induced cycle of length greater than 3 is orientable as an in-tournament.

**Proof:** By Theorem 6.3.2 it suffices to show that such a graph is representable in a unicyclic graph. Let $G$ be a graph with only one nontrivial induced cycle $C = c_0c_1 \ldots c_{\ell-1}c_0$, $\ell \geq 4$. Let $W$ be the set of vertices that are adjacent to all vertices of $C$ and $T = V(G) - V(C) - W$. Since $G$ contains exactly one induced cycle of length at least four, $W$ induces a complete subgraph and vertices in $T$ are adjacent to at most two consecutive vertices of $C$. Similarly, no two vertices of $T$ with noncomparable neighbourhoods in $C$ can be adjacent.

It is clear that there is a Helly representation of $G[V(C) \cup W]$ in a cycle of length $\ell$. Also it is true that any Helly representation of $G - x$ in some unicyclic graph can be extended to another Helly representation of $G$ in another unicyclic graph provided $x$ is a simplicial vertex of $G$. So now it suffices to show that if $T \neq \emptyset$, then $T$ contains a simplicial vertex.

First we prove that if $T$ contains a vertex $x$ which is not adjacent to any vertex of $C$, then $T$ contains a simplicial vertex with this property. In fact, let $S$ be a minimal $x - C$ separating set with $A$ and $B$ being the components of $G - S$ containing $x$ and $C$ respectively. Since $S$ is minimal, each $y \in S$ is adjacent to some vertex in $A$ and some vertex in $B$. Thus for any pair $u, v \in S$ there exists a path $ua_1 \ldots a_r v$ and a path $vb_1 \ldots b_t u$, where all $a_i \in A$ and all $b_j \in B$, such that these paths are chosen to be of smallest possible lengths. It follows that $ua_1 \ldots a_r vb_1 \ldots b_t u$ is a cycle of length at least four, which is distinct from $C$, implying that it must have a chord. But $a_r b_t \notin E(G)$ by definition of a vertex separating set, and $a_r a_j \notin E(G)$ and $b_t b_j \notin E(G)$ by the minimality of $r$ and $t$. Thus the only possible edge is $uv \in E(G)$. Hence $S$ is complete. Since $G[A \cup S]$ is chordal, by Dirac's Theorem (see [33]), $A \cup S$
contains two non-adjacent simplicial vertices or $G[A \cup S]$ is complete. Hence $A$ must contain at least one simplicial vertex since $G[S]$ is complete.

Now assume that all vertices in $T$ are adjacent to either one vertex or two consecutive vertices of $C$. If $x \in T$ is adjacent to $c_i$ and $c_{i+1}$ but not $c_{i+2}$, then $W \cup \{c_i, c_{i+1}\}$ is a $x - c_{i+2}$ separating set. Let $A$ be the component in $G - (W \cup \{c_i, c_{i+1}\})$ containing $x$. Then $G[A \cup W \cup \{c_i, c_{i+1}\}]$ is chordal. Again, by Dirac's Theorem, it contains two non-adjacent vertices if it is not complete. So $T$ must contain at least one simplicial vertex. If $x \in T$ is adjacent to $c_i$ only, then either $W \cup \{c_i, c_{i+1}\}$ or $W \cup \{c_i, c_{i-1}\}$ is a $x - c_{i+2}$ separating set. By a similar discussion we can see that $T$ contains at least one simplicial vertex.

\[ \square \]

### 6.4 Strong In-tournament Orientability

Skrien [71] completely solved the problem concerning acyclic orientations of graphs without an induced subgraph from the set $F$ for any $F \subseteq B$, where $B$ is the set of digraphs in Fig. 6.2. We now turn to the problem of orienting graphs as strong in-tournaments. Deciding whether a graph can be so oriented seems to be quite difficult. This is partly due to the fact that handling the strong connectivity requirement is not easy; for example, the class of graphs orientable as strong in-tournaments is not closed under induced subdigraphs. However, as we shall see below, for some classes of graphs, being orientable as a strong in-tournament is equivalent to being orientable as an in-tournament.

**Proposition 6.4.1** A graph without a separating complete subgraph (sometimes called a prime graph) is orientable as a strong in-tournament if and only if it is orientable as an in-tournament.

**Proof:** One direction is trivial. For the other, let $G$ be a graph without a separating complete subgraph, and let $D$ be an orientation of $G$ as an in-tournament with the minimum number $k$ of strong components. We may assume $k \geq 2$. Let $D_1$ be the source component, and let $D_2$ be another strong component such that $D_2$ has exactly
one predecessor in the strong component digraph $SC(D)$, namely $D_1$. Such a $D_2$ can be found by Theorem 6.2.6(b). Let $V_1$ be those vertices of $D_1$ that dominate the vertices of $D_2$. Again by Theorem 6.2.6, $V_1$ induces a tournament in $D$. If $V_1 = V(D_1)$, we are done since in that case we can reorient an arbitrary arc between $D_1$ and $D_2$ to obtain an in-tournament with fewer strong components, a contradiction. So let us assume $V_1 \neq V(D_1)$. By Theorem 6.2.6, there is no path between $V(D_1) - V_1$ and $V(D_2)$ which avoids $V_1$. Then $V_1$ induces a separating complete subgraph in $G$ contradicting our assumptions.

Note that there exist hamiltonian chordal graphs (and thus graphs orientable as in-tournaments (cf. Corollary 6.3.3)) which are not orientable as strong in-tournaments. Such an example is given in Fig. 6.3. It is clear that this example can be generalized to an infinite family. Although we are not able to solve the problem of characterizing those chordal graphs which are orientable as strong in-tournaments, we will mention a partial result.

\begin{figure}[h]
\centering
\includegraphics[width=0.2\textwidth]{figure6.3.png}
\caption{A hamiltonian chordal graph which is not orientable as a strong in-tournament}
\end{figure}

The following is a Corollary of the work in [49].

**Proposition 6.4.2** A graph $G$ can be oriented as a strong local tournament if it is a proper circular arc graph which is not an interval graph.

**Corollary 6.4.3** A chordal graph is orientable as a strong local tournament if it is claw-free and net-free and not an interval graph.
Proof: It was shown in [7] that a chordal graph is a proper circular arc graph if and only if it is claw-free and net-free. Now the claim follows from Proposition 6.4.2. □
Chapter 7

Oriented Graphs of Moon Type

An oriented graph \( D \) is of Moon type if every connected induced subgraph is either strong or acyclic. If \( D \) is also a tournament, then it is called a tournament of Moon type [35]. In [57], Moon gave a structural characterization of tournaments of Moon type. He proved that every tournament of Moon type can be obtained from a highly regular (cf. below) tournament by substituting transitive tournaments for the vertices. Tournaments of Moon type have also been studied by Burzio, Demaria, and Guido, [18, 35].

In this chapter, we give a similar structural characterization of oriented graphs of Moon type. Our characterization generalizes Moon’s result. Specifically, we prove that every oriented graph of Moon type can be obtained from a local transitive tournament by substituting acyclic oriented graphs for the vertices.

In Section 7.1, we will mainly review previous results and some equivalent definitions of tournaments of Moon type. In Section 7.2, we shall discuss oriented graphs of Moon type and analyze several properties of such graphs. We also give some equivalent definitions of oriented graphs of Moon type, one of which implies a polynomial algorithm for recognizing these oriented graphs. Finally in Section 7.3, we prove our main result, which generalizes a theorem of Moon.

Let \( S \) be a subgraph of \( D \) and let \( x \in D - S \). The vertex \( x \) cones \( S \) or \( S \) is coned by \( x \) if \( x \rightarrow S \) or \( S \rightarrow x \) whenever \( x \) is adjacent to a vertex of \( S \). The subgraph \( S \) is
shrinking if \( S \) is coned by all vertices in \( D - S \). A shrinkable subgraph \( S \) is maximal if it is not \( D \) and it is not properly contained in any shrinkable subgraph other than \( D \). If \( S \) is shrinkable, then the vertices of \( S \) are said to be equivalent.

Suppose that the vertices of \( D \) are partitioned into vertex-disjoint subgraphs \( S_1,S_2,\ldots,S_k \) of equivalent vertices. Then \( S_i \rightarrow S_j \) or \( S_j \rightarrow S_i \) if there is at least one arc between \( S_i \) and \( S_j \). If \( D_k \) is an oriented graph on \( k \) vertices in which \( v_i \rightarrow v_j \) if and only if \( S_i \rightarrow S_j \), then we write \( D = D_k(S_1,S_2,\ldots,S_k) \). An oriented graph is simple if there are no proper non-trivial subgraphs of equivalent vertices, that is, if the equation \( D = D_k(S_1,S_2,\ldots,S_k) \) implies that \( k = 1 \) and \( S_1 = D \), or \( k = n \), \( D = D_k \) and \( S_i = v_i \).

For each subgraph \( B \) of \( D \), the set of vertices which are dominated by at least one vertex of \( B \) is called the outset of \( B \), denoted by \( O(B) \); similarly the set of vertices which dominate at least one vertex of \( B \) is called the inset of \( B \), denoted by \( I(B) \).

### 7.1 Tournaments of Moon Type

In [35], a tournament of Moon type is defined to be a tournament in which each subtournament is hamiltonian or transitive. Note that a tournament is hamiltonian if and only if it is strong, and transitive if and only if it is acyclic. Thus our definition of an oriented graph of Moon type is consistent with this definition of a tournament of Moon type.

A tournament \( T \) is highly regular if the vertices \( T \) can be labeled as \( v_1,v_2,\ldots,v_{2k+1} \) in such a way that \( v_i \rightarrow v_j \) for all subscripts \( i = 1,2,\ldots,2k+1 \) and for all subscripts \( j = i+1,i+2,\ldots,i+k \pmod{2k+1} \). It is easy to see that a highly regular tournament is a local transitive tournament.

The following theorem is reformulated from [18, 57].

**Theorem 7.1.1** The following statements are equivalent for a tournament \( T \):

(a) \( T \) is a tournament of Moon type;
(b) every subtournament of \( T \) is a tournament of Moon type;

(c) \( T \) is a local transitive tournament;

(d) \( T = D_{2k+1}(S_1, S_2, \ldots, S_{2k+1}) \), where \( D_{2k+1} \) is a highly regular tournament and each \( S_i \) is a transitive tournament. \( \Box \)

If a local tournament is of Moon type, then we call it a local tournament of Moon type. From Theorem 7.1.1, we know that every tournament of Moon type is a local transitive tournament. The following proposition assures that every local tournament of Moon type is also a local transitive tournament.

**Proposition 7.1.2** An oriented graph is a local tournament of Moon type if and only if it is a local transitive tournament.

**Proof:** Suppose that a local tournament \( D \) is not a local transitive tournament. Then by Lemma 3.2.5, \( D \) contains a forbidden quadruplet. Since a forbidden quadruplet is connected but neither strong nor acyclic, \( D \) is not of Moon type.

Suppose that \( D \) is a local transitive tournament. Then \( D \) is a local tournament. If \( D \) is not of Moon type, then \( D \) contains a connected subgraph \( S \) which is neither strong nor acyclic. Since \( S \) is not acyclic, \( S \) must contain at least one cycle. Let

\[
C = v_1 \rightarrow v_2 \rightarrow \ldots \rightarrow v_l \rightarrow v_1
\]

be a longest cycle in \( S \). Since \( S \) is connected and not strong, there exists a vertex \( y \in V(S) - V(C) \) which is adjacent to a vertex, say \( v_i \), in \( C \). Suppose that \( y \) dominates \( v_i \). (A similar discussion applies when \( v_i \rightarrow y \).) Note that both \( y \) and \( v_{i-1} \) dominate \( v_i \). The vertex \( y \) and the vertex \( v_{i-1} \) must be adjacent as \( D \) is a local tournament. Observe that \( v_{i-1} \) can not dominate \( y \), as otherwise there is a cycle

\[
v_1 \rightarrow \ldots \rightarrow v_{i-1} \rightarrow y \rightarrow v_i \rightarrow \ldots \rightarrow v_l \rightarrow v_1
\]

of length \( l + 1 \), contradicting the choice of \( C \). Thus \( y \) dominates \( v_{i-1} \). Continuing this argument, we conclude that \( y \) dominates all vertices of \( C \). But this is impossible
as $D$ is a local transitive tournament in which the outset of every vertex contains no cycle. Therefore $D$ is of Moon type.

**Corollary 7.1.3** Let $T$ be a tournament. Then $T$ is a local transitive tournament if and only if it is of Moon type.

**Proof:** This follows immediately from Proposition 7.1.2.

### 7.2 Oriented Graphs of Moon Type

The definition of an oriented graph of Moon type guarantees that every acyclic oriented graph is of Moon type. Nevertheless a strong oriented graph is not necessarily of Moon type. For example, an oriented graph formed by identifying two vertices from two distinct directed cycles is strong but not of Moon type.

Suppose that $S$ is a subgraph of an oriented graph $D$ which is of Moon type. Since every connected subgraph $H$ of $S$ is also a connected subgraph of $D$, $H$ must be either strong or acyclic. Hence $S$ is of Moon type. Conversely, if every subgraph of $D$ is of Moon type, then $D$ is of Moon type. Therefore we have the following proposition.

**Proposition 7.2.1** An oriented graph $D$ is of Moon type if and only if every subgraph of $D$ is of Moon type.

**Proposition 7.2.2** An oriented graph $D$ is of Moon type if and only if $O(B) = I(B)$ for every strong subgraph $B$ of $D$ with $|V(B)| > 1$.

**Proof:** Suppose that $D$ is an oriented graph of Moon type and suppose that $B$ is a strong subgraph of $D$ with $|V(B)| > 1$. For each vertex $x$ which is dominated by at least one vertex of $B$, $x$ must dominate some vertex in $B$ as otherwise $B + x$ would be a connected subgraph of $D$ which is neither strong nor acyclic. Then $O(B) \subseteq I(B)$. 
Similarly for each vertex \( x \) which dominates at least one vertex of \( B \), \( x \) must be dominated by a vertex of \( B \). Then \( I(B) \subseteq O(B) \). Hence \( O(B) = I(B) \).

Suppose that \( D \) is not of Moon type. Then there is a connected subgraph \( S \) which is neither strong nor acyclic. Let \( S' \) be a strong component of \( S \) of maximum size. Since \( S \) is not acyclic, we have \( |V(S')| > 1 \). Since \( S \) is not strong, we have \( S' \neq S \). Note that \( S \) is connected. Then there exists a vertex \( x \in S - S' \) such that \( x \) is adjacent to at least one vertex of \( S' \). From the maximality of \( S' \), we have either \( x \in O(S') - I(S') \) or \( x \in I(S') - O(S') \).

The following theorem turns out to be very useful in later discussions.

**Theorem 7.2.3** A connected oriented graph is of Moon type if and only if every (not necessarily connected) subgraph is either strong or acyclic.

**Proof:** The sufficiency is obvious. To prove the necessity, suppose that \( D \) is of Moon type and \( S \) is a disconnected subgraph of \( D \). We claim that each connected component of \( S \) is acyclic and hence \( S \) is acyclic.

Let \( S_1, S_2, \ldots, S_k \) where \( k > 1 \) be the components of \( S \). Without loss of generality, assume that \( S_1 \) contains a cycle. Since \( S_1 \) is a connected subgraph of \( D \) which is of Moon type, \( S_1 \) is strong. By hypothesis, the underlying graph \( G \) of \( D \) is connected. Thus there exists a path (in \( G \)) from \( S_1 \) to \( S_2 \). Let \( x_1 \sim x_2 \sim \ldots \sim x_l \) be a shortest path from \( S_1 \) to \( S_2 \) in \( G \). From the connectivity of \( S \) we conclude that \( l > 2 \). Since \( S_1 \) is strong, \( S_1 + \{x_1, x_2, \ldots, x_l\} \) must be also strong. On the other hand, the only vertex in \( S_1 + \{x_1, x_2, \ldots, x_l\} \) which is adjacent to \( x_l \) is \( x_{l-1} \). Hence the vertex \( x_l \) has degree one in \( S_1 + \{x_1, x_2, \ldots, x_l\} \). So \( S_1 + \{x_1, x_2, \ldots, x_l\} \) can not be strong, a contradiction. Therefore \( S \) is acyclic.

**Proposition 7.2.4** If \( D \) is a strong oriented graph of Moon type, then every longest directed path induces a strong subgraph.

**Proof:** Suppose \( L = x_1 \rightarrow x_2 \rightarrow \ldots \rightarrow x_l \) is a longest path in \( D \). Since \( D \) is strong, \( x_l \) must dominate some vertex in \( D \). Since \( L \) is a longest path, \( x_l \) can only dominate
vertices in $L$. Thus $L$ contains a cycle and hence it must strong.

We have seen from Theorem 7.1.1 that all tournaments of Moon type are local transitive tournaments, that is, the outset as well the inset of each vertex is a transitive tournament. For general oriented graphs of Moon type, there is a nice local property for each vertex.

**Proposition 7.2.5** If $D$ is an oriented graph of Moon type, then the outset as well the inset of every vertex is acyclic.

**Proof:** If the outset (or the inset) of some vertex $x$ contains a cycle, then this cycle together with $x$ induces a connected subgraph which is neither strong nor acyclic. □

The following theorem will imply a polynomial algorithm to recognize all oriented graphs of Moon type. Define $O^*(x) = V(D) - I[x]$ and $I^*(x) = V(D) - O[x]$. We call $O^*(x)$ the super-outset of $x$ and $I^*(x)$ the super-inset of $x$.

**Theorem 7.2.6** A connected oriented graph is of Moon type if and only if the super-outset as well as the super-inset of each vertex is acyclic.

**Proof:** Suppose that $D$ is of Moon type. No vertex in $O^*(x)$ dominates $x$, so $O^*(x) \cup \{x\}$ can not be strong and hence, by Theorem 7.2.3, $O^*(x) \cup \{x\}$ must be acyclic, and therefore also $O^*(x)$. Similarly $I^*(x)$ is acyclic. Conversely, suppose that $D$ is not of Moon type. By Proposition 7.2.2, there exists a strong subgraph $B$ ($|B| > 1$) for which $O(B) \neq I(B)$. If $O(B) - I(B) \neq \emptyset$, letting $x \in O(B) - I(B)$, then $I^*(x)$ is not acyclic as $B$ contains at least one cycle. A similar argument applies if $I(B) - O(B) \neq \emptyset$. □

**Corollary 7.2.7** There exists a polynomial algorithm to recognize oriented graphs of Moon type.
Proof: There exists a linear time algorithm (cf. [1]) to test whether an oriented graph is acyclic or not. Thus to test whether $I^*(x)$ and $O^*(x)$ contain a cycle, for any vertex $x$, takes $O(mn)$ time, where $n$ and $m$ denote the numbers of vertices and arcs respectively.

It is well known that every strong tournament $T$ on at least 4 vertices has a vertex $x$ such that $T - x$ is still strong (cf. [58]). For a local tournament $D$, if $D$ is strong and not a directed cycle, there exists a vertex $x$ such that $D - x$ is still strong (cf. [4]). The following more general theorem of this type is an easy consequence of Theorem 7.2.3.

Theorem 7.2.8 A connected oriented graph $D$ is of Moon type if and only if for every ordering of vertices of $D$, $v_1, v_2, \ldots, v_n$, the following property holds: for some $0 \leq k \leq n$, $V - \{v_1, v_2, \ldots, v_k\}$ is strong for $i \leq k$ and is acyclic for $i > k$.

7.3 Oriented Graphs of Moon Type and Local Tournaments

We have seen that a tournament $T = D_k(S_1, S_2, \ldots, S_k)$, $1 < k < n = |T|$, is of Moon type if and only if $D_k$ is of Moon type and each $S_i$ is transitive. A similar statement holds for general oriented graphs. Let $n = |D|$.

Proposition 7.3.1 Let $D = D_k(S_1, S_2, \ldots, S_k)$, $1 < k < n$, be connected. Then $D$ is of Moon type if and only if $D_k$ is of Moon type and each $S_i$ is acyclic.

Proof: Suppose that $D$ is of Moon type. If $D_k$ is not of Moon type, then there exists a connected subgraph $S$ in $D_k$ which is neither strong nor acyclic. For each vertex $v_i$ of $S$, arbitrarily choose a vertex from $S_i$ corresponding to $v_i$. Then the subgraph of $D$ induced by these vertices is connected but neither strong nor acyclic, contradicting the assumption. Therefore $D_k$ is of Moon type. Now suppose some $S_i$ contains a cycle. Since $D$ is connected and $k > 1$, there exists a vertex $x \notin S_i$ which
is adjacent to some vertex in $S_i$. Then we must have either $x \rightarrow S_i$ or $S_i \rightarrow x$ in $D$. But then by Proposition 7.2.5 $D$ is not of Moon type, contradicting the hypothesis.

Conversely, suppose that $D_k$ is of Moon type and each $S_i$ is acyclic. Let $x$ be any vertex in $D$. Then $x$ is in some $S_i$. Let $v_i$ be the vertex of $D_k$ corresponding to $S_i$. Since $D_k$ is of Moon type, $O^*(v_i)$ is acyclic by Theorem 7.2.6. In fact, $O^*[v_i]$ is acyclic. Suppose that $S'$ is the subgraph of $D$ induced by $\bigcup_{v_j \in O^*[v_i]} V(S_j)$. Then $S'$ must be acyclic in $D$ because each $S_j$ is acyclic. It is easy to see that $O^*(x)$ in $D$ is a subgraph of $S'$. So $O^*(x)$ is also acyclic. Similarly $I^*(x)$ is acyclic and hence, by Theorem 7.2.6, $D$ is of Moon type.

**Proposition 7.3.2** Let $D$ be a connected strong oriented graph. Then no two distinct maximal shrinkable subgraphs contain a common vertex.

**Proof:** Let $S_1$ and $S_2$ be any two distinct maximal shrinkable subgraphs in $D$ with $x \in S_1 \cap S_2$. We claim first that $V(S_1) \cup V(S_2) \neq V(D)$. Assume to the contrary that $V(S_1) \cup V(S_2) = V(D)$. Since $D$ is connected, there is a vertex $y$ in $S_2 - S_1$ which is adjacent to at least one vertex in $S_1$. Then either $y \rightarrow S_1$ or $S_1 \rightarrow y$ because $S_1$ is shrinkable. Assume $y \rightarrow S_1$. (A similar argument applies when $S_1 \rightarrow y$.) If there is a vertex $z \in S_1 - S_2$ and a vertex $w \in S_2$ such that $z \rightarrow w$, then $z \rightarrow S_2$ as $S_2$ is shrinkable. In particular, $z \rightarrow y$, contradicting the fact that $y \rightarrow S_1$. Hence no vertex in $S_1 - S_2$ dominates a vertex in $S_2$ and $S_1 \cup S_2 = D$ is not strong, a contradiction to the hypothesis.

To complete the proof, suppose that $y \in D - (S_1 \cup S_2)$ is a vertex which is adjacent to at least one vertex in $S_1 \cup S_2$, say to a vertex in $S_1$. Then $y \rightarrow S_1$ or $S_1 \rightarrow y$, in particular, $y \rightarrow x$ or $x \rightarrow y$. Hence $y \rightarrow S_2$ or $S_2 \rightarrow y$. Therefore $S_1 \cup S_2$ is a shrinkable subgraph which strictly contains $S_1$, contradicting the maximality of $S_1$. Therefore $S_1$ and $S_2$ have no common vertex.

Let $D$ be an oriented graph of Moon type. From the above proposition, we know that for each vertex $x$ of $D$ there exists a unique maximal acyclic shrinkable subgraph $S_x$ containing $x$, such that some $k$ of these subgraphs, say $S_1, S_2, \ldots, S_k$, form a
partition of $D$. (Equivalent vertices $x$ and $y$ will have $S_x = S_y$.) Hence each oriented graph $D$ can be written, in an essentially unique way, as $D = D_k(S_1, S_2, \ldots, S_k)$. We call $D_k(S_1, S_2, \ldots, S_k)$ the canonical expression. It is easy to see that $D_k$ is simple.

**Lemma 7.3.3** Let $D$ be a connected oriented graph of Moon type and let $C$ be a directed cycle in $D$. Then each vertex of $D$ must have at least one in-neighbour and at least one out-neighbour in $C$.

**Proof:** Since $D$ is a connected oriented graph of Moon type, by Theorem 7.2.3, $C \cup \{x\}$ is strong as it is not acyclic. Hence there is at least one vertex in $C$ dominating $x$ and at least one vertex in $C$ being dominated by $x$. \hfill \Box

The following theorem conjectured by Hell [38] is the main result of this chapter.

**Theorem 7.3.4** Let $D$ be an oriented graph with the canonical expression $D_k(S_1, S_2, \ldots, S_k)$. Then $D$ is of Moon type if and only if $D_k$ is a local transitive tournament and each $S_i$ is acyclic.

**Proof:** For the sufficiency, suppose that $D_k$ is a local transitive tournament and each $S_i$ is acyclic. Then $D_k$ is of Moon type by Proposition 7.1.2, and hence $D$ is of Moon type by Proposition 7.3.1.

For the necessity, suppose that $D$ is of Moon type. Without loss of generality, assume that $D$ is connected otherwise we consider each component of $D$. Then $D_k$ is connected. If $D$ is acyclic, then $k = 1$, and so $D_k$ has only one vertex and it is trivially a local transitive tournament. If $D$ is strong, then $D_k$ must be strong. By Proposition 7.3.1 each $S_i$ is acyclic, and by Propositions 7.3.1 and 7.1.2 it suffices to show that $D_k$ is a local tournament. Suppose to the contrary that $D_k$ is not a local tournament. Then in $D_k$ there exists a vertex which has two non-adjacent out-neighbours or there exists a vertex which has two non-adjacent in-neighbours. Since the two cases are symmetric, assume that there is a vertex $z$ which has non-adjacent out-neighbours $x$ and $y$. We claim that there exists an acyclic shrinkable subgraph containing vertices $x$ and $y$. 
Since $D_k$ is strong, there exist directed paths from $x$ to $z$ and from $y$ to $z$. Among all directed paths from $x$ to $z$ and from $y$ to $z$, choose a shortest one. Without loss of generality, let

$$P: x \rightarrow x_1 \rightarrow x_2 \rightarrow \ldots \rightarrow x_k = z$$

be such a path. Note that $x \rightarrow x_1 \rightarrow \ldots \rightarrow x_k \rightarrow x$ is a directed cycle. By Lemma 7.3.3, $y \rightarrow x_i$ for some $i = 1, 2, \ldots, k$. If $i \neq 1$, then $y \rightarrow x_i \rightarrow x_{i+1} \rightarrow \ldots \rightarrow x_k = z$ is a path from $y$ to $z$ of length $< k$, contradicting the choice of $P$. Thus $i = 1$.

Among the vertices $x_2, x_3, \ldots, x_k$, let $x_l$ be the one of the smallest subscript such that $x_l \rightarrow x$ or $x_l \rightarrow y$. If $x_l \rightarrow x$, then $x \rightarrow x_1 \rightarrow \ldots \rightarrow x_l \rightarrow x$ is a cycle. By Lemma 7.3.3, $x_j \rightarrow y$ for some $j$ with $2 \leq j \leq l$. Since $l$ is the smallest subscript, $j = l$. Similarly if $x_l \rightarrow y$ then $x_l \rightarrow x$. Thus, in $D_k$, $x_l \rightarrow \{x, y\} \rightarrow x_1$ and no vertex $x_i$ with $1 < i < l$ is adjacent to $x$ or $y$. Moreover $x_1 \rightarrow x_2 \rightarrow \ldots \rightarrow x_l$ is a directed path.

Let $S = \{v \in V(D_k) | x_1 \rightarrow v \rightarrow x_1, \text{ and } v \text{ is not adjacent to } x_i \text{ for any } i \text{ with } 1 < i < l\}$. Then $\{x, y\} \subseteq S$. Let $S' \subseteq S$ be a subset of the smallest cardinality which contains both $x$ and $y$ and is coned by all vertices in $S - S'$. Now $S' \in O(x_l)$ and hence $S'$ induces an acyclic subgraph in $D_k$ by Proposition 7.2.5. We claim that $S'$ is shrinkable in $D_k$.

Suppose that $w \notin S'$ is a vertex dominated by some vertex $v \in S'$. We will show that $w$ is dominated by all vertices of $S'$. One can show, applying a similar argument, that if $w \notin S'$ dominates some vertex in $S'$ then $w$ dominates all vertex of $S'$.

Without loss of generality, we assume that $w \notin S$ (since $S'$ is shrinkable in $S$). By Lemma 7.3.3, $w \rightarrow x_i$ for some $1 \leq i \leq l$ as $v \rightarrow x_1 \rightarrow \ldots \rightarrow x_l \rightarrow v$ is a cycle. Suppose that $w$ is not dominated by some vertex $u \in S'$. Consider the cycle $C' = u \rightarrow x_1 \rightarrow \ldots \rightarrow x_l \rightarrow u$. Since $w$ dominates $x_i$ of $C'$, $w$ must be dominated by a vertex $x_j$ of $C'$ by Lemma 7.3.3.

Now let $i$ and $j$ be chosen so that $x_i \in \{x_1, x_2, \ldots, x_l\}$ is the vertex with the greatest index such that $w \rightarrow x_i$ and $x_j \in \{x_1, x_2, \ldots, x_l\}$ is the vertex of the smallest subscript such that $x_j \rightarrow w$. Since $w \notin S$, it is not the case that $i = 1$ and $j = l$. Hence we have the following two cases.

**Case 1.** Suppose that $i = 1$ and $j < l$. Then $w \rightarrow x_1 \rightarrow \ldots \rightarrow x_j \rightarrow w$ is a directed cycle and $v \rightarrow \{w, x_1\}$ is not adjacent to $x_k$ with $1 < k \leq l$. Hence $\{v, w, x_1, \ldots, x_j\}$
induces a connected subgraph which is neither strong nor acyclic, contradicting the fact that \( D_k \) is of Moon type.

**Case 2.** Suppose that \( i > 1 \). Then, for each \( a \in S' \) such that \( a \rightarrow w, a \rightarrow w \rightarrow x_1 \rightarrow \ldots \rightarrow x_i \rightarrow a \) is a cycle, and, for each \( b \in S' \), \( b \) must dominate some vertex in this cycle by Lemma 7.3.3. If \( b \) does not dominate \( w \), then \( b \rightarrow a \) as \( b \) does not dominate any \( x_k \) (\( i \leq k \leq l \)) either.

Suppose that not all vertices of \( S' \) dominate \( w \) and let \( S'_1 = \{ c \in S' \mid c \rightarrow w \} \) and \( S'_2 = \{ c \in S' \mid c \nrightarrow w \} \). Then \( S'_1 \cup S'_2 = S' \) and from the above discussion we have \( S'_1 \neq \emptyset, S'_2 \neq \emptyset \), and \( S'_1 \rightarrow S'_2 \). Since \( x \) and \( y \) are not adjacent, exactly one of \( S'_1 \) and \( S'_2 \) contains both \( x \) and \( y \). Without loss of generality, let \( S'_1 \) contain both \( x \) and \( y \). Then \( S'_1 \subset S \) is coned by all vertices in \( S - S'_1 \) with \(|S'_1| < |S'|\), which contradicts the choice of \( S' \).

Therefore \( S' \) induces an acyclic shrinkable subgraph in \( D_k \) and \( 1 < |S'| < |D_k| \). This contradicts the fact that \( D_k \) is simple. So \( D_k \) is a local tournament, and this completes the proof of the theorem in view of the earlier observations. \( \square \)

From Theorem 7.3.4, we know that all oriented graphs of Moon type can be generated from a local transitive tournament by substituting acyclic oriented graphs for the vertices.
Bibliography


Bibliography


[19] P. Damaschke, Forbidden Ordered Subgraphs, manuscript.


[28] F. Gavril, Algorithms on circular-arc graphs, Networks 4, 357 - 369


[38] P. Hell, Personal communication.


[41] P. Hell and J. Huang, Linear algorithms for c-colouring and for finding maximum cliques in proper circular arc graphs, submitted.

[42] W.L. Hsu, $O(mn)$ isomorphism algorithms for circular arc graphs, manuscript.


[48] J. Huang, Oriented graphs of the Moon type, to be submitted.


Bibliography


[84] J. Urrutia, Personal communication.