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Abstract

In this thesis we give the major additive results for Schnirelmann and asymptotic density. A concise proof of the $\alpha + \beta$ Theorem (Mann's Theorem), which deals with finding a lower bound for the Schnirelmann density of the sum of two sets, appears in Chapter 2. However, the majority of the thesis is devoted to the development and proof of the theorem of M. Kneser. Kneser's result deals with finding a lower bound for the asymptotic density of the sum of two sets. In both the proof of the $\alpha + \beta$ Theorem and Kneser's Theorem we rely heavily on the use of $T$-transformations. The $T$-transformations are similar to the transformations used by F. Dyson. They are used to modify the sets being added in such a way that certain additive and density properties remain invariant.
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Introduction

In this thesis we will present the major additivity theorems for Schnirelmann and asymptotic density.

Let \( I \) denote the set of all integers and \( I_0 \) denote the set of all nonnegative integers. The sum \( A + B \) of two sets \( A \) and \( B \) is the set of all integers of the form \( a + b \), where \( a \in A \) and \( b \in B \). \( A(n) \) will denote the number of positive integers belonging to \( A \) which are less than or equal to \( n \).

The Schnirelmann density, \( d(A) \), of \( A \) is defined by

\[
d(A) = \lim_{n \to \infty} \frac{A(n)}{n}.
\]

In 1931, E. Landau and L. Schnirelmann (see [5]) conjectured that for any \( A, B \subseteq I_0 \), if \( 0 \in A \cap B \) and \( d(A) + d(B) \leq 1 \), then

\[
d(A+B) \geq d(A) + d(B),
\]

but were unable to prove the conjecture. Early in 1932, A. Khintchin [6] proved the conjecture true for the special case when \( d(A) = d(B) \). This problem attained the stature of a famous unsolved problem known as the \( \alpha + \beta \) conjecture. Finally, in 1942, H.B. Mann [8] proved the conjecture was true for all sets \( A \) and \( B \) which satisfy the hypothesis. Later, Dyson [2] was able to give a simpler and clearer proof than H.B. Mann [8], which lent itself more readily to generalizations.
The asymptotic density, $\delta(A)$, of $A$ is defined by:

$$\delta(A) = \liminf_{n \to \infty} \frac{A(n)}{n}.$$ 

For asymptotic density $\delta(A+B) \geq \delta(A) + \delta(B)$ is not necessarily true. For example, if $A = B = \{0, 2, 4, \ldots\}$, then $\delta(A+B) = \frac{1}{2}$, while $\delta(A) + \delta(B) = 1$. However, M. Kneser [7] in 1953 proved what might be called the analog to the $\alpha + \beta$ Theorem for asymptotic density. Kneser proved that if $A, B \subseteq I$ and $\delta(A) + \delta(B) \leq 1$, then $\delta(A+B) \geq \delta(A) + \delta(B)$, except that, when $A$ and $B$ are associated with a union of residue classes modulo $g$, in a way that will be described in detail in Chapter 3, we get the following weaker inequality holding:

$$\delta(A+B) \geq \delta(A) + \delta(B) - \frac{1}{g}.$$ 

In the above example $g = 2$ and $\delta(A+B) = \frac{1}{2}$, $\delta(A) + \delta(B) - \frac{1}{g} = \frac{1}{2}$.

In Chapter 1 we state and prove some of the elementary properties of Schnirelmann and asymptotic density for subsets of $I_0$. Many of these elementary properties will be useful in later chapters. In Chapter 2 we define $\tau$-transformations and state and prove their useful properties. The $\tau$-transformations are used extensively in the proof of the $\alpha + \beta$ Theorem and Kneser's Theorem. We conclude Chapter 2 with an elegant proof of the $\alpha + \beta$ Theorem using $\tau$-transformations. In Chapter 3 we prove Kneser's remarkable theorem. Although the proof is 40 pages long, each step is of an elementary nature. I have attempted and, I believe, succeeded in giving a
clearer proof than any found in the literature. In Chapter 4 we show that Kneser's Theorem implies the previous results concerned with finding lower bounds for the asymptotic density of the sum of two sets of integers.

We introduce the following notation and definitions which we will use extensively throughout this thesis. In the first two chapters, the letters $A, B, C, \ldots$ denote subsets of $\mathbb{I}_0$; the letters $a, b, c, \ldots$ denote the elements of $A, B, C, \ldots$ respectively. However in Chapter 3, we allow $A, B, C, \ldots$ to be subsets of $\mathbb{I}$. For any set $A$ and integer $t$,

$$t + A = \{t + a \mid a \in A\},$$

is referred to as the translation of $A$ by $t$. For any subsets $A, B$ of $\mathbb{I}$, $A$ is said to be equivalent to $B$ (denoted by $A \sim B$), if there exists an integer $N$ such that

$$A \cap \{n \mid n \geq N\} = B \cap \{n \mid n \geq N\}.$$ 

If $m, n$ are nonnegative integers such that $m \leq n$, we denote by $A[m, n]$, the number of elements $a$ of $A$ satisfying $m \leq a \leq n$. Then $A[l, n] = A(n)$, and

$$A[l, n] = A[l, m] + A[m+1, n], \text{ if } 1 \leq m < n.$$ 

For convenience we will redefine both Schnirelmann and asymptotic density in Chapter 1.
Chapter 1.

Schnirelmann and Asymptotic Density

§1. Schnirelmann Density

Let \( A(n) \) denote the counting function of the positive part of \( A \), that is,

\[
A(n) = \sum_{1 \leq a \leq n} 1,
\]

is the number of positive integers in \( A \) not exceeding \( n \).

We define the Schnirelmann density, \( d(A) \), of \( A \) by

\[
d(A) = \text{glb}\{ \frac{A(n)}{n} | n=1,2,3,... \}.
\]

To help familiarize the reader with Schnirelmann density we shall state and prove a few of the elementary properties of this definition.

1.1.1 Proposition. If \( A \subseteq I_0 \), then \( 0 \leq d(A) \leq 1 \).

Proof. Follows clearly from the fact that \( 0 \leq \frac{A(n)}{n} \leq 1 \) for all \( n \).

1.1.2 Proposition. If \( \alpha = d(A) \), then \( A(n) \geq \alpha n \) for all \( n \) \((n=1,2,3,...)\).

Proof. This result follows from the fact that \( \alpha \leq \frac{A(n)}{n} \) for all \( n \).

1.1.3 Proposition. If \( 1 \not\in A \), then \( d(A) = 0 \).

Proof. If \( 1 \not\in A \), then \( \frac{A(1)}{1} = 0 \), so that \( d(A) = \text{glb}\{ \frac{A(n)}{n} | n \geq 1 \} = 0 \).
1.1.4 Proposition. If $\alpha = \delta(A)$, then $\alpha = 1$ if and only if $A = I_0$ or $A = I_0 \setminus \{0\}$.

Proof. Assume $\alpha = 1$, then $\frac{A(n)}{n} = 1$ for all $n$, which implies that $A = I_0$ or $A = I_0 \setminus \{0\}$. Assume $A = I_0$ or $A = I_0 \setminus \{0\}$, then $\frac{A(n)}{n} = 1$ for all $n$ and therefore $\alpha = 1$.

The counting function plays an important role in the theory of density. The following result about counting functions is very useful in that it gives a bound of the sum of the counting functions at $n$ of two sets if the integer $n$ does not belong to the sum of the two sets.

1.1.5 Proposition. If $0 \notin A \cap B$ and $n \notin A + B$, then $A(n) + B(n) \leq n - 1$.

Proof. Since $n \notin A + B$ and $0 \in A \cap B$, then $n \notin A$ and $n \notin B$. Let $0 < a_1 < a_2 < \ldots < a_k \leq n$ be all the elements belonging to $A$ which are less than or equal to $n$, so that $A(n) = k$. For each $i$, $(i=1,2,\ldots,k)$ $n - a_i \in \{1,2,\ldots,n-1\}$ and $n - a_i \notin B$, for if $n - a_i \in B$, then $a_i + (n-a_i) = n \in A + B$, contradicting our hypothesis. Since there are $k$ elements of the form $n - a_i$ and since $n \notin B$, then $B(n) = n - (k+1)$. So it follows that $A(n) + B(n) \leq k + n - (k+1) = n - 1$.

The following proposition is an early result in the development of the theory of density.
1.1.6 Proposition. If $A, B \subset I_0$, $0 \notin A \cap B$ and $d(A) + d(B) \geq 1$, then $A + B = I_0$.

Proof. Let $\alpha = d(A)$ and $\beta = d(B)$. Assume that $A + B \neq I_0$, then there exists an $n \in I_0$ such that $n \not\in A + B$. Then by Propositions 1.1.2 and 1.1.5 we have the following

$$1 \leq \alpha + \beta \leq \frac{A(n)}{n} + \frac{B(n)}{n} = \frac{A(n) + B(n)}{n} < \frac{n - 1}{n} < 1,$$

which is a contradiction. Therefore $A + B = I_0$.

L. Schnirelmann (see [5]) asked the question: To what extent is the density of the sum of several sequences determined solely by the density of the summands, irrespective of their arithmetical nature. We shall be interested in this question as it pertains to two sets only. E. Landau and L. Schnirelmann (see [5]) proved the following remarkable inequality:

If $0 \notin A \cap B$, then $d(A+B) \geq d(A) + d(B) - d(A)d(B)$.

This was the first tool for estimating the density of a sum of two sets from the densities of the summands. A.S. Besicovitch [1], defining $d'(B) = \text{glb} \left\{ \frac{B(n)}{n+1} \right\} (n=1,2,\ldots)$ was able to prove the following:

If $1 \notin A$ and $0 \notin B$, then $d(A+B) \geq d(A) + d'(B)$.

P. Erdős [3] was able to improve on this result when he was able to show that:
If \( l \in A \) and \( 0 \in B \), then \( d(A+B) \geq d(A) + d^*(B) \),

where \( d^*(B) = \text{glb} \{ \frac{B(n)}{n+1} \} \), \( \{1,2,\ldots,k\} \subseteq B \), but \( k+1 \notin B \).

It is clear from the definition that for any set \( B \), \( d^*(B) \geq d'(B) \).

As mentioned in the introduction, E. Landau and L. Schnirelmann conjectured that:

\[
\text{if } 0 \in A \cap B, \quad d(A) + d(B) \leq 1, \quad \text{then } d(A+B) \geq d(A) + d(B),
\]

but it was not until eleven years later that the conjecture was proven true by H.B. Mann [8]. However, the result by A.S. Besicovitch is not superseded by the \( \alpha + \beta \) Theorem, since \( 0 \in A \) is not stipulated.
§2. Asymptotic Density

We define the asymptotic density, \( \delta(A) \), of \( A \) by
\[
\delta(A) = \lim_{n \to \infty} \inf \frac{A(n)}{n} \quad (n=1,2,\ldots).
\]
Thus, by contrast with Schnirelmann density, the early elements of \( A \) do not have a disproportionately important effect on the value of \( \delta(A) \). We shall now state a few elementary results about asymptotic density.

1.2.1 Proposition. If \( A \subset I_0 \), then \( 0 \leq \delta(A) \leq 1 \).

Proof. The result follows clearly from the fact that
\[
0 \leq \frac{A(n)}{n} \leq 1 \text{ for all } n.
\]

1.2.2 Proposition. If \( A \subset I_0 \), then \( d(A) \leq \delta(A) \).

Proof. Let \( g_k = \inf \{ \frac{A(n)}{n} \mid n \geq k \} \quad (k=1,2,\ldots) \). Since
\[
g_1 \leq g_2 \leq g_3 \leq \ldots \leq g_k \leq \ldots,
\]
we have that,
\[
d(A) = g_1 \leq \lim_{k \to \infty} g_k = \lim_{k \to \infty} \inf \frac{A(n)}{n} = \delta(A).
\]

1.2.3 Proposition. If \( A,B \subset I_0 \) with \( A \subset B \), then \( \delta(A) \leq \delta(B) \).

Proof. Since \( A \subset B \), then \( A(n) \leq B(n) \) for all \( n \) \( (n=1,2,\ldots) \).

So that \( \frac{A(n)}{n} \leq \frac{B(n)}{n} \), and
\[
\delta(A) = \lim_{n \to \infty} \frac{A(n)}{n} \leq \lim_{n \to \infty} \frac{B(n)}{n} = \delta(B).
\]

1.2.4 Proposition. Let \( A \subset I_0 \) and \( x \) be any positive integer,

i) if \( B = A + x \), then \( \delta(A) = \delta(B) \),

ii) if \( B = A - x \), then \( \delta(A) = \delta(B) \).

Proof. Let \( a = \delta(A) \) and \( 0 < a_1 < a_2 < \ldots < a_k < n < a_{k+1} < \ldots < a_{k+x} \) be the first \( k+x \) positive integers belonging to \( A \).
Proof of (i). Since \( B = A + x \), then \( A(n) - x \leq A(n-x) = B(n) \leq A(n) \). Result (i) follows from the fact that,
\[
\alpha = \liminf_{n \to \infty} \frac{A(n) - x}{n} \leq \liminf_{n \to \infty} \frac{B(n)}{n} \leq \liminf_{n \to \infty} \frac{A(n)}{n} = \alpha.
\]

Proof of (ii). Since \( B = A - x \), \( a_x \leq x \) and \( a_{x+x} \leq n+x \), then
\[
A(n) - x \leq \inf_{n} \leq A(n+x) \leq A(n) + x.
\]

Our result follows again from the fact that,
\[
\alpha = \liminf_{n \to \infty} \frac{A(n) - x}{n} \leq \liminf_{n \to \infty} \frac{B(n)}{n} \leq \liminf_{n \to \infty} \frac{A(n) + x}{n} = \alpha.
\]

1.2.5 Proposition. If \( A, B \subseteq I_0 \), \( 0 \notin A \cap B \) and \( \delta(A) + \delta(B) > 1 \), then \( A + B \sim I_0 \).

Proof. Let \( \varepsilon = \delta(A) + \delta(B) - 1 \). By the definition of \( \liminf \) there exists an \( N \) such that \( n \geq N \) implies \( \frac{A(n)}{n} \geq \delta(A) - \frac{\varepsilon}{4} \) and \( \frac{B(n)}{n} \geq \delta(B) - \frac{\varepsilon}{4} \). Now suppose \( n \geq N \) and \( n \notin A + B \), then by Proposition 1.1.5,
\[
1 + \frac{\varepsilon}{2} = \delta(A) + \delta(B) - \frac{\varepsilon}{2} \leq \frac{A(n)}{n} + \frac{B(n)}{n} < \frac{n-1}{n} < 1
\]
which is a contradiction. Therefore \( (A + B) \cap \{ n \mid n \geq N \} = I \cap \{ n \mid n \geq N \} \), or \( A + B \sim I_0 \).

The strict inequality in the hypothesis of Proposition 1.2.5 is necessary. Consider the case when \( A = B = \{0,2,4,6,\ldots\} \), then \( \delta(A) = \delta(B) = \frac{1}{2} \) and therefore \( \delta(A) + \delta(B) = 1 \), but \( A + B = \{0,2,4,6,\ldots\} \). So when Proposition 1.2.5 is compared with Proposition 1.1.6, we find that the hypothesis and conclusions are both weaker in
Proposition 1.2.5.

1.2.6 Proposition. If \( A, B \subseteq I_0 \) and \( A \sim B \), then \( \delta(A) = \delta(B) \).

Proof. Since \( A \sim B \) then there exists a \( k \in I_0 \) such that \( A \cap \{ n \mid n \geq k \} = B \cap \{ n \mid n \geq k \} \). From this we can conclude that \( A(n) - k \leq B(n) \leq A(n) + k \). Thus \( \frac{A(n) - k}{n} \leq \frac{B(n)}{n} \leq \frac{A(n) + k}{n} \) and our result follows from

\[
\liminf_{n \to \infty} \frac{A(n) - k}{n} \leq \liminf_{n \to \infty} \frac{B(n)}{n} \leq \liminf_{n \to \infty} \frac{A(n) + k}{n}
\]

and the fact that

\[
\liminf_{n \to \infty} \frac{A(n) - k}{n} = \liminf_{n \to \infty} \frac{A(n) + k}{n} = \delta(A).
\]

1.2.7 Proposition. If \( A \subseteq I_0 \) and \( n \) is any positive fixed integer and

\( \delta'(A) = \liminf_{k \to \infty} \frac{A(kn)}{kn} \), then \( \delta(A) = \delta'(A) \).

Proof. For \( x \in I_0 \) there exists a \( k \in I_0 \) such that \( kn \leq x < (k+1)n \) and \( \frac{A(kn)}{kn} \leq \frac{A(x)}{x} < \frac{A((k+1)n)}{x} \). Thus \( \frac{A(kn)}{(k+1)n} \leq \frac{A(x)}{x} < \frac{A((k+1)n)}{(k+1)n} \) which implies that

\[
\frac{k}{k+1} \cdot \frac{A(kn)}{kn} \leq \frac{A(x)}{x} < \frac{k+1}{k} \cdot \frac{A((k+1)n)}{(k+1)n}.
\]

Therefore, \( \liminf_{k \to \infty} \frac{k}{k+1} \cdot \frac{A(kn)}{kn} \leq \liminf_{x \to \infty} \frac{A(x)}{x} \leq \liminf_{k \to \infty} \frac{k+1}{k} \cdot \frac{A((k+1)n)}{(k+1)n} \), and we get that \( \delta'(A) \leq \delta(A) \leq \delta'(A) \).
1.2.8 Proposition. If $0 \leq a_1 < a_2 < ... < a_k$ are incongruent modulo $g$ and $A = \{a_i + ng \mid i = 1,2,...,k, \ n \in I_0\}$, then

$$\delta(A) = \frac{k}{g}.$$ 

Proof. The result follows from the fact that

$$\frac{k \cdot \lfloor \frac{n}{g} \rfloor - C}{n} \leq \frac{A(n)}{n} \leq \frac{k \cdot \lfloor \frac{n}{g} \rfloor + k}{n}$$

for all $n \in I_0$, where $C = \max \{a_i\}$. Thus

$$\frac{k^* \cdot \left\lfloor \frac{n}{g} \right\rfloor - C}{n} = \liminf_{n \to \infty} \frac{A(n)}{n} \leq \liminf_{n \to \infty} \frac{k \cdot \left\lfloor \frac{n}{g} \right\rfloor + k}{n} = \frac{k}{g}.$$ 

The reader should note that if we allow $A$ to contain the negative part of each congruence class, the conclusion will still remain the same since $A(n)$ only counts the positive integers of $A$ that are less than or equal to $n$.

In Chapter 1 we have presented the definitions and some of the elementary properties of both Schnirelmann and asymptotic density. The reader should now be better prepared to understand the development and proof of the $\alpha + \beta$ Theorem and Kneser's Theorem.
Chapter 2.

T-transformations and the $\alpha + \beta$ Theorem.

The major result used in the proof of Kneser's theorem requires the systematic use of $T$-transformations. Given two sets $A$ and $B$, we shall construct two new sets $A'$ and $B'$, the $T$-transforms of $A$ and $B$, by removing certain positive elements from $B$ giving $B'$ and placing additional elements into $A$ giving $A'$. The transformation $T$ will depend only on the choice of a particular element $a_0$ of $A$.

2.1.1 Definition. The strong union $A \vee B$ of two sets $A$ and $B$ each containing 0, is defined to be the aggregate of the elements of $A$ and $B$; each element being counted according to its multiplicity, except that 0 is counted only once.

The distinction between union and strong union is required for counting purposes only; we may regard the two as identical except in the one respect that the elements of the latter are weighted for counting purposes. If $A = \{0,1,2,4,6,10\}$ and $B = \{0,2,4,7,8,10\}$, then $A \vee B = \{0,1,2,2,4,4,6,7,8,10,10\}$. From the example it becomes clear that $(A \vee B)(n) = A(n) + B(n)$, and in particular if $0 \in A$, then $(A \vee B)[0,n] = A[0,n] + B[1,n]$. With this in mind we define

$$\delta(A \vee B) = \lim \inf_{n \to \infty} \frac{(A \vee B)(n)}{n}.$$

2.1.2 Definition. Let $<A,B>$ be a given system of sets. If $a_0 \in A$, then we define the new system $<A,B>^T = <A^T,B^T>$, where
\[ \tau = \tau(a_0) \] by;
\[ A^\tau = A \cup (a_0 + B), \]
\[ B^\tau = B \cap (A - a_0), \]
and we define
\[ C = A + B, \quad C^\tau = A^\tau + B^\tau, \]
and
\[ V = A \lor B, \quad V^\tau = A^\tau \lor B^\tau. \]

2.1.3 Theorem. The transformation \( \tau \) has the following properties:

i) \( A \subset A^\tau, B^\tau \subset B, \)

ii) \( C^\tau \subset C, \)

iii) \( a_0 + B^\tau \subset A \subset A^\tau, \)

iv) If \( 0 \in A, \) then \( 0 \in A^\tau \) and if \( 0 \in B, \) then \( 0 \in B^\tau, \)

v) \( \delta(V^\tau) = \delta(V). \)

The proofs of (i), (iii) and (iv) are obvious.

Proof of (ii). We need to show that \( A^\tau + B^\tau \subset A + B. \) Let \( y \in A^\tau + B^\tau, \) then \( y = x + b^\tau \) where \( x \in A^\tau \) and \( b^\tau \in B^\tau. \) First consider the case where \( x = a \in A, \) so that \( y = x + b^\tau = a + b^\tau \subset A + B \) by (i). Now consider the case where \( x = a_0 + b, \) \( a_0 \in A \) and \( b \in B, \) so that \( y = x + b^\tau = (a_0 + b) + b^\tau = (a_0 + b^\tau) + b \subset A + B \) by (iii).

Proof of (v). Since \( A^\tau = A \cup (a_0 + B) \) and \( B^\tau = B \cap (A - a_0), \) we define \( B' = \{ b \mid b \in B \text{ and } b \neq a - a_0 \text{ for any } a \in A \}. \) The system \( <A,B>^\tau \) can be described by: the set \( B' \) has been removed from \( B \) leaving \( B^\tau \) and \( a_0 + B' \) has been included in \( A, \) thus
making up $A^T$. Therefore $V(n)$ and $V^T(n)$ differ at most by the number of integers of $B^T$ lying in the interval $[n-a, n]$, that is, $V(n) - |a| \leq V^T(n) \leq V(n)$ for all $n$ and therefore

$\delta(V) = \delta(V^T)$.

When we write $<A, B>^{T_1 T_2} = <A^{T_1}, B^{T_2}>$ we shall mean that $<A, B>^{T_1 T_2}$ is derived from $<A, B>$ by first applying $T_1$ to $<A, B>$ by means of some element $a \in A$ and then by applying $T_2$ to $<A^{T_1}, B>$ by means of some element $a_1 \in A^{T_1}$. We shall represent a finite sequence of $T$-transformations by $T$, and write $<A, B>^T$ for $<A, B>^{T_1 T_2 \ldots T_r}$ if $<A, B>^T$ is the result of applying $T_1$ to $<A, B>$, $T_2$ to $<A^{T_1}, B>$, $\ldots$, and finally, $T_r$ to $<A^{T_1 T_2 \ldots T_{r-1}}, B^{T_1 T_2 \ldots T_{r-1}}>$.

We shall refer to $<A, B>^T$ as a system derived from $<A, B>$, or as a derivation of $<A, B>$. A derivation $<A^{T}, B^{T}>^{T'}$ of $<A^{T}, B^{T}>$ is also a derivation $<A, B>^{TT'}$ of $<A, B>$.

2.1.4 Theorem. Any derived system $<A, B>^T$ of $<A, B>$ has the following properties:

i) $A \subseteq A^T$, $B^T \subseteq B$,

ii) $C^T \subseteq C$,

iii) If $0 \in A$, then $0 \in A^T$ and if $0 \in B$, then $0 \in B^T$,

iv) $\delta(V^T) = \delta(V)$.

All of these properties are obvious consequences of Theorem 2.1.3.
We are now in a position to use $T$-transformations to prove a theorem, which is a combination of a theorem by Dyson [2] and a theorem by van der Corput [10]. From this theorem, with very little difficulty we shall be able to prove the $\alpha + \beta$ Theorem, and later we shall use this theorem in the proof of Kneser's result.

2.1.5 Theorem. Let $0 < \gamma \leq 1$ and $n$ be any positive integer. Also let $A$ and $B$ be two sets, each containing $0$ and lying entirely within the interval $[0,n]$. Denote by $V$ and $C$ the strong union and sum, respectively, of $A$ and $B$. If $\theta = 0$ or $1$, then

\begin{align*}
\text{i)} \quad & V[\theta, m] \geq \gamma(m-\theta+1) \quad (m=\theta, \theta+1, ..., n), \\
\text{implies} \quad & C[\theta, m] \geq \gamma(m-\theta+1) \quad (m=\theta, \theta+1, ..., n).
\end{align*}

Proof. We suppose on the contrary that the result is false, and that $n$ is the least positive integer for which there exists a pair of sets contained in $[0,n]$ for which (i) is true and (ii) is false. Among all such pairs of sets we choose $A$ and $B$ with the additional property that $B[0,n]$ is minimal. We may suppose that $B$ contains at least one positive element, for if $0$ is the only element of $B$, the statements (i) and (ii) are identical.

We shall obtain a contradiction in the following manner. We shall construct two new sets $A'$ and $B'$, by using $T$-transformations, with the following properties:
iii) \( V'[\theta,m] \supseteq \gamma(m-\theta+1) \quad (m=\theta, \theta+1, \ldots, n) \),

iv) \( C' \subseteq C \),

v) \( B'[0,n] < B[0,n] \).

Properties (iii) and (iv) imply that the pair \( A' \) and \( B' \) satisfy (i) but not (ii) and property (v) contradicts the minimal property of \( B[0,n] \).

Let \( a^* \) be the least among the elements \( a \in A \) for which \( a + B \not\subseteq A \). The element \( a^* \) exists, for since \( B \) contains a positive element, the largest element of \( A + B \) is certainly not in \( A \). We will show that, if \( a^* > 0 \) and \( r \) is any integer satisfying \( 0 \leq r < a^* \), then

vi) \( b + (A \cap [0,r]) \subseteq A \) for every \( b \in B \),

from which it immediately follows that,

vii) if \( A[0,r] \supseteq \gamma(r+1) \), then \( A[b,b+r] \supseteq A[0,r] \supseteq \gamma(r+1) \) for every \( b \in B \).

Proof of (vi). Let \( x \in b + (A \cap [0,r]) \). Then \( x = b + a \) for some \( a \in A \) and \( b + a \leq r < a^* \) which implies that \( a < a^* \). By the definition of \( a^* \), \( a + B \subseteq A \) and hence \( x = a + b \in A \).

We shall require the following fact:

2.1.6 If \( a^* > 0 \), then for every \( r \) satisfying \( 0 \leq r < a^* \), \( A[0,r] \supseteq \gamma(r+1) \).
Proof of 2.1.6. Suppose there exist $r$ satisfying $0 \leq r < a^*$ for which $A[0,r] < \gamma(r+1)$, and let $r'$ be the least such $r$.

Since $0 \in A$ and $\gamma \leq 1$, it follows that $r' \geq 1$ and so $A[1,r'] < \gamma r'$. Therefore $A[\emptyset,r'] < \gamma(r'-\emptyset+1)$. However, by (i), $V[\emptyset,r'] \geq \gamma(r'-\emptyset+1)$, and therefore $[\emptyset,r']$ must contain a positive element $b_0 \in B$ since $V[\emptyset,r'] = A[\emptyset,r'] + B[1,r']$. Now, by the minimal property of $r'$, $A[0,b_0-1] \geq \gamma b_0$ while $A[0,r'] < \gamma(r'+1)$. Thus $A[b_0,r'] < \gamma(r'-b_0+1)$ and, by (vii) (with $r = r' - b_0$), $A[0,r'-b_0] < \gamma(r'-b_0+1)$. Since $b_0$ is positive, this contradicts the definition of $r'$ and 2.1.6 is proved.

Recall that $a^* \in A$. Define $B'' = \{b \mid b \in B, a^* + b \notin A\}$. $B''$ is nonempty, since $a^*$ satisfied the condition that $a^* + B \notin A$.

Let $T = T(a^*)$ and thus

$$A^T = A \cup (a^*+B) = A \cup (a^*+B''),$$

and

$$B^T = B \cap (A-a^*) = B \setminus B''.$$ 

The set $B^T$ satisfies property (v) since $B^T = B \setminus B''$ and $B''$ is nonempty. Property (iv) is true by (ii) of Theorem 2.1.3.

It remains to confirm (iii). If $a^* = 0$, then $V'$ and $V$ are identical (since the difference between $A^T$, $B^T$ and $A$, $B$ is that some of the elements of $B$ have been placed in $A$). In this case (i) and (iii) are the same.

We may assume that $a^* > 0$. Considering (iii) for a particular $m \leq n$, the translation of $B''$ causes only those elements $b$ of $B''$
in the interval \([m-a^*+1,m]\) to fall outside of \([\theta,m]\). Hence
\[
V'[\theta,m] = V[\theta,m] - B[m-a^*+1,m]
\]
for all \(m \leq n\). Therefore to confirm (iii), it will be sufficient to prove that, for each \(m\),
\[
V[\theta,m] - B[m-a^*+1,m] \geq \gamma(m-\theta+1).
\]

Let \(b_1\) be the least positive \(b \in B\) in the interval \([m-a^*+1,m]\) (if there is no such \(b_1\), there is nothing to prove).

Let \(m = b_1 + r\) so that \(0 \leq r < a^*\). Then \(V[\theta,b_1-1] \geq \gamma(b_1-\theta)\).

Since \(V[\theta,m] - B[m-a^*+1,m] = V[\theta,b_1-1] + A[b_1,m]\), then
\[
A[b_1,m] \geq \gamma(m-b_1+1)
\]
is all that remains to be proved. \(A[0,r] \geq \gamma(r+1)\) is true by 2.1.6 and therefore \(A[b_1,m] = A[b_1,b_1+r] \geq \gamma(r+1)\) is true by (vii). This establishes (iii), and so the proof of Theorem 2.1.5 is complete.

The restriction, in Theorem 2.1.5, that both \(A\) and \(B\) be contained in the interval \([0,n]\) is made only for the purpose of simplifying the notation in the proof. The following corollary is an immediate consequence of Theorem 2.1.5.

2.1.7 Corollary. Let \(0 < \gamma \leq 1\). If \(\theta = 0\) or 1 and \(0 \in A \cap B\), then
\[
V[\theta,m] \geq \gamma(m-\theta+1) \quad (m=0,\theta+1,...)
\]
implies
\[
C[\theta,m] \geq \gamma(m-\theta+1) \quad (m=0,\theta+1,...)
\]

The \(\alpha + \beta\) Theorem is one of the most outstanding results in the theory of density. The original proof by H.B. Mann [8] in 1942 was very complicated. We are now in a position to give a quick proof using Corollary 2.1.7 with \(\theta = 1\).
2.1.8 \( \alpha + \beta \) Theorem. If \( A, B \subseteq I_0 \) and \( 0 \in A \cap B \), then
\[ d(A+B) \geq \min(1,d(A)+d(B)). \]

Proof. Let \( \alpha = d(A) \) and \( \beta = d(B) \).

Case 1. Assume \( \alpha + \beta \geq 1 \), then by Proposition 1.1.6, \( A + B = I_0 \)
and the result follows immediately.

Case 2. Assume \( \alpha + \beta < 1 \). \( V[1,n] = V(n) = A(n) + B(n) \geq (\alpha+\beta)n \)
for \( n = 1,2,3,\ldots \) by Proposition 1.1.2. By Corollary 2.1.7, with
\( \theta = 1 \) and \( \gamma = \alpha + \beta \), we have that \( C(n) \geq \gamma n = (\alpha+\beta)n \) \( (n=1,2,3,\ldots) \).
This completes the proof of the \( \alpha + \beta \) Theorem.
Chapter 3.

Kneser's Theorem

§1. Kneser's Theorem

Kneser's theorem deals with the problem of, given a system of two sets \( <A, B> \), obtaining a lower bound for \( \delta(A+B) \) in terms of
\[
\liminf_{n \to \infty} \frac{A(n) + B(n)}{n}.
\]

It will be convenient to permit \( A \) and \( B \) to contain negative integers. This allowance makes no essential difference in finding a lower bound for \( \delta(A+B) \), since only the positive integers are counted in \( A(n) \) and \( B(n) \).

We shall begin with some preparatory remarks and definitions. The sum and strong union of the system \( <A, B> \) will be denoted respectively by \( C \) and \( V \). Since \( V(n) = A(n) + B(n) \), our problem now will be to obtain a lower bound for \( \delta(C) \) in terms of \( \delta(V) \).

We will be able to replace, as will be clear later, the system \( <A, B> \) by any system \( <A', B'> \) which satisfies the following two conditions:

1. \( A \subseteq A' \) and \( B \subseteq B' \).
2. \( C' \sim C \).

3.1.1 Definition. If two systems \( <A, B> \) and \( <A', B'> \) satisfy conditions (i) and (ii), we say that \( <A', B'> \) is a worse system than \( <A, B> \).
3.1.2 Lemma. Let $a, b$ be any integers. If we define a new system $<A', B'>$ from the system $<A, B>$ by,

$$A' = A - a,$$

$$B' = B - b,$$

then $\delta(C) = \delta(C')$ and $\delta(V) = \delta(V').$

Proof. Both results are obvious consequences of Proposition 1.2.4.

3.1.3 Definition. Let $0 \leq r_1 < r_2 < \ldots < r_k < g$ and $0 \leq s_1 < s_2 < \ldots < s_l < g$. If $A = \bigcup \{ng + r_i \mid n \in I\}$ and $B = \bigcup \{ng + s_i \mid n \in I\}$, then we say that the system $<A, B>$ is degenerate modulo $g$.

The reader will note that $A$ and $B$ are the union of entire congruence classes modulo $g$. If we say that the system $<A, B>$ is degenerate, we mean that it is degenerate modulo $g$, for some $g$.

The following example will show that the inequality $\delta(C) \geq \min(1, \delta(V))$ suggested by a direct analogy to the $\alpha + \beta$ Theorem is false; and that, for systems $<A, B>$ which are degenerate modulo $g$, we cannot prove more than

$$\text{i)} \quad \delta(C) > \delta(V) - \frac{1}{g}.$$

If $A = B = \{n \mid n \equiv 0, 1 \pmod{g}\}$, then $\delta(C) = \frac{3}{g}$ and $\delta(V) = \frac{4}{g}$.

The inequality (iii) does not hold in general, unless $g$ is minimal in some sense. For if $<A, B>$ is degenerate modulo $g$, it
is also degenerate modulo $mg$ for any integer $m > 1$; and if $<A,B>$ is chosen to satisfy $\delta(C) = \delta(V) - \frac{1}{g}$, then (iii) is false when $g$ is replaced by $mg$. We will find that the minimal condition for $g$ is that there are no systems $<A',B'>$ worse than $<A,B>$ that are degenerate to a modulus less than $g$. We shall eventually prove the following theorem due to M. Kneser [7].

3.1.4 Theorem. If the system $<A,B>$ is degenerate modulo $g$, then there exists a divisor $g'$ of $g$ and a system $<A',B'>$, degenerate modulo $g'$, such that $<A',B'>$ is worse than $<A,B>$ and

$$\delta(C') \geq \delta(V') - \frac{1}{g'}.$$ 

By Proposition 1.2.6 and Proposition 1.2.3, it follows that

$$\delta(C) = \delta(C') \geq \delta(V') - \frac{1}{g'} \geq \delta(V) - \frac{1}{g'}$$ and Theorem 3.1.4 gives an answer to our problem in the case when $<A,B>$ is degenerate modulo $g$. The following theorem gives an answer to our problem in the case when $<A,B>$ is any system such that there exists a system $<A',B'>$ degenerate modulo $g'$ which is worse than $<A,B>$.

3.1.5 Theorem. Let $<A,B>$ be any system. If there exists a system $<A',B'>$ degenerate modulo $g'$ and worse than $<A,B>$, then there exists a divisor $g''$ of $g'$ and a system $<A'',B''>$ such that $<A'',B''>$ is worse than $<A',B'>$ and

$$\delta(C) \geq \delta(V) - \frac{1}{g''}.$$
Proof. By Theorem 3.1.4, \[ \delta(C') \geq \delta(V') - \frac{1}{g'} \] Since \[ \delta(C) = \delta(C') = \delta(C'') \] and \[ \delta(V') \geq \delta(V') \geq \delta(V) \] (by Proposition 1.2.3 and Proposition 1.2.6) we have that \[ \delta(C) \geq \delta(V) - \frac{1}{g''}. \]

A degenerate system \( \langle A, B \rangle \) may become non-degenerate when some of the elements are removed from \( A \) and/or \( B \). This will happen when a single element is removed, which clearly has no effect on our degenerate case. As a result of Theorem 3.1.5, we include in the degenerate case systems \( \langle A, B \rangle \) which are not degenerate themselves, but corresponding to which there is a worse system which is degenerate.

For the remaining systems not covered by Theorem 3.1.5, we will eventually prove the following remarkable theorem also due to M. Kneser [7].

3.1.6 Theorem. If no system worse than \( \langle A, B \rangle \) is degenerate, then \[ \delta(C) \geq \delta(V). \]

If the conclusion of Theorem 3.1.6 is false for a given system \( \langle A, B \rangle \), then there must exist a natural number \( g' \) and a system \( \langle A', B' \rangle \) degenerate modulo \( g' \), such that \( \langle A', B' \rangle \) is worse than \( \langle A, B \rangle \). Then by Theorem 3.1.4, there exists a natural number \( g'' \) and a system \( \langle A'', B'' \rangle \) degenerate modulo \( g'' \), such that \( \langle A'', B'' \rangle \) is worse than \( \langle A', B' \rangle \) (also worse than \( \langle A, B \rangle \)) and \[ \delta(C') \geq \delta(V') - \frac{1}{g''}. \]

We may therefore combine Theorem 3.1.5 and Theorem 3.1.6 to give Kneser's theorem.
3.1.7 Theorem (M. Kneser [7]). For any given system \(<A,B>\),
either \(\delta(C) \geq \delta(V)\) or there exists a natural number \(g'\) and a
system \(<A',B'>\) degenerate modulo \(g'\) such that \(<A',B'>\) is worse
than \(<A,B>\) and \(\delta(C') \geq \delta(V') - \frac{1}{g'}\).

To help the reader follow the proof of Kneser's Theorem we have
added a flowchart following the bibliography, in Appendix II.
§2. Intermediate Results

As we mentioned in Chapter 2, $\tau$-transformations play an important role in the proof of Kneser's theorem. In this section we present a lemma and a theorem, both requiring $\tau$-transformations, that we will use in proving Theorem 3.2.4. Theorem 3.2.4 is the major step used in proving Kneser's theorem 3.1.7 and uses in its proof the principal ideas of Kneser's argument.

3.2.1 Lemma. If $F$ is a finite subset of $A$ and $0 \in B$, then there exists a derivation $<A,B>^T$ of $<A,B>$ such that

$$F + B^T \subseteq A^T.$$ 

Proof. Suppose that $F = \{a_1,a_2,\ldots,a_n\}$. If $\tau_1 = \tau_1(a_1)$ is a $\tau$-transformation applied to $<A,B>$, then by (iii) of Theorem 2.1.3,

$$a_1 + B^T \subseteq A^T.$$ 

If $\tau_2 = \tau_2(a_2)$ is applied to $<A^T,B^T>$, then by (iii) of Theorem 2.1.3 again, $a_2 + B^{T_2} \subseteq A^{T_2}$. Since by (i) of Theorem 2.1.3

$$T_1^{T_2} \subseteq B \quad \text{and} \quad A \subseteq A^{T_2},$$

we have that $a_1 + B^{T_2} \subseteq a_1 + T_1^{T_2}$ and hence

$$\{a_1,a_2\} + B^{T_2} \subseteq A^{T_2}.$$ 

At the $r$th stage of this process, we show in the same way that if
\[ \tau_r = \tau_r(a^r) \] is applied to \( <A_1 \ldots \tau_{r-1}, B_1 \ldots \tau_{r-1}> \), then
\[ a^r + B_1 \ldots \tau_r \] and \( \{a_1^r, \ldots, a_{r-1}^r\} + B_1 \ldots \tau_r \) each are contained in \( \tau_1 \ldots \tau_r \), and hence
\[ \{a_1^r, a_2^r, \ldots, a_r^r\} + B_1 \ldots \tau_r \subset A_1 \ldots \tau_r. \]

Writing \( T = \tau_1 \tau_2 \ldots \tau_n \), we arrive after \( n \) steps at a derivation \( <A, B>_T \) of \( <A, B> \) for which \( F + B^T \subset A^T \).

### 3.2.2 Theorem

If \( 0 \in A \cap B \), if \( A \) contains \( m \) consecutive integers, and if \( \delta(C) < \frac{m}{m+1} \delta(V) \), then \( C \sim I \).

This Theorem is remarkable in that the hypothesis \( \delta(C) < \frac{m}{m+1} \delta(V) \) requires that \( C \) be small and yet the conclusion of the theorem is that \( C \) is large.

**Proof.** Suppose \( A \) contains the \( m \) consecutive integers \( a, a+1, \ldots, a+m-1 \). We define the system \( <A', B'> \) by \( A' = A - a \) and \( B' = B \). Then \( 0 \in A' \cap B' \) and by Lemma 3.1.2, \( \delta(C) = \delta(C') \) and \( \delta(V) = \delta(V') \). Since the system \( <A', B'> \) satisfies the hypothesis of Theorem 3.2.2, we may assume without loss of generality that \( \{0, 1, 2, \ldots, m-1\} \subset A \). We may even suppose that

i) \( \{0, 1, 2, \ldots, m-1\} + B \subset A \).

For by Lemma 3.2.1, (i) is certainly true for some derivation of \( <A, B> \), and the hypothesis of Theorem 3.2.2 holds for every derivation of \( <A, B> \) by Theorem 2.1.4.
If we can prove, for some derivation $\mathbf{T}$, that $C^T \sim I$, then since $C^T < C$, we have that $C \sim I$. Note by hypothesis of Theorem 3.2.2 that $\delta(V) > 0$.

Let $\gamma$ be a positive number satisfying

ii) $\gamma < \delta(V)$,

such that

iii) $\gamma = \frac{m + 1}{m}$ if $\frac{m}{m + 1} \delta(V) > 1$.

We have then, in any case,

iv) $\frac{m}{m + 1} \gamma \leq 1$.

Inequality (ii) implies the existence of a positive integer $x_0 = x_0(\gamma)$ such that

v) $A(x) + B(x) > \gamma x \quad (x \geq x_0)$,

and we choose $x_0$ to be the least positive integer for which (v) is true. Our choice of $x_0$ implies that

vi) $A(x_0 - 1) + B(x_0 - 1) \leq \gamma (x_0 - 1)$,

and if we subtract this inequality from (v) and replace $x$ by $x + x_0$, we arrive at

vii) $A[x_0, x_0 + x] + B[x_0, x_0 + x] \geq \gamma (x + 1) \quad (x = 0, 1, 2, \ldots)$. 
Letting \( x = 0 \) in (vii) we have that \( A[x_0, x_0] + B[x_0, x_0] \geq \gamma \), which implies that \( x_0 \in A \) or \( x_0 \in B \). By (i), \( B \subseteq A \) and therefore \( x_0 \in A \). Let \( x_1 \) be the least element of \( B \) greater than or equal to \( x_0 \). Define the new system \( <A', B'> \) by

\[
A' = (A - x_0) \cap [0, \infty),
\]
and
\[
B' = (B - x_1) \cap [0, \infty),
\]
so that \( 0 \in A' \cap B' \). We shall prove that

\[
\text{viii) } V'[0,x] \geq \frac{m}{m + 1} \gamma(x+1) \quad (x=0,1,2,\ldots).
\]

By the definition of \( x_0, x_1 \), the intervals \([x_0, x_0], [x_0, x_1]\) contain exactly one element respectively of \( A \) and \( B \), so that

\[
A'(x) = A[x_0 + 1, x_0 + x] = A[x_0, x_0 + x] - 1,
\]
and
\[
B'(x) = B[x_1 + 1, x_1 + x] = B[x_1, x_1 + x] - 1 \geq B[x_0, x_0 + x] - 1.
\]

It now follows using (vii) that

\[
V'[0,x] = A'[0,x] + B'[1,x]
= 1 + A'(x) + B'(x)
\geq 1 + A[x_0, x_0 + x] + B[x_0, x_0 + x] - 2
\geq \gamma(x+1) - 1
\geq \frac{m}{m + 1} \gamma(x+1) \quad \text{provided } x \geq \frac{m + 1}{\gamma} - 1.
\]
So, if \( x \geq \frac{m+1}{\gamma} - 1 \), we have that \( V'[0,x] \geq \frac{m}{m+1} \gamma(x+1) \). To complete the proof of (viii) it is sufficient to show that (viii) is true for \( x < \frac{m+1}{\gamma} - 1 \).

If \( 0 \leq x < x_o - x \), then the interval \([x_o, x_o + x]\) contains no elements of \( B \) so that, by (vii),

\[
ix) \ V'[0,x] \geq A'[0,x] = A[x_o, x_o + x] + B[x_o, x_o + x] \geq \gamma(x+1),
\]
and therefore \( V'[0,x] \geq \frac{m}{m+1} \gamma(x+1) \).

If \( x_1 - x_o \leq x < x_1 - x_o + m \), then since \( x_1 \in B \) we have by (i), that \( x_1 + \{0,1,2,\ldots,m-1\} \subset A \). Thus the interval \([x_1-x_o, x]\) is entirely contained in \( A' \) and we have by (ix), that

\[
V'[0,x] \geq A'[0,x] = A'[0,x_1-x_o - 1] + A'[x_1-x_o, x]
\]

\[
\geq \gamma(x_1-x_o) + (x-x_1+x_o+1)
\]

\[
\geq \frac{m}{m+1} \gamma(x_1-x_o) + \frac{m}{m+1} \gamma(x-x_1+x_o+1) \text{ since } \frac{m}{m+1} \gamma \leq 1
\]

\[
= \frac{m}{m+1} \gamma(x+1).
\]

Next suppose that \( x_1 - x_o + m \leq x < \frac{m+1}{\gamma} - 1 \). The interval \([0,x]\) contains \( m \) elements of \( A' \) and \( m > \frac{\gamma}{m+1} \gamma(x+1) \) since \( x < \frac{m+1}{\gamma} - 1 \). Therefore \( V'[0,x] \geq A'[0,x] \geq m > \frac{m}{m+1} \gamma(x+1) \) and this completes the proof of (viii).

Since \( V'[0,x] \geq \frac{m}{m+1} \gamma(x+1) \) for \( x = 0,1,2,\ldots \), then by Corollary 2.1.7 with \( \theta = 0 \) we have that

\[
x) \ C'[0,x] \geq \frac{m}{m+1} \gamma(x+1) \text{ for } x = 0,1,2,\ldots .
\]
We will now show that the conclusion of Theorem 3.2.2 follows from (x). We may suppose that \( \frac{m}{m+1} \delta(V) > 1 \). For if \( \frac{m}{m+1} \delta(V) \leq 1 \), then (x) implies that \( \delta(C) = \delta(C') \geq \frac{m}{m+1} \gamma \) for any \( \gamma \) less than \( \delta(V) \), and therefore \( \delta(C) \geq \frac{m}{m+1} \delta(V) \) which contradicts our hypothesis.

Suppose then, that \( \frac{m}{m+1} \delta(V) > 1 \). By (iii), \( \frac{m}{m+1} \gamma = 1 \) and by (x), we have that \( C'[0,x] \geq x+1 \). Therefore for each \( x = 0,1,2,... \), all the integers of \( [0,x] \) lie in \( C' \); in other words \( C' = I_0 \). But

\[
C = A + B \cap (A'+x_0) + (B'+x_1) = C' + (x_0 + x_1),
\]

so that \( C \sim I \).

We now state and prove the following very useful corollary.

3.2.3 Corollary. Let the system \( <A,B> \) be such that \( 0 \in A \cap B \) and \( \delta(C) < \delta(V) \). Then if there exists an infinite sequence of natural numbers \( m_1, m_2, ... \) such that

1) \( m_i \to \infty \) as \( i \to \infty \),

and a sequence of corresponding derivations \( <A,B>_1, <A,B>_2, ... \) of \( <A,B> \) such that

2) \( A_i \) contains \( m_i \) consecutive integers \( (i=1,2, ...) \), then

\( C \sim I \).
Proof. Since \( \frac{n}{m+1} \to 1 \) as \( i \to \infty \) and \( \delta(C) < \delta(V) \), there exists an integer \( r \) such that \( \delta(C) < \frac{m}{m+1} \delta(V) \). Then by (ii) and (iv) of Theorem 2.1.4, we have

\[
\delta(C^r) \leq \delta(C) < \frac{m}{m+1} \delta(V) = \frac{m}{m+1} \delta(V^r),
\]

and by Theorem 3.2.2, \( C^r \sim I \). Since \( C^r \subseteq C \) we have that \( C \sim I \).

To prove Theorem 3.1.7 it will be sufficient to prove Theorem 3.1.5 and Theorem 3.1.6. Both of these theorems will be seen later to follow from Theorem 3.2.5. Before stating Theorem 3.2.5 we need the following important definition.

3.2.4 Definition. For a given set \( A \) and a given natural number \( g \), we denote by \( A'^g \) the set of all numbers of the form \( a + gn \) where \( a \in A \) and \( n \in \mathbb{I} \).

The reader will note that \( A'^g \) is the smallest set containing \( A \) which is degenerate modulo \( g \).

3.2.5 Theorem. If \( \langle A, B \rangle \) is such that \( 0 \in A \cap B \) and \( \delta(C) < \delta(V) \), there exists a subset \( E \) of \( C \), containing \( 0 \), and a natural number \( g \), such that

i) \( E \sim E'^g \),

and

ii) \( \delta(E) \geq \delta(V) - \frac{1}{g} \).
We will not prove Theorem 3.2.5 directly, but prove Theorem 3.3.7 which in turn implies Theorem 3.3.9, which we will show implies Theorem 3.2.5.
§3. Proof of Theorem 3.2.5

Throughout this section we will assume

\[ \emptyset \in A \cap B, \]

and

\[ \delta(C) \leq \delta(V). \]

The proof of Theorem 3.2.5 is very long and in places is rather involved. The reader is reminded of the flow chart following the bibliography. I have attempted to present the proof as clearly as possible.

It will be helpful to introduce the following two set functions and their useful properties.

3.3.1 Definition. Let \( A \) be any set. We define \( f(A) \) to be the least element of the set of positive differences of pairs of elements of \( A \);

\[
f(A) = \min_{a,a'} |a-a'|.
\]

3.3.2 Definition. For any given set \( A \), let \( g(A) \) denote the highest common factor of the elements of \( A \).

Clearly \( g(A) \) is a divisor of \( f(A) \) and, in particular,

\[
g(A) \leq f(A).
\]

The values \( f(B^T), g(B^T) \) corresponding to the derivation \( \langle A, B \rangle^T \) of \( \langle A, B \rangle \) play a vital part in the following argument.
3.3.3 Lemma. If each set of the system \(<A,B>\) contains 0, then for every derivation \(<A,B>_T>\),

\[ i) \delta(C) \geq \delta(V) - \frac{1}{f(B_1^T)} \]

and \[ ii) \delta(C_1^T) \geq \delta(V_1^T) - \frac{1}{g(B_1^T)} \]

Proof. For every derivation \(<A,B>_T>, 0 \in B_1^T\) by (iii) of Theorem 2.1.4. Put \(b_0 = 0\) and let \(b_r\) be the \(r^{th}\) positive element of \(B_1^T\), \(b_0 < b_1 < \ldots < b_r < \ldots\). Then \(k = \sum b_n - b_{n-1} \geq rf(B_1^T)\) and, taking \(b_r\) to be the largest element of \(B_1^T\) not exceeding \(x\), we obtain \(B_1^T(x) \leq \frac{x}{f(B_1^T)}\). This follows from the fact that \(rf(B_1^T) \leq b_r \leq x\) and \(B_1^T(x) = r\). Since \(B_1^T(x) - \frac{x}{f(B_1^T)} \leq 0\), we therefore have:

\[ \delta(C_1^T) \geq \delta(A_1^T) \geq \lim_{x \to \infty} \inf \frac{1}{x} \left\{ A_1^T(x) + B_1^T(x) - \frac{x}{f(B_1^T)} \right\} \]

\[ = \delta(V_1^T) - \frac{1}{f(B_1^T)} \]

so that (i) follows from the fact that \(C_1^T \subset C\) and \(\delta(V_1^T) = \delta(V)\), and (ii) follows from the fact that \(f(B_1^T) \geq g(B_1^T)\).

If the set of numbers \(f(B_1^T)\) corresponding to all possible derivations \(<A,B>_T\) is unbounded, (i) implies that \(\delta(C) \geq \delta(V)\). But this is not consistent with our hypothesis for this section, so that we may assume from now on:
1) the set \( \{ f(B^T) | <A,B>^T \text{ is a derivation of } <A,B> \} \) is bounded.

2) the set \( \{ g(B^T) | <A,B>^T \text{ is a derivation of } <A,B> \} \) is bounded,

(where (2) follows from (1) and the fact that \( g(B^T) \leq f(B^T) \)). Let

\[ g = \max_{<A,B>^T} g(B^T), \]

where the max is taken over all derivations of \( <A,B> \).

3.3.6 Lemma. If \( <A^T,B^T> \) is a derivation of \( <A,B> \), then \( f(B^T) \geq f(B) \) and \( g(B^T) \geq g(B) \).

Proof. If \( <A,B>^T \) is a derivation of \( <A,B> \), we have, by (i) of Theorem 2.1.4, that \( B^T \subseteq B \), and the lemma follows from the Definitions 3.3.1 and 3.3.2.

Let \( <A,B>^T \) be any derivation such that \( g = g(B^T) \) is maximal. By Lemma 3.3.6, if \( (<A,B>^T)^T \) is any derivation of \( <A,B>^T \), (and therefore also of \( <A,B> \)), then \( g(B^{TT'}) = g(B^T) = g \). If for the system \( <A,B> \), \( g(B) = g \) is maximal, then for any derivation \( <A,B>^T \) of \( <A,B> \), \( g(B^T) = g \).

With the properties of the set functions \( f \) and \( g \) in mind, we begin our proof of Theorem 3.2.5 by first proving the following theorem which later we will show implies Theorem 3.2.5.

3.3.7 Theorem. Let \( <A,B> \) be a system with the following properties;
i) \(0 \in A \cap B\),

ii) \(\delta(C) < \delta(V)\),

iii) \(g(B^T) = g(B) = g\) for every derivation \(<A, B>^T\),

iv) \(A\) contains \(g\) consecutive integers.

Then \(C \sim I\).

The proof of Theorem 3.3.7 requires the following lemma.

3.3.8 Lemma. Let \(<A, B>\) satisfy conditions (i) and (iii) of Theorem 3.3.7. If \(F\) is a finite subset of \(A\), then there exists an integer \(y\) and a derivation \(<A, B>^T\) of \(<A, B>\) such that

1) \((y+F) \cup (y+g+F) \subset A^T\).

Before giving the proof, we shall use Lemma 3.3.8 to prove Theorem 3.3.7. Let \(\{a_0, a_0+1, \ldots, a_0+g-1\}\) be the set of \(g\) consecutive integers of \(A\). Applying Lemma 3.3.8, (1) states that \(A^T\) contains the set

\[L_T = \{a_0 + y, a_0 + y + 1, \ldots, a_0 + y + g - 1, a_0 + y + g, a_0 + y + g + 1, \ldots, a_0 + y + 2g - 1\}\]

consisting of \(2g\) consecutive integers. By (iii) of Theorem 2.1.4 and Lemma 3.3.6, the system \(<A^T, B^T>\) satisfy the hypothesis of our lemma. Therefore applying the lemma to \(<A^T, B^T>\), there exists a further derivation \(<A^T, B^T>^T\) for which \(A^T\) contains \(3g\) consecutive integers, and so on. Therefore we have an infinite sequence of derivations of \(<A, B>\) satisfying the hypothesis of Corollary 3.2.3 with \(m_i = ig\), \((i=1,2,3,\ldots)\), and Theorem 3.3.7 follows from this corollary.
Proof of Lemma 3.3.8. Let \( f = \max_{<A,B>} f(B^T) \) and let \( P = \{ <A,B>^T \mid f(B^T) = f \} \). It follows from the definition of \( f \) and Lemma 3.3.6 that \( P \) is closed under the operation of derivations.

We choose from the set \( P \) of all derivations of \( <A,B> \) one system, call it \( <A,B>_1 \), for which the number of residue classes modulo \( f \) with representatives in \( B_1 \) is minimal. Let \( p_1, p_2, \ldots, p_k \) (mod \( f \)) be these residue classes. Also let \( Q \) be the set of all derivations of \( <A,B>_1 \). Thus for every derivation \( (A,B)_T \) of \( <A,B>_1 \), \( B_T \) is represented by the same residue classes \( p_1, p_2, \ldots, p_k \) (mod \( f \)). Otherwise, by (i) of Theorem 2.1.4, \( B_T \subset B^T \) and any fewer residue classes would contradict our choice of \( <A,B>_1 \). All elements \( <A,B>_T \) of \( Q \) satisfy the following properties:

a) \( g(B^T) = g(B) = g \),

b) \( f(B^T) = f \) and \( B^T \) contains at least two elements whose difference is \( f \),

c) \( B^T \) intersects exactly the residue classes \( p_1, p_2, \ldots, p_k \) (mod \( f \)),

d) \( Q \) is closed under derivations.

By the definition of \( g \) and property (a), \( g \) can be expressed as a linear combination of a finite number of elements of \( B^T \). By property (c), there exist integers \( n_1, n_2, \ldots, n_k \) such that

\[
g = \sum_{i=1}^{k} n_i p_i \pmod{f}.
\]

This congruence can be expressed in the following more convenient form
2) \( g = \sum_{j=1}^{k'} \sigma_j \pmod{f} \),

where \( k' = n_1 + n_2 + \ldots + n_k \) and \( \sigma_1, \sigma_2, \ldots, \sigma_k \), consists of the integers \( p_1, p_2, \ldots, p_k \), each \( p_i \) occurring with multiplicity \( n_i \) for \( i = 1, 2, \ldots, k \).

We can now prove (1). Let \( \langle A, B \rangle^T \in Q \). Since \( F \subset A \), then \( F \subset A^T \). Thus, applying Lemma 3.2.1 to \( \langle A, B \rangle^T \) and using property (d), there exists a derivation \( \langle A, B \rangle^T \) of \( \langle A, B \rangle^T \) such that \( T_1 \subset A^T \) and \( \langle A, B \rangle^T \in Q \). \( B \) contains an element \( x_1 \equiv \sigma_1 \pmod{f} \), by property (c) so that \( F + x_1 \subset A^T \). Since the system \( \langle A, B \rangle^T \) satisfies the hypothesis of our lemma, then applying the same procedure with \( \langle A, B \rangle^T \) in place of \( \langle A, B \rangle^T \) and \( F_1 = F + x_1 \) in place of \( F \), we arrive at a derivation \( \langle A, B \rangle^{T_2} \) of \( \langle A, B \rangle^{T_1} \), such that

\[
(x_1 + x_2) + F = x_2 + F_1 \subset A^{T_2}, \quad x_2 \equiv \sigma_2 \pmod{f}.
\]

Continuing in this manner, we arrive at a derivation \( \langle A, B \rangle^{T_k'} \in Q \)

such that

\[
(x_1 + x_2 + \ldots + x_k) + F \subset A^{T_k'}, \quad x_j \equiv \sigma_j \pmod{f} \quad (j = 1, 2, \ldots, k').
\]

By (2), \( x_1 + x_2 + \ldots + x_k = g + nf \) for some integer \( n \), and since \( F \subset A \subset A^{T_k'} \), we have that

3) \( F \cup (F + g + nf) \subset A^{T_k'} \).
If \( n = 0 \), (3) implies (1) with \( y = 0 \) and we are done.

Assume that \( n \neq 0 \). Since \( 0 \in A_k' \cap B_k' \), we can apply Lemma 3.2.1 with \( F \cup (F+g+nf) \) in place of \( F \), and obtain a derivation \( <A,B>_T' \) of \( <A,B>_T' \) such that

\[
4) \quad \{F \cup (F+g+nf)\} + B_T' \subseteq A_T'.
\]

\( <A,B>_T' \subseteq Q \) by property (d) and there exist elements \( u', u' + f \in B_T' \) by property (b). Since \( u', u' + f \in B_T' \), then (4) implies the following two conditions:

i) \( (F+u') \cup (F+u'+g+nf) \subseteq A_T' \),

and

ii) \( (F+u'+f) \cup (F+u'+g'(n+1)f) \subseteq A_T' \).

If \( n < 0 \), we let \( F' = F + u' \), and by the first part of condition (i) and the second part of condition (ii) we get the following condition that

iii) \( F' \cup (F'+g+(n+1)f) \subseteq A_T' \).

If \( n > 0 \), we let \( F' = F + u' + f \) and by the second half of (i) and the first half of (ii) we get the following condition that

iv) \( F' \cup (F'+g+(n-1)f) \subseteq A_T' \).

Depending on whether \( n < 0 \) or \( n > 0 \) conditions (iii) and (iv) are similar to (3) with \( F' \) in place of \( F \), \( T' \) in place of \( T_k' \).
and the coefficient of $f$ diminished by 1 in absolute value.

Repeating this procedure $|n|$ times, we arrive at a system $<A,B>^T \in Q$, a set $F^*$ and an integer $y$ such that $F^* = F + y$ and

$$F^* \cup (F^* + g) \subseteq A^T.$$ 

This completes the proof of (1) and Lemma 3.3.8 as well as Theorem 3.3.7.

To show that Theorem 3.3.7 implies Theorem 3.2.5, we will show that Theorem 3.3.7 implies Theorem 3.3.9 (below) which in turn we show implies Theorem 3.2.5.

3.3.9 Theorem. Given the system $<A,B>$ with $0 \notin A \cap B$, if $\delta(C) < \delta(V)$ and if $g(B^T) = g(B) = g$ for every derivation $U<A,B>^T$ of $<A,B>$, then $C \sim C^g$. (cf. definition 3.2.4).

The only difference between Theorem 3.3.7 and Theorem 3.3.9 is that in Theorem 3.3.7 the system $<A,B>$ has the additional property that $A$ contains $g$ consecutive integers. If $A$ contains $g$ consecutive integers, then $C^g \sim I$ and therefore we note that Theorem 3.3.9 implies Theorem 3.3.7.

Before beginning our proof that Theorem 3.3.7 implies Theorem 3.3.9, we will devote the next several pages to defining a mapping $F$, which maps a union of $k$ entire congruence classes modulo $n$, to a union of $k$ entire congruence classes modulo $n^*$. Then we
shall state and prove those relevant properties of F which we
will use in proving Theorem 3.3.7 implies Theorem 3.3.9.

Let n be any natural number and let $P_0, P_1, \ldots, P_{k-1}$ be
$k$ incongruent integers modulo n. We define the set

$$P_n(P_0, P_1, \ldots, P_{k-1}) = \{P_0, P_1, \ldots, P_{k-1}\}^n.$$  

The reader will recall that $\{P_0, P_1, \ldots, P_{k}\}^n$ is the smallest set
containing the integers $P_0, P_1, \ldots, P_k$ which is degenerate modulo n.
(Definition 3.2.4).

Given the two sets $P_n(P_0, P_1, \ldots, P_{k-1}), P_n(P_0^*, P_1^*, \ldots, P_{k-1}^*)$ such that $P_0 = P_0^* = 0$, we defined a mapping, F, of $P_n(P_0, P_1, \ldots, P_{k-1})$
on onto $P_n(P_0^*, P_1^*, \ldots, P_{k-1}^*)$ by

$$F(p_1 + tn) = p_1^* + tn^*.$$

In particular, $F(p_1) = p_1^*$ and since $P_0 = P_0^* = 0$, $F(n) = n^*$ so
that we may adopt, without inconsistency, the notation

$$F(x) = x^*$$

where $x \in P_n(P_0, P_1, \ldots, P_{k-1})$ and $x^* \in P_n(P_0^*, P_1^*, \ldots, P_{k-1}^*)$. If

$x \in P_n(P_0, P_1, \ldots, P_{k-1})$, then $F(x) = \bigcup \{F(x)\} = x^*$ so that

$x^* \in P_n(P_0^*, P_1^*, \ldots, P_{k-1}^*)$. Since 'F' is a one to one and onto, the
inverse mapping $F^{-1}$ of $P_n(P_0^*, P_1^*, \ldots, P_{k-1}^*)$ onto $P_n(P_0, P_1, \ldots, P_{k-1})$
exists.

The mapping F has the following properties:
1) If \( X \subseteq \mathcal{P}_n(0) \), then \( n^{-1}g(X) = (n^{-1}g(X)^* \).

**Proof.** Since \( X \subseteq \mathcal{P}_n(0) \), then \( X^* \subseteq \mathcal{P}_n^*(0) \). Let \( g(X) = t'n \) and \( g(X^*) = t'^n \) for \( t, t' \in I_0 \). Since \( t'n^* \in X^* \), then by the definition of \( t'n^* \), \( t'n^* | t^n \) and thus \( t' \mid t \). Also since \( t'n \in X \), then by the definition of \( t'n^* \), \( t'n \mid t' \) and thus \( t \mid t' \).

Therefore \( g(X) = t'n \), \( g(X^*) = t'n^* \) and \( n^{-1}g(X) = n^{-1}(t'n) = (n^{-1})^{-1}(t'n^*) = (n^*)^{-1}g(X^*) \).

2) If \( a^* \) is defined and \( x \in \mathcal{P}_n(0) \), then \( (a+x)^* = a^* + x^* \).

**Proof.** Let \( a = p_i + t'n \) for some \( i, i = 0,1,\ldots,h-1 \) and integer \( t \). Since \( x \in \mathcal{P}_n(0) \), \( x = t'n \) for some integer \( t' \). So we have that

\[
(a+x)^* = [p_i + (t+t')n]^* = p_i^* + (t+t')n^* = (p_i + t'n^*) + t^n = a^* + x^*.
\]

3) If \( a,x \in \mathcal{P}_n(p_i) \) for some \( i, i = 0,1,\ldots,h-1 \), then \( (x-a)^* = x^* - a^* \).

**Proof.** Let \( x = p_i + t'n \) for some integer \( t \) and let \( a = p_i + t'n \) for some integer \( t' \). So that

\[
(x-a)^* = [(t-t')n]^* = (t-t')n^* = (p_i + t'n^*) - (p_i + t'n) = x^* - a^*.
\]

Suppose now that a system \( \langle A, B \rangle \) satisfies \( A \subseteq \mathcal{P}_n(p_0,p_1,\ldots,p_{k-1}) \) and \( B \subseteq \mathcal{P}_n(0) \). We consider \( \langle A, B \rangle^\top \) arising from the transformation \( T = T(a_0) \), arising from Definition 2.1.2. We shall show that
\[(<A,B>^T)^* = <A^*,B^*>^T \quad \text{where} \quad T^* = \tau(a^*_o)\].

By property (2)
\[(A^T)^* = [A \cup (a_o + B)]^* = A^* \cup (a_o + B)^* = A^* \cup (a_o + B) = (A^*)^*\],

and by property (3)
\[(B^T)^* = [B \cap (A - a_o)]^* = B^* \cap (A - a_o)^* = B^* \cap (A - a_o) = (B^*)^*\],

since every element \(x \in A\) satisfying \(x - a_o \in B \cup P_n(0)\) must satisfy \(x \in P_n(p_j)\) where \(j\) is defined by \(a_o \in P_n(p_j)\).

3.3.10 Lemma. If \(<A,B>\) is any system such that \(A \subseteq P_n(p_o,p_1,\ldots,p_{h-1})\) and \(B \subseteq P_n(0)\), then \(F\) maps \(<A,B>^T\) onto \(<A^*,B^*>^T\) where \(<A,B>^T\) is a derivation of \(<A,B>\) and \(<A^*,B^*>^T\) is a derivation of \(<A^*,B*>\).

Also, it is clear that as \(T\) ranges over all derivations of \(<A,B>\), \(T^*\) ranges over all derivations of \(<A^*,B*>\).

Proof. Let \(T = T_1T_2\ldots T_k\). If \(k = 1\), then the lemma is true by our preceding discussion. Assume the lemma is true for \(n = k - 1\).

By our induction hypothesis we have that
\[<A,B>T_1T_2\ldots T_{k-1}^* = <A^*,B^*>T_1T_2\ldots T_{k-1}^*\],

We shall now show that the lemma holds when \(n = k\).
Since \( B \subseteq P_n(0) \) we have by property (2) that

\[
C^* = (A + B)^* = A^* + B^*,
\]

and it is clear that \( V^* = A^* + B^* \).

3.3.11 Lemma. If \( <A, B> \) is any system such that \( A \subseteq P_n(p_0, p_1, \ldots, p_{h-1}) \) and \( B \subseteq P_n(0) \), and \( <A, B>_T \) is any derivation of \( <A, B> \), then

i) \( n\delta(C) = n^*\delta(C^*) \),

ii) \( n\delta(V) = n^*\delta(V^*) \),

iii) \( n^{-1}g(B^*_T) = (n^*)^{-1}g(B^*_T^*) \).

Proof of (i). If \( x \in C \), then there exists an \( i, \ i=0,1,2,\ldots,h-1 \) and \( t \in I \) such that \( x = p_i^* + t_n \). Thus

\[
\left| \frac{p_{i,t}}{n} - \frac{p_{i,t}^*}{n} \right| = \left| \frac{p_i - p_i^*}{n} \right| = \max_{0 \leq i \leq h-1} \left| \frac{p_i - p_i^*}{n} \right| = k_0.
\]

Since

\[
\left| \frac{x - x^*}{n} \right| \leq k_0, \text{ for all } x \in C \cap [1,n], \text{ we have that, for suitable constants } k_j, 1 \leq x \leq \frac{n}{n^*} x^* + k_1 = \frac{n}{n^*} \leq x^* + k_2 = \]

\[
(A_1^2 \cdots A_{k-1}^*)^* (B_1^2 \cdots B_{k-1}^*)^* = (A_1^2 \cdots A_{k-1}^* B_1^2 \cdots B_{k-1})^*.
\]

(\( <A,B>_{T} \))
\[ \frac{n^*}{n} - k_2 \leq x^* = k_3 \leq x^*. \] On the other hand \( \frac{n^*}{n} x^* - k_1 \leq x \leq tn = \]
\[ x \leq tn^* + k_2. \] Therefore we have that \( x \in [1, tn] \) implies that \( x^* \in [k_3, tn^* + k_2]. \) From this we conclude that
\[ C(tn) \leq C^*(tn^*) + |k_3| + k_2 = C^*(tn^*) + k', \]
Using the same argument and \( F^{-1} \) we can show that
\[ C^*(tn^*) \leq C(tn) + k''. \]
Since \( C^*(tn^*) - k'' \leq C(tn) \leq C^*(tn^*) + k', \) we have that
\[ \frac{C^*(tn^*) - k''}{tn} \leq \frac{C(tn)}{tn} \leq \frac{C^*(tn^*) + k'}{tn}, \]
and therefore
\[ \frac{1}{n} \liminf_{t \to \infty} \frac{C^*(tn^*) - k''}{tn^*} \leq \frac{1}{n} \liminf_{t \to \infty} \frac{C(tn)}{tn} \leq \frac{1}{n} \liminf_{t \to \infty} \frac{C^*(tn^*) + k'}{tn}. \]
By Proposition 1.2.7 we have that \( \frac{1}{n} \delta(C^*) \leq \frac{1}{n} \delta(C) \leq \frac{1}{n} \delta(C^*) \) and therefore \( \frac{n}{n} \delta(C) = n^* \delta(C^*) \) follows immediately.

The proof of (ii) is similar to the proof of (i), and (iii) follows from property (1) of the mapping \( F \) and Lemma 3.3.10.

Proof that Theorem 3.3.7 implies Theorem 3.3.9.

Suppose that a given system \( \langle A, B \rangle \) satisfies the hypothesis of Theorem 3.3.9. Let \( n \) be the maximum number of elements that can be chosen from \( A \) so as to be incongruent modulo \( q. \) It is
possible to choose elements $p_0, p_1, \ldots, p_{h-1}$ of $A$ so that

$$A \subseteq p_g(p_0, p_1, \ldots, p_{h-1}),$$

(actually $p_g(p_0, p_1, \ldots, p_{h-1}) = A^g$) and since $0 \in A$, we may take

$p_0 = 0$. Since $g(B^T) = g(B) = g$ (a hypothesis of Theorem 3.3.9), then $B^T \subseteq B \subseteq p_g(0)$.

We now take $F$ to be the mapping of $p_g(p_0, p_1, \ldots, p_{h-1})$ onto $p_h(0, 1, 2, \ldots, h-1) = I$. The set $A^*$ contains the $h$ consecutive integers $0, 1, 2, \ldots, h-1$ and hence the system $<A^*, B^*>$ satisfies the hypothesis of Theorem 3.3.7, with $h$ in place of $g$, by Lemma 3.3.11. Therefore the conclusion of Theorem 3.3.7 holds, that is, $C^* \sim I = p_h(0, 1, 2, \ldots, h-1)$. On applying $F^{-1}$ to $C^*$ we get $C$ and applying $F^{-1}$ to $p_h(0, 1, 2, \ldots, h-1) = I$ we get $p_g(p_0, p_1, \ldots, p_{h-1}) = C^g$, since $C^g = A^g + B^g = A^g$. Now it remains for us to show that $C \sim C^g$.

Since $C^* \sim I$, then there exists an $N$ such that $N = t_0 h$ for some $t_0 \in I_0$ and $C^* \cap [N, \infty) = [N, \infty)$. Let $p_j = \max_{0 \leq i < h} p_i$.

We claim that $C \cap [p_j + t_0 g, \infty) = C^g \cap [p_j + t_0 g, \infty)$. Since $C \subseteq C^g$, then $C \cap [p_j + t_0 g, \infty) \subseteq C^g \cap [p_j + t_0 g, \infty)$. Let $x \in C^g \cap [p_j + t_0 g, \infty)$, thus $x = p_j + t g \geq p_j + t_0 g$ and $t \geq t_0$. We have that $x^* = F(x) = i + th \geq 0 + t_0 h$ and hence $x^* \in C^*$. Since the mapping $F$ is one-to-one and onto and $F$ maps $C$ to $C^*$, then $x \in C$ and hence $C^g \cap [p_j + t_0 g, \infty) \subseteq C \cap [p_j + t_0 g, \infty)$. Therefore $C \sim C^g$ and this completes the proof that Theorem 3.3.7 implies Theorem 3.3.9.
Having shown that Theorem 3.3.7 implies Theorem 3.3.9, it remains for us to show that Theorem 3.3.9 implies Theorem 3.2.5.

Theorem 3.2.5 says that if the system \(<A,B>\) is such that \(0 \in A \cap B\) and \(\delta(C) < \delta(V)\), there exists a subset \(E\), containing 0, of \(C\) and a natural number \(g\), such that \(E \sim E^g\) and \(\delta(V) \geq \delta(V) - \frac{1}{g}\).

It is clear from (ii), (iii) and (iv) of Theorem 2.1.4 that every derivation of \(<A,B>\) satisfies the hypothesis of Theorem 3.2.5, and if the conclusions of Theorem 3.2.5 hold for some derivation of \(<A,B>\), they also hold for the system \(<A,B>\).

3.3.12. Theorem. If each set of \(<A,B>\) contains 0, if \(\delta(C) < \delta(V)\), then there exists an integer \(g\) and a derivation \(<A,B>^T\) of \(<A,B>\) with \(g(B^T) = g\) such that \(C^T \sim (C^T)^g\).

Proof. Let \(g = \max_{<A,B>} g(B^T)\), and hence there exists a derivation \(<A,B>^T\) of \(<A,B>\) with \(g(B^T) = g\). By (ii), (iii) of Theorem 2.1.4 and Lemma 3.3.5, the hypotheses of Theorem 3.3.9 are satisfied by \(<A,B>^T\) and thus \(C^T \sim (C^T)^g\).

Theorem 3.2.5 follows immediately from Theorem 3.3.12. If we let \(g = \max_{<A,B>} g(B^T)\) and \(E = C^T\) where \(<A,B>^T\) is a derivation of \(<A,B>\) for which \(g(B^T) = g\). By Lemma 3.3.3, \(\delta(C^T) \geq \delta(V^T) - \frac{1}{g}\).

By Theorem 2.1.4, \(E = C^T \subseteq C\), \(0 \in A^T \cap B^T\) and \(\delta(V^T) = \delta(V)\) and this proves Theorem 3.2.5 for a particular derivation of \(<A,B>\) and by our previous remarks, Theorem 3.2.5 is also true for \(<A,B>\).
§4. Proof of Theorem 3.1.6.

The hypothesis \( 0 \in A \cap B \) of Theorem 3.2.5 is necessary for the effective use of \( T \)-transformations. However, for us to prove Theorem 3.1.6 we need a theorem similar to Theorem 3.2.5 in which the hypothesis \( 0 \in A \cap B \) does not necessarily hold. Before we state and prove this theorem we need the following lemma.

3.4.1 Lemma. Let \( E \) be a set. If \( E \sim E^g \) and \( c \) is any integer, then \( E + c \sim (E+c)^g \).

Proof. By Definition 3.2.4, \( E + c \subseteq (E+c)^g \). For all large \( x + c + mg \in (E+c)^g \), we have \( x + mg \in E^g \) is large and so by hypothesis, \( x + mg \in E \) and hence \( x + c + mg \in E + c \). Therefore \( E + c \sim (E+c)^g \).

3.4.2 Theorem. If the system \( \langle A, B \rangle \) is such that \( \delta(C) < \delta(V) \), there exists, corresponding to each element \( c \) of \( C \), a subset \( E_c \) of \( C \) which contains \( c \), and a natural number \( g_c \), such that

\[
(E_c)^g_c \sim E_c,
\]

and

\[
\delta(E_c) \geq \delta(V) - \frac{1}{g_c}.
\]

Proof. The given element \( c \) of \( C \) can be expressed in the form \( c = a + b \) where \( a \in A \) and \( b \in B \). Let \( \langle A', B' \rangle \) be the system defined by \( A' = A - a \) and \( B' = B - b \), so that \( C' = C - c \), \( 0 \in A' \cap B' \) and, by Lemma 3.1.2
We can now apply Theorem 3.2.5 to \(<A', B'>\), so that there exists a subset \(E'\) of \(C'\) containing 0, and a natural number \(g = g_c\), such that \(E' \sim (E')^c\) and \(\delta(E') \geq \delta(V') - \frac{1}{g_c}\). By Lemma 3.4.1 and Proposition 1.2.4, the set \(E_c = E' + c\) satisfies the requirements of Theorem 3.4.2.

Using Theorem 3.4.2 we will prove Theorem 3.4.3 (below) which in turn, we will show implies Theorem 3.1.6.

3.4.3 Theorem. If the system \(<A, B>\) satisfies \(\delta(C) < \delta(V)\), there exists a natural number \(g\) such that \(C \sim C^g\).

Proof. The set of numbers \(g_c\), whose existence is established by Theorem 3.4.2, is bounded. For if they are not, then the inequality \(\delta(E_c) \geq \delta(V) - \frac{1}{g_c}\) holds for arbitrarily large \(g_c\), and therefore, combined with the fact that \(C \supset E_c\) for all \(c\), implies that \(\delta(C) \geq \delta(V)\), which contradicts our hypothesis.

Let \(g\) be the least common multiple of the finite set of values taken by \(g_c\). By Theorem 3.4.2, \(C\) contains, with each element \(c\), all integers of the form \(c + mg_c\) from some point onward, and since \(g_c/g\), \(C\) contains also all sufficiently large integers of the form \(c + ng\). Therefore all large \(c + ng\) in \(C^g\) are in \(C\). Since \(C \subset C^g\), we have \(C \sim C^g\).
We proceed to show that Theorem 3.4.3 implies Theorem 3.1.6.

We first require the following lemma.

3.4.4 Lemma. If \( C = A + B \), then \( C^g = A^g + B^g \).

Proof. Let \( x \in C^g \), then

\[ x = c + gn = (a+b) + gn \text{ where } a \in A, \ b \in B \]
\[ = a + (b+gn). \]

Since \( a \in A^g \) and \( b + gn \in B^g \), we have \( x \in A^g + B^g \) and \( C^g \subset A^g + B^g \). Let \( x \in A^g + B^g \) and \( a, b, n, n' \) be defined appropriately, then

\[ x = (a+gn) + (b+gn') \]
\[ = (a+b) + g(n+n') \]
\[ = c + gn. \]

Thus \( x \in C^g \), \( C^g \subset A^g + B^g \) and therefore \( C^g = A^g + B^g \).

We are now able to prove Theorem 3.1.6, namely, that if no system worse than \( <A,B> \) is degenerate, then \( \delta(C) \geq \delta(V) \).

Proof. It will be sufficient to show that if \( \delta(C) < \delta(V) \) there exists a system \( <A',B'> \) degenerate \( g' \), such that \( <A',B'> \) is worse than \( <A,B> \). By Lemma 3.4.4 and Theorem 3.4.3, the system \( <A^g,B^g> \) is degenerate modulo \( g \) and is worse than \( <A,B> \) where \( g \) is defined by Theorem 3.4.3. This completes the proof of Theorem 3.1.6.
§5. Proof of Theorem 3.1.4.

We shall begin our final section of Chapter 3 by proving Theorem 3.5.1 which is a generalization of Theorem 3.4.2. Then we shall use Theorem 3.5.1 in proving Theorem 3.1.4.

3.5.1 Theorem. If the system \(<A, B>\) is such that \(\delta(C) < \delta(V)\), then there exists, corresponding to each finite subset \(\{c_1, c_2, \ldots, c_n\}\) of \(C\), a subset \(E\) of \(C\) containing \(c_1, c_2, \ldots, c_n\), and a natural number \(g\), such that

\[E^g \sim E\]

and

\[\delta(E) \geq \delta(V) - \frac{1}{g}\]

Proof. The proof is by induction on \(n\). If \(n = 1\), the theorem is the same as Theorem 3.4.2 and is therefore true. Suppose then that \(n > 1\), and assume the theorem is true for the subset \(\{c_1, c_2, \ldots, c_{n-1}\}\) of \(C\). Then by our induction hypothesis, there exists a \(E_1 \subseteq C\) and a natural number \(g_1\) such that \(\{c_1, c_2, \ldots, c_{n-1}\} \subseteq E_1\), \(E_1 \sim E_1^{g_1}\) and \(\delta(E_1) \geq \delta(V) - \frac{1}{g_1}\). By Theorem 3.4.2, there exists a set \(E_2\) and a natural number \(g_2\) such that \(c_n \in E_2 \subseteq C\), \(E_2 \sim E_2^{g_2}\) and \(\delta(E_2) \geq \delta(V) - \frac{1}{g_2}\). Let \(E = E_1 \cup E_2^{g_2}\), then \(\{c_1, c_2, \ldots, c_n\} \subseteq E \subseteq C\).

Case 1. If \(E_1 \subseteq E_2^{g_2}\), we choose \(g = g_2\) and we have that

\[E^g = (E_1 \cup E_2^{g_2})^{g_2} = E_2^{g_2} \sim E_2 \subseteq C\]
and since $E \subset E^g$ it follows that

$$E^g \sim E \quad \text{and} \quad \delta(E) \geq \delta(E_2) \geq \delta(V) - \frac{1}{g}.$$ 

Case 2. If $E_2 \subset E_1^{g_1}$, we choose $g = g_1$ and in the same manner we can show that

$$E^g \sim E \quad \text{and} \quad \delta(E) \geq \delta(V) - \frac{1}{g}.$$ 

Case 3. We assume that $E_1$ contains an element not in $E_2^{g_2}$ and $E_2$ contains an element not in $E_1^{g_1}$. Thus $E_1^{g_1} \cap E_2^{g_2}$ is a proper subset of both $E_1^{g_1}$ and $E_2^{g_2}$. The proof of Case 3 is several pages long. Let $g = \text{lcm}\{g_1, g_2\}$, then

$$E \subset E^g = (E_1 \cup E_2)^g \subset (E_1^{g_1} \cup E_2^{g_2}) \sim (E_1 \cup E_2) = E$$ 

so that $E^g \sim E$, and all that remains to be proven is $\delta(E) \geq \delta(V) - \frac{1}{g}$.

To simplify notation we let $X = E_1^{g_1}$ and $Y = E_2^{g_2}$. In terms of $X$ and $Y$ we have that

i) $E \sim (X \cup Y)$,

ii) $\delta(X) \geq \delta(V) - \frac{1}{g_1}, \delta(Y) \geq \delta(V) - \frac{1}{g_2}$,

iii) $X \cap Y$ is a proper subset of $X$ and $Y$.

Since $E \sim (X \cup Y)$, it is sufficient to prove that (ii) and (iii) imply
Let $X$ be the union of the complete residue classes $x_1, x_2, \ldots, x_r \pmod{g_1}$ and $Y$ the union of the complete residue classes $y_1, y_2, \ldots, y_s \pmod{g_2}$. Since $X \cap Y$ is a proper subset of $X$ and of $Y$, $1 \leq r \leq g_1 - 1$, $1 \leq s \leq g_2 - 1$ and by Proposition 1.2.8,

$$\delta(X) = \frac{r}{g_1}, \quad \delta(Y) = \frac{s}{g_2}.$$ 

It is clear that $\delta(X \cup Y) = \delta(X) + \delta(Y)$ and if $\delta(X \cap Y) = 0$ we have, by (ii), that

$$\delta(X \cup Y) = \delta(X) + \delta(Y) \geq \max(\delta(V) - \frac{1}{g_1} + \frac{s}{g_2}, \quad \delta(V) - \frac{1}{g_2} + \frac{r}{g_1})$$

$$\geq \delta(V) + \max(\frac{1}{g_2} - \frac{1}{g_1}, \frac{1}{g_1} - \frac{1}{g_2})$$

$$\geq \delta(V).$$

$\delta(X \cup Y) \geq \delta(V)$ implies $\delta(X \cup Y) \geq \delta(V) - \frac{1}{g}$ and we are done. We now suppose that

$$\delta(X \cap Y) > 0.$$ 

Define $d = \gcd(g_1, g_2)$ and let $g_1 = \ell_1 d$, $g_2 = m_1 d$ so that $g = \ell_1 g_2 = g_1 m_1$, where $g = \text{lcm}(g_1, g_2)$. Let $R_j = \{x_j + ng_1 \mid n \in I\}$ where $j = 1, 2, \ldots, r$ and $S_k = \{y_k + ng_2 \mid n \in I\}$ where $k = 1, 2, \ldots, s$. We partition both $X$ and $Y$ into $d$ mutually exclusive sets in the
following way:

\[ X = \bigcup_{i=1}^{d} X_i \quad \text{where} \quad X_i = \bigcup_{j=1}^{r_i} R \mod d \]

and

\[ Y = \bigcup_{j=1}^{d} Y_j \quad \text{where} \quad Y_j = \bigcup_{k=1}^{s_j} S \mod d \]

Let \( r_i \) denote the number of congruence classes \( R \) of \( X \) in \( X_i \) and similarly let \( s_j \) denote the number of congruence classes \( S \) of \( Y \) in \( Y_j \). Since \( g_1 = \lambda_1 d \), then \( 0 \leq r_i \leq \lambda_1 \) and since \( g_2 = m_1 d \), then \( 0 \leq s_j \leq m_1 \). If \( r_i = \lambda_1 \) we say that \( X_i \) is full and similarly, if \( s_j = m_1 \) we say that \( Y_j \) is full. From elementary congruence theory, \( X_i \cap Y_j \) is empty unless \( i = j \), and

\[ \delta(X_i \cap Y_j) = \frac{r_i s_j}{g} \] (a proof of these results will be found in Appendix I). Thus, since we are dealing with entire congruence classes,

\[ \delta(X \cap Y) = \sum_{i=1}^{d} \frac{r_i s_i}{g} \]

and therefore, since \( \delta(X \cup Y) = \delta(X) + \delta(Y) - \delta(X \cap Y) \), \( \delta(X) = \frac{r_1}{g_1} \)

and \( \delta(Y) = \frac{s_1}{g_2} \).

\[ 3) \quad \delta(X \cup Y) = \delta(X) + \frac{1}{g} \sum_{i=1}^{d} s_i (\lambda_1 - r_i) = \delta(Y) + \frac{1}{g} \sum_{i=1}^{d} r_i (m_1 - s_i) \]

We shall show that it is alright to assume that

iv) \( X_i, Y_i \) are not both full for any \( i, \quad 1 \leq i \leq d \).

Suppose that \( X \cap Y \) contains exactly \( t \) entire congruence classes
modulo $d$. Let $X' = X \setminus \{ \cup_i X_i \}$ and $Y' = Y \setminus \{ \cup_j Y_j \}$. Now it is clear that $\delta(\cup_i X_i) = \delta(\cup_j Y_j) = \frac{t}{d}$ and $X', Y'$ satisfy conditions (ii) (with $\delta(V') = \delta(V) - \frac{t}{d}$ in place of $\delta(V)$), (iii) and also (iv).

Clearly, to prove (1) it is sufficient to prove that $\delta(X' \cup Y') \geq \delta(V') - \frac{1}{g}$.

Since $\delta(X \cap Y) = \frac{d}{\sum_{i=1}^{d} \frac{r_i s_i}{g}} > 0$, there exists $i_o$, $1 \leq i_o \leq d$ such that $r_{i_o} s_{i_o} \geq 1$, that is, $r_{i_o} \geq 1$ and $s_{i_o} \geq 1$, and by condition (iv), either

a) one of $X_{i_o}$, $Y_{i_o}$ (but not both) is full,

or

b) neither $X_{i_o}$ or $Y_{i_o}$ is full.

Considering alternative (a) first, suppose that $r_{i_o} = l_{i_o}$ and $1 \leq s_{i_o} < m_{i_o}$. By (3) and condition (ii),

$$\delta(X \cup Y) \geq \delta(V) - \frac{1}{g_2} + \frac{1}{g} r_{i_o} (m_{i_o} - s_{i_o}) \geq \delta(V) - \frac{1}{g_2} + \frac{l_{i_o}}{g} = \delta(V),$$

which implies inequality (1). The case when $s_{i_o} = m_{i_o}$ and $1 \leq r_{i_o} < l_{i_o}$ also implies inequality (1) in a similar manner.

Considering alternative (b), we have that $1 \leq r_{i_o} < l_{i_o}$ and $1 \leq s_{i_o} < m_{i_o}$. By (3),
\[ \delta(X \cup Y) \geq \delta(V) - \frac{1}{g} + \max \left( \frac{1}{g} - \frac{1}{g_1} + \frac{s_{i_1}}{g_1} (L_1 - r_{i_1} - 1), \frac{1}{g} - \frac{1}{g_2} + \frac{r_{i_1}}{g_2} (m_1 - s_{i_1}) \right) , \]

and inequality (1) follows if we can show that

\[ 4) \quad \left( \frac{1}{g} - \frac{1}{g_1} + \frac{s_{i_1}}{g} (L_1 - r_{i_1}) \right) + \left( \frac{1}{g} - \frac{1}{g_2} + \frac{r_{i_1}}{g} (m_1 - s_{i_1}) \right) \geq 0 . \]

After multiplying through by \( g \), the left-hand side of (4) becomes

\[
1 - \frac{g}{g_1} + s_{i_1} (L_1 - r_{i_1}) + 1 - \frac{g}{g_2} + r_{i_1} (m_1 - s_{i_1}) \\
= s_{i_1} (L_1 - r_{i_1}) + r_{i_1} (m_1 - s_{i_1}) - L_1 - m_1 + 2 \\
= \ell \left( s_{i_1} - 1 \right) + m_{i_1} (r_{i_1} - 1) - 2r_{i_1} s_{i_1} + 2 \\
\geq (r_{i_1} + 1)(s_{i_1} + 1) + (s_{i_1} + 1)(r_{i_1} - 1) - 2r_{i_1} s_{i_1} + 2 \\
= 0
\]

so that (4) is true. This completes the proof that \( \delta(X \cup Y) \geq \delta(V) - \frac{1}{g} \) and of Theorem 3.5.1.

We shall use Theorem 3.5.1 to prove Theorem 3.5.4 which we shall show implies Theorem 3.1.4. However, before stating and proving Theorem 3.5.4, we require the following two simple lemmas.

3.5.2 Lemma. If \( A \subset I \) and \( g, h \) natural numbers, then \( (A^g)^h = A^d \) where \( d = \gcd(g, h) \).

Proof. Since \( d = \gcd(g, h) \) then, from elementary divisibility
theory, there exist integers \( r, s \) such that \( d = rg + sh \). Let \( x \in A_d \), then

\[
x = a + dn \quad \text{where} \quad a \in A
\]

\[
= a + (rng + snh)
\]

\[
= (a + rng) + snh
\]

so that \( a + rng \in A^g \), \( x \in (A^g)_h \) and hence \( A_d \subseteq (A^g)_h \). Let \( x \in (A^g)_h \), then

\[
x = a' + hn \quad \text{where} \quad a' \in A^g
\]

\[
= (a + gn') + hn
\]

\[
= a + (gn' + hn)
\]

\[
= a + dn
\]

so that \( x \in A_d \) which implies \( (A^g)_h \subseteq A_d \) and thus \( (A^g)_h = A_d \).

3.5.3 Lemma. If \( A_1 = A_2 = \ldots = A_k \), then each set is equal to \( A_d \) where \( d = \gcd\{a_1, a_2, \ldots, a_k\} \).

Proof. Proof is by induction on \( k \). If \( k = 2 \), the result is true by Lemma 3.5.2 since \( A_d = (A_1)_2 = (A_2)_2 = A_2 \) and

\[
A_d = (A_2)_1 = (A_1)_1 = A_1.
\]

Suppose for \( k > 2 \) that each set \( A_1, A_2, \ldots, A_{k-1} \) is equal to \( A_{d'} \) where \( d' = \gcd\{a_1, a_2, \ldots, a_{k-1}\} \).

Thus \( d = \gcd\{d', a_k\} \) and if \( A_{d'} = A_k \), then applying the case \( k = 2 \), we obtain \( A_{d'} = A_k = A_d \) and our proof is complete.
3.5.4 Theorem. If the system $<A,B>$ is degenerate modulo $g$, then there exists a divisor $g'$ of $g$ such that $C^{g'} \sim C$ and
\[ \delta(C^{g'}) \geq \delta(A^{g'} \vee B^{g'}) - \frac{1}{g'}. \]

Proof. Since $<A,B>$ is degenerate modulo $g$, then $C = C^g$.

Let $g'$ be the least natural number such that $C = C^{g'}$, by Lemma 3.5.3, $g'$ is a factor of $g$ and by Lemma 3.4.4, $C^{g'} = A^{g'} + B^{g'}$.

We may assume that $\delta(C^{g'}) < \delta(A^{g'} \vee B^{g'})$, otherwise there is nothing to prove.

Let $c_1, c_2, \ldots, c_n$ be a set of representatives of all the distinct residue classes (mod $g'$) which occur in $C^{g'}$, and apply Theorem 3.5.1 to the system $<A^{g'}, B^{g'})$. By Theorem 3.5.1, there exists a subset $E$ of $C^{g'}$ which contains $c_1, c_2, \ldots, c_n$, so that $E^{g'} = C^{g'}$, and a natural number $g''$, such that $E^{g''} \sim E$ and $\delta(E) \geq \delta(A^{g''} \vee B^{g''}) - \frac{1}{g''}$. Let $d = \gcd(g', g'')$. By Lemma 3.5.2,
\[ C^d = (C^{g'})^d = (E^{g'})^d = (E^{g''})^d = E^{g''} = E^{g'} = C^{g'}, \]
so that by the minimal property of $g'$, $d = g'$. Hence $g'' \geq g'$ and, therefore
\[ -\delta(C^{g'}) = -\delta(E^{g'}) \geq -\delta(E) \geq -\delta(A^{g'} \vee B^{g'}) - \frac{1}{g''} \geq -\delta(A^{g'} \vee B^{g'}) - \frac{1}{g'}, \]
proving Theorem 3.5.4.

We are now able to prove Theorem 3.1.4; namely, that if the system $<A,B>$ is degenerate modulo $g$, there exists a divisor $g'$ of $g$.
and a system \(<A', B'>\), degenerate modulo \(g'\), such that \(<A', B'>\) is worse than \(<A, B>\) and \(\delta(C') \geq \delta(V') - \frac{1}{g'}\).

Proof. The system \(<A'^g, B'^g>\) by Theorem 3.5.4 is worse than \(<A, B>\) since \(A \subseteq A^g\), \(B \subseteq B^g\) and \(C = C^g\), and \(<A'^g, B'^g>\) satisfies the conclusion of Theorem 3.1.4.

Thus we have proven Theorem 3.1.4, Theorem 3.1.6 and have shown that Theorem 3.1.4 implies Theorem 3.1.5 and hence have finally proven Kneser's Theorem.
Chapter 4

Conclusion

In this chapter we shall show that Kneser's result implies the earlier results concerned with finding a lower bound for the asymptotic density of the sum of two sets. In 1941, P. Erdős [3] proved,

1) if $0 \in A$, $0,1 \in B$, $\delta(B) \leq \delta(A)$, $\delta(A) + \delta(B) \leq 1$,

then $\delta(A+B) \geq \delta(A) + \frac{1}{2} \delta(B)$.

By Lemma 3.1.2, the hypothesis that $0 \in A$, $0,1 \in B$ can be replaced by, "if $B$ contains 2 consecutive integers". Then (1) can be restated to say that, if $B$ contains 2 consecutive integers, $\delta(B) \leq \delta(A)$, $\delta(A) + \delta(B) \leq 1$, then $\delta(A+B) \geq \delta(A) + \frac{1}{2} \delta(B)$. This result was generalized by H. Ostmann [9] in 1949 when he proved that, if $B$ contains $m$ consecutive integers and $\delta(A \cup B) \leq 1$, then

$\delta(A+B) \geq \delta(A) + \frac{m-1}{m} \delta(B)$.

Given the system $<A,B>$, if there does not exist a system worse than $<A,B>$ which is degenerate, and $B$ contains $m$ consecutive integers, then Kneser proved that $\delta(C) \geq \delta(V) \geq \delta(A) + \delta(B)$. It is clear that $\delta(A) + \delta(B) \geq \delta(A) + \frac{m+1}{m} \delta(B)$ and, in this case, Kneser's result implies Ostmann's result.

Now assume there exists a system $<A',B'>$, degenerate modulo $g$ which is worse than $<A,B>$, where $B$ contains $m$ consecutive integers.
By Definition 3.1.1, $B \subseteq B'$ and $B'$ is the union of, say, $k$ entire congruence classes modulo $q$. In this case, Kneser proved that

$$\delta(C) \geq \delta(A') + \delta(B') - \frac{1}{qg}. $$

To show that Kneser's result implies Ostmann's result, we will consider the following two cases.

Case 1. Assume $g < m$.

The fact that $g < m$ implies $B' = I$. Thus $A' + B' = A' + I \sim C$ and $\delta(C) = 1$. Therefore

$$\delta(C) = 1 \geq \delta(A) + \delta(B) \geq \delta(A) + \frac{m-1}{m} \delta(B)$$

since $\delta(A) + \delta(B) \leq 1$ by hypothesis.

Case 2. Assume that $g \geq m$.

We have that $k \geq m$ and $\delta(B') = \frac{k}{g}$ by Proposition 1.2.8.

Therefore,

$$\delta(C) \geq \delta(A') + \delta(B') - \frac{1}{qg}$$

$$\geq \delta(A) + \frac{k-1}{g}$$

$$= \delta(A) + \frac{k-1}{k} \cdot \frac{k}{g}$$

$$\geq \delta(A) + \frac{m-1}{m} \delta(B)$$

and this completes the proof.

We conclude by giving an example of a non-degenerate system $<A, B>$ such that there does not exist a degenerate system $<A', B'>$ which is worse than $<A, B>$. By Kneser, we have that

$$\delta(C) \geq \delta(V) \geq \delta(A) + \delta(B).$$
We partition the positive integers into the following intervals 
\[ [n!, (n+1)! - 1] \] for \( n = 1, 2, 3, \ldots \). Let \( A = B = \bigcup_{n=1}^{\infty} [n!, \frac{1}{4} n! n] \) 
where \( n! n \) is the number of integers in the interval \([n!, (n+1)! - 1]\).

Thus for any \( k \in I_0 \), \( A = B \) will eventually contain \( k \) consecutive 
integers since the number of integers in the interval \([n!, \frac{1}{4} n! n] + \infty \)
as \( n \to \infty \). Since for all \( n \in I_0 \), \( \frac{1}{4} n \leq A(n) \) and \( \lim_{n \to \infty} \frac{A(n!)}{n!} = \frac{1}{4} \),
we have that \( \delta(A) = \delta(B) = \frac{1}{4} \).

We shall proceed to show that there does not exist a system
\( <A', B'> \) degenerate modulo \( g \) which is worse than \( <A, B> \).

Assume there exists a system \( <A', B'> \) degenerate modulo \( g \)
which is worse than \( <A, B> \), then \( A' + B' = I \) since \( A \) and \( B \)
contain \( g \) consecutive integers. For all \( n > 4 \), \((n+1)! - 1 \notin A,
(n+1)! - 1 \notin B \) and \((n+1)! - 1 \notin A + B \). It is clear from the
definition of \( A \) and \( B \) that \((n+1)! - 1 \notin A \) and \( B \). Since the
largest integer belonging to \( A \) and \( B \) less than \((n+1)! - 1\)
is \( n! + \frac{1}{4} n! n \) and the fact that \( 2(n! + \frac{1}{4} n! n) < (n+1)! - 1 \)
shows that \((n+1)! - 1 \notin A + B \). Thus \( A + B \not\sim I \), and since \( <A', B'> \)
is worse than \( <A, B> \), we have
\[ I = A' + B' \sim A + B \not\sim I , \]
which is a contradiction. We therefore conclude that there does not
exist a system \( <A', B'> \) degenerate modulo \( g \) which is worse than
\( <A, B> \). Thus by Kneser we have that
\[ \delta(C) \geq \delta(V) \geq \delta(A) + \delta(B) = \frac{1}{2} . \]
An example of a degenerate system is given in Chapter 3 page 21.
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Appendix I

In Chapter 3, section 5 we omitted the proof of a problem from elementary congruence theory so as not to disrupt our trend of thought in the proof of Theorem 3.5.1. Before presenting the proof, we shall restate the problem.

Let \( x_1, x_2, \ldots, x_r \) be incongruent modulo \( q_1 \) and \( y_1, y_2, \ldots, y_s \) be incongruent modulo \( q_2 \). Let \( R_j = \{x_j + nq_1 \mid n \in \mathbb{I}\} \) for \( j = 1, 2, \ldots, r \) and let \( S_k = \{y_k + mq_2 \mid m \in \mathbb{I}\} \) for \( k = 1, 2, \ldots, s \).

We define

\[
X = \bigcup_{j=1}^{r} R_j
\]

and

\[
Y = \bigcup_{k=1}^{s} S_k
\]

We partition both \( X \) and \( Y \) into \( d = \gcd(q_1, q_2) \) mutually exclusive sets in the following manner:

\[
X = \bigcup_{i=1}^{d} X_i \quad \text{where} \quad X_i = \bigcup_{j} R_j \quad x_j \equiv 1 \pmod{d}
\]

and

\[
Y = \bigcup_{j=1}^{d} Y_j \quad \text{where} \quad Y_j = \bigcup_{k} S_k \quad y_k \equiv j \pmod{d}
\]

Let \( r_i \) denote the number of congruence classes \( R_j \) of \( X \) in \( X_i \) and similarly let \( s_j \) denote the number of congruence classes \( S_k \) of \( Y \) in \( Y_j \).
Lemma 1. If \( i \neq j \), then \( X_i \cap Y_j = \emptyset \).

Proof. Let \( x \in X_i \cap Y_j \). Since \( x \in X_i \), \( x \equiv i \pmod{d} \) and since \( x \in Y_j \), \( x \equiv j \pmod{d} \) which is a contradiction since \( i \neq j \) \( \pmod{d} \). Therefore \( X_i \cap Y_j = \emptyset \).

We have that \( X_i \cap Y_j = \bigcup_{j,k} R_j \cap S_k \). If \( (j,k) \neq (j,k') \), then \( (R_j \cap S_k) \cap (R_{j'}, \cap S_{k'}) = \emptyset \) and hence \( X_i \cap Y_j \) is a union of the \( r_1 s_i \) disjoint sets \( R_j \cap S_k \). The fact that \( \delta(X_i \cap Y_j) = \frac{r_1 s_i}{g} \) where \( g = \operatorname{lcm}(g_1, g_2) \) follows immediately from Proposition 1.2.8 and Lemma 2 (below), since this shows that \( R_j \cap S_k \) is an entire congruence class modulo \( g \).

Lemma 2. Let \( A = \{a + ng_1 \mid n \in I\} \) and \( B = \{b + mg_2 \mid m \in I\} \). If \( a \equiv b \pmod{d} \) where \( d = \gcd(g_1, g_2) \), then there exists an integer \( c \) such that \( A \cap B = \{c + ng \mid n \in I\} \) where \( g = \operatorname{lcm}(g_1, g_2) \).

Proof. Since \( a \equiv b \pmod{d} \), there exists \( k \in I \) such that \( a = b + kd \). Thus, \( A = \{b + kd + ng_1 \mid n \in I\} \) and \( B = \{b + mg_2 \mid m \in I\} \).

If there exists \( n, m \in I \) such that \( kd + ng_1 = mg_2 \), then there exists an integer \( c \) such that \( c \in A \cap B \). Let \( \frac{g_1}{d} = l_1 \) and from elementary number theory \( \gcd(l_1, m_1) = 1 \), and so there exists integers \( p, q \) such that \( pl_1 + qm_1 = 1 \). Thus,
Letting \( n = kp \), \( m = -kq \) we have a solution to \( kd + ng_1 = mg_2 \).

Therefore there exists a \( c \in A \cap B \) and we have that

\[
\{ c + ng \mid n \in I \} \subseteq A \cap B. \quad \text{(Proof.} \quad c + ng = a + n_1 g_1 + ng = a + (n_1 + n m_1) g_1 \in A \quad \text{and similarly} \quad c + ng \in B. \}
\]

To show that \( A \cap B = \{ c + ng \mid n \in I \} \) it is sufficient to show that if \( r, s \in A \cap B \) then \( r \equiv s \pmod g \).

Assume \( r, s \in A \cap B \), then

\[
r = b + kd + i_1 g_1 = b + j_1 g_1 \quad \text{for some} \quad i_1, j_1 \in I
\]

and

\[
s = b + kd + i_2 g_1 = b + j_2 g_2 \quad \text{for some} \quad i_2, j_2 \in I.
\]

Therefore \( r - s = (i_1 - i_2) g_1 = (j_1 - j_2) g_2 \) and so both \( g_1, g_2 \) are factors of \( r - s \), whence \( g = \text{lcm}(g_1, g_2) \) is also a factor of \( r - s \).

Hence \( r \equiv s \pmod g \) and we are done.
Appendix II

Flowchart of Kneser's Theorem and the $\alpha + \beta$ Theorem.