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Abstract

Surgical simulation is a promising alternative for training medical students in surgical techniques. Virtual environments for training manipulative skills in laparoscopic surgery are now well established as research areas. One such skill is tissue dissection, which involves cutting through and separating the tissue after a cut. Tissue dissection is an important procedure in surgical simulation systems, but one that has not yet been adequately addressed.

In this thesis, we use an enhanced surface mass-spring model to simulate virtual dissection by progressive subdivision and re-meshing. We introduce novel algorithms to generate interior structures that show the result of cutting generated by the interaction between instrument and model. Our simulator supports two types of cutting: “cut-into”, in which the instrument only penetrates the simulated tissue, and “cut through” in which the instrument cuts completely through the tissue. In addition, our data structure for object representation after the cutting action allows the original soft object to be divided and a portion manipulated away. The resulting tissue portions are available for further dissection and removal. The dissection environment can support a number of user interface devices that can manipulate different representations of virtual instruments. Force feedback models for these virtual instruments are also implemented. These techniques can be integrated into training environments for both open and laparoscopic surgery.

We have also developed and implemented a training module for laparoscopic surgery and defined three metrics for assessing trainee performance. This module is a novel approach to simulate tissue dissection in that key components of the module are the measures used to assess tissue division skills, and the simulation of a tool familiar to laparoscopic surgeons.
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Chapter 1

1 Introduction

1.1 Motivation

Surgical training is traditionally performed in an apprentice/master style. To gain fundamental surgical knowledge and skills before practice on actual patients, the training includes didactic lectures and hands on training on plastic models, animals, cadavers.

The plastic models can only demonstrate a limited range of anatomy and cannot reflect mechanical properties of living tissue, though they are relatively cheap and can be used many times. Further, not only do different procedures require different models, increasing the cost, not all the required models are available. For practicing cutting and stitching tasks, plastic model must often be replaced. Though test animals such as live pigs are anatomically similar to humans, they do not always reflect human anatomy and are expensive. Cadavers present the most realistic anatomy, but the tissue responses are affected by preserving technologies. In addition, there is a limited supply of cadavers for surgical training and they are quite expensive.

In the apprentice/master style, the novice surgeon in training watches an expert surgeon performing an operation on real patients, and after sufficient experience, he/she may perform operations under expert guidance. After enough practice the trainee then becomes an expert surgeon. A trainer can usually make a value judgement as to the skills of a trainee, just through observation [Smit00]. Experienced surgeons subjectively
evaluate trainees by their “safe pair of hands”, that is, economy and grace of movement [Gall01].

Computer-based surgical simulations, using computers and electromechanical user interface devices, open new possibilities in surgical training, offering many benefits compared to traditional training methods. The benefits include the ability to provide different training scenarios easily, such as different anatomy, pathologies, and operating environment. Moreover, a virtual environment may also recreate unusual situations, which seldom occur in the operating room. The trainee can practise on the same scenario as many times as needed without introducing any additional cost, which will likely accelerate the acquisition of basic surgical skills. Another major benefit of the virtual training environment is its ability to objectively quantify surgical performance and simulate the result of an operation. Finally, a most important advantage of computer-based training environment is that there will be no harm or risk to any animal or real patient. With the technology improvements, when virtual models can eventually represent the actual surgical environment with the same physical properties, texture and complexities, computer-based simulators can be an optimal approach for surgical training.

Laparoscopic surgery (Minimally Invasive Surgery) makes surgery less traumatic to the patient. In this technique, only a few small incisions are made in the patient. Instruments, such as grasping forceps (simply referred to as a grasper in later chapters), scissors, cautery hooks, and staplers, are inserted into the body through small holes. The operating site is viewed through a laparoscope, which is also inserted through a small incision. The trauma caused by the operation is small compared to open surgery, speeding recovery and reducing patient discomfort. However, surgical skill requirements are greatly increased. While performing an operation, surgeons cannot rely on traditional eye-hand coordination since they see a 2D image rather than the real operating site directly. In addition, camera views of the operating site can be unusual and unnatural compared to open surgery, which makes the operation even more demanding. Figure 1.1 shows an example setting of a real laparoscopic surgery. The physical setting of a computer-based surgical training environment is quite similar to this situation, which will
help trainees easily and quickly transfer the skills gained in a virtual system to a real operating environment [Fara00].

Figure 1.1: Example of laparoscopic surgery. (a) The surgeons perform the procedure, while watching inside the body on a 2D screen. (b) The surgeon and the assistant who is holding the camera look at different monitors in the operation.

Because of these benefits, surgical simulators are currently being developed at many research centres [Coti00][Tend00][Biel02][Paya02][Mont02] and industries [BroN99][Kuhn00][Ment][Surg] to create an environment to help train surgeons. However, creating such a simulator is an extremely challenging task since the required knowledge spans many areas. Technical development offers many challenges, including tissue modelling, collision detection, numerical integration methods, user interface
design, and validation. Surgical simulators require real time responses and high fidelity to the real environment, making these problems even more difficult.

Surgical simulators can also be grouped by the training task to be mimicked. Elementary tasks, such as touch and grasp train basic eye-hand coordination and basic instrument manipulation, are relatively simple to implement. However, once the trainee has gained basic skills, they need to practise on a higher-level task, which is more complex, such as dissection and suturing. Such training tasks not only require a great deal of knowledge and skill from the trainee; they are also more difficult to develop technically.

This thesis addresses the simulation of tissue dissection, an essential part of surgical simulators. Tissue dissection, which can be achieved by cutting or cauterising, is a common and important task in both open surgery and minimally invasive surgery. It is important to know where and how to cut since the action is often non-reversible.

1.2 Contributions

In this thesis, we introduce our method of simulating tissue dissection. Our method can generate virtual arbitrary cuts, which dynamically follow the user-controlled instrument without noticeable delay. Since surgeons mostly rely on visual and haptic feedback during surgery, look and feel, i.e. visual and haptic appearance, are the most important concerns in developing such a training environment.

The results of cutting actions in our method, i.e. wounds, open after an incision is made, and are displayed on the computer screen. This is achieved by modifying the virtual tissue models according to the cut. How such modifications are implemented will greatly affect both the sense of realism and the computational load. Given the high refresh rate needed for haptic rendering, a smaller number of model elements can considerably reduce computation time. This would suggest a large initial average element size. We propose a subdivision method to simulate the cutting, which generates better visual results than removing intersected elements.

Soft object models used in simulators greatly affect the efficiency of subdivision algorithms and hence real-time performance. Objects can be modelled using either
surface or volumetric models. Since we are only interested in surface nodes for visual rendering, a surface mesh model seems appropriate to simplify the modification process. However, most previous work takes a volumetric approach to simulate cutting, using for example tetrahedral elements, since standard surface models cannot deal with the interior structure of an object for creating cutting results. This thesis also addresses this problem, introducing a novel algorithm to add interior structure to the object during the cut. This approach opens another direction to simulate cutting.

Since it is hard to determine depth while looking at a 2D screen, a sense of touch becomes essential to surgeons in laparoscopic surgery. Our simulator can also send reaction forces to the user through a haptic user interface device. We propose a simple force feedback model for various instruments and interactions, such as scalpel, cautery hook and grasper. The user can also interact with the system using multiple instruments, currently implemented using a two-handled device.

As part of a prototype of a surgical training environment, we also defined and developed a training task to help the trainee acquire laparoscopic manipulative skill by using this tissue dissection simulator. To assess the trainees' performance, three novel and task-related metrics are also defined.

1.3 Organization

In Chapter 2 we outline previous research in related fields and show how the thesis contributes to the field. Chapter 3 gives a system overview and explains the main components of our simulator. In Chapter 4, we explain our progressive cutting method in detail and analyse system performance. Chapter 5 introduces our haptic feedback models for the instruments implemented in our simulator. Chapter 6 describes the training task we defined. We conclude and discuss possible future work in Chapter 7.
Chapter 2

2 Related work

Much work has been done in the areas related to the research of this thesis. In the area of cutting simulation, most of the previous work focuses on volume-based modeling approaches. Research related to haptic methods in various applications has received more attention recently. Haptic feedback applied to tissue dissection has also been addressed by some previous research. Though computer based surgical training environments have the advantage of being able to objectively quantify surgical performance, currently there are no well-accepted quantitative evaluation metrics for surgical skills assessment. Various researchers have proposed a variety of methods, all of which generally contribute to defining such a standard measurement. The following sections review the work related to this thesis using these three categories.

2.1 Cutting Simulation

Contrary to standard modelling approaches concerned with fixed mesh topologies, cutting modifies the topology and geometry of the model significantly. How such modifications are implemented will greatly affect both the sense of realism of the cut and the computational load.

For realistic cutting, a simulator should allow free-form cuts that follow the user’s motion, that is, the cutting path can be arbitrary. Several approaches to determining the cutting path are described in the literature. One approach is the user selects successive points on the object’s surface. These points define the outline of the cutting path and need
to be linked together to form a continuous path. Wong et al. use Dijkstra's shortest-path algorithm to link these points [Wong98]. In another approach, the user traces the contour directly onto the mesh using a point-based representation of the cutting object [Bruy01_1]. Since cuts should graphically coincide with the location of the virtual cutting tool, a more natural way is that the user moves a virtual tool and the cutting path is determined by the intersection path of the tool and the virtual objects; this is the method implemented in this thesis and some other simulators.

The cutting technique can be further categorized by the representation of the virtual tool. The virtual tool can be modelled simply as a single point of intersection as Bruyns and Senger did in [Bruy01_1]. A common model chosen by many researchers is an ideal object, which simplifies intersection tests. A line segment is widely used to represent the actual cutting tool [Tana98] [Biel99] [Mor01] [Nien01] [Basd99]. We also use a line segment to represent our cutting tool (scalpel or cautery hook). Ganovelli et al. define the cutting shape as a simple convex planar polygon [Gano00]. However, all these approaches only allow a single cutting point, edge or surface. Only Bruyns et al. allowed multiple cutting surfaces such as scissors [Bruy01_2] [Bruy02].

After define the cutting path, the next question is how to simulate the cut. There are two main techniques to simulate the cutting operation. The first simply removes primitives intersected by the cutting instrument. The second regenerates the cutting path by re-meshing intersected primitives, forming a gap in the mesh. Cotin et al. proposed representing the cut by removing intersected tetrahedral elements [Coti00]. Tanaka et al. simulates the cut by removing a thin volume around the cutting instrument using Boolean operations [Tana98]. These methods have the advantage of avoiding creating new primitives. However, they usually result in a jaggy and irregularly shaped result.

The re-meshing method has the additional cost of computing the intersection path; but provides a better representation of the actual cutting path defined by the instrument’s movement. Re-meshing methods can also be further classified by the number of new primitives created due to re-meshing. One approach is to separate the intersected element, e.g. facet or tetrahedron. This approach tries to avoid increasing the number of elements. Boux et al. proposed a scheme to separate facets by breaking the spring along edges to
simulate the 2D tearing phenomenon [Boux00]. Nienhuys et al. also suggested a way to cut along faces of a mesh by adapting the mesh locally so that there are always triangle edges on the cutting path [Nien01]. However, considering the required high refresh rate, especially for haptic rendering and feedback, a smaller number of model elements can considerably reduce computation time. This would suggest that average element size should initially be large and later be subdivided during the cutting task.

Soft object models used in simulators greatly affect the efficiency of subdivision algorithms and hence the real-time performance. Objects can be modelled utilizing either surface or volumetric models. Though volumetric models such as tetrahedral models are often chosen for their ability to simulate objects with interior structure, topological modification of such models is extremely complex. For example, tetrahedral elements cut by planar surfaces will fall into one of five different topological cases, based on the number of cut edges and intersected faces, as shown in Figure 2.1. To maintain tetrahedral elements after topology modification, a single tetrahedron may ultimately be split into 17 new ones [Bie199]. Even with the minimal new element creation method introduced in [Mor00], five to nine new elements are created for each cut element. On the other hand, surface mesh models are relatively easy to manipulate compared to volumetric models [Rein96] [Mese97]. However standard surface models cannot deal with the interior structure of an object for creating cutting results and interior grooves of cuts. This thesis also addresses this problem, introducing a novel algorithm to add interior structure to the object during the cutting process.

Figure 2.1: Five different topologies generated when cutting a tetrahedron. Used by permission of D. Bielser and M. Gross, Computer Graphics Laboratory, ETH Zürich. [Bie199]
Another simulator requirement is that cuts should grow dynamically as the user moves a cutting instrument through an object, without noticeable time delay. However, changing the topology and geometry during cutting will affect algorithms for both computation of deformation and interference checking. To our knowledge, relatively little research has addressed this problem. However, progressive cutting excludes cutting algorithms that depend on knowing the whole path of the cutting instrument [Gano01] [Nien01] [Tana98]. [Mor00] was the only paper we have found in the literature that describes a detailed method to modify a tetrahedral model simultaneously with instrument movement; they accomplish this by introducing a temporary subdivision.

In this thesis, we propose a surface subdivision method to generate a progressive cut while the user moves the cutting instrument within a triangle. When the cut leaves the triangle, the cut is made permanent. The subdivision scheme applied to each triangle is a function of the state of interaction with the instrument. We introduce a state machine to model the two types of progressive cutting: cutting into an object, and cutting (completely) through an object. Our progressive cutting algorithm will be described in Chapter 4.

2.2 Haptic Interface

Visual and haptic feedbacks are essential to interacting with surgery simulators. Haptic refers to manual interactions with environments and is concerned with being able to touch, feel, and manipulate virtual objects in the environment [Srin97]. Haptic feedback can be categorized as tactile feedback or force feedback. Tactile feedback is sensed by receptors close to the skin, especially in the fingertips. Tactile feedback is useful for presenting information about texture, local compliance, and local shape. The sense of touch is critical for example when surgeons palpate the skin to check for suspicious masses. However, tactile feedback is not widely used in current surgical simulators due to the lack of good hardware for this purpose [Liu03].

Several commercial force feedback devices used for surgical simulation are currently available. One of the most commonly used devices is the PHANToM from Sensable Technology, a point contact device. The PHANToM evolved from haptic
research at the MIT Artificial Intelligence Laboratory [Mass94]. Another popular force feedback device is the Laparoscopic Impulse Engine (LapIE) from Immersion Corporation, which mimics tools used in laparoscopic surgery. A probe passes through an opening in the top of the frame, which is a representation of the incision in the patient’s body during laparoscopic surgery. The probe has four degrees of freedom, three rotational and one translational. Force feedback is provided in all four degrees of freedom. Further input is provided through scissor grips, but force feedback is not available for this motion. We use this device as the force feedback interface in this thesis work, as shown in Figure 2.2 (a).

Immersion Corporation has recently produced another force feedback device, called a Laparoscopic Surgical workstation, which consists of two laparoscopic tools with interchangeable handles, as shown in Figure 2.2 (b). With the standard scissor-type handle, there is a fifth haptic degree of freedom that allows simulation of the grasp forces associated with tasks such as cutting and blunt dissection [Imme].

![Figure 2.2: (a) Immersion Laparoscopic Impulse Engine. (b) Immersion Laparoscopic Surgical workstation. Reproduced by permission of Immersion Corporation, Copyright © 2004 Immersion Corporation. All rights reserved.](image)

Various algorithms were developed to simulate the haptic feedback of interactions with virtual objects in many different applications [BasdOl-11]. One approach is penalty-based methods, i.e. forces applied to the haptic devices are proportional to the amount of penetration into the virtual object [Mass94]. To determine the penetration, the virtual object is subdivided into sub-volumes, each of which is associated with a surface. When the probe tip is inside a sub-volume, the force is normal to the associated surface and the magnitude is proportional to the distance from the surface. This simple approach works
fine when the direction and amount of penetration are easy to determine [Avi96]. However, it has some limitations such as lack of locality when multiple objects are allowed to intersect and no sufficient force preventing the probe passing through when the object is small or thin for lack of adequate internal volume.

Constraint-based methods were first proposed for haptic applications by Zilles and Salisbury [Zil94] to address the limitation of penalty-based methods. Their method employs a god-object, which is constrained by objects in the environment. The god-object is placed where the haptic interface point would be if the haptic interface and object are infinitely stiff. The god-object’s position is chosen to be a point on the currently contacted surface, which is nearest to the haptic interface point. Ruspini et al. extended this idea with a model, referred to as a “proxy” [Rusp97]. The force it sends back to users is a combination of force shading, friction, surface stiffness and texture, which is computed by simply changing the position of the virtual “proxy”. The virtual proxy is an object that substitutes for the physical finger or probe in the virtual environment. The force sent back to the haptic device is proportional to the vector from the physical probe tip position to the virtual proxy. The force shading for curved surfaces proposed by Morgenbesser et al. [Morg96] is similar to the Phong shading concept in graphics. They compute the force direction vector for each constraint point by interpolating between vertex normal of the intersected polygon.

A key issue in integrating force feedback into surgical simulators is the high update rate required to achieve a stable feel. Real-time surgical simulation often requires computing the deformation of visco-elastic human tissue and generating both graphic and haptic feedbacks. Simulating the deformations involves calculating the tissue successive shape over time. Reaction forces result from the interactions between the virtual instruments, which are controlled by the haptic devices, and tissue models. To satisfy the requirement that virtual tissue models must look and behave realistically, the models must be based on physical laws governing the dynamic behavior of deformable objects. To update the new positions of physics-based deformable models, usually requires solving a set of differential equations, which is computationally demanding. The visual display only needs the shape of the models to be updated at (a minimum of) 30Hz. However, the reaction forces sent to the haptic interface should be updated at a rate
around 1000Hz for high fidelity. Many approaches have been proposed to address this mismatch [Mark96]. The common technique is based on using a local model for haptic interaction [Barb02], between visual and haptic update. Astley and Hayward also introduced a method based on Finite Element models [Astl98]. The main idea is to reduce the computation required in the areas far from the area being interacted with. Cavusoglu and Tendick proposed a multirate approach, which uses a local low-order linear approximation to model inter-sample behaviour of the non-linear full-order model [Cavu00]. D’Aulignac et al. demonstrated a mass-spring model that uses a local model to update at higher rate than the complete model by using a buffer model [Auli00]. The local model is based on a constraint surface, similar to our home spring idea that is updated based on the previous history. Zhang et al. also proposed a method to reduce computation on a mass-spring model in haptic rendering [Zhan02_1]. Their technique is based on the observation that the user cannot perceive the difference between two objects with different levels of detail, if the levels of refinement exceed a certain threshold.

Haptic feedback also greatly enhances interaction with surgical simulators. Several approaches have been proposed to deal with the modelling of cutting forces. Tanaka et al. considered cutting forces to be a function of a viscous friction force related to tool’s velocity [Hiro99]. Basdogan et al. simulated the interaction force between a cutting instrument and the surface of an object as a spring force proportional to the penetration depth [Basd99]. Bielser et al. was the first to propose a scalpel reaction force generation model [Biel00]. Contrary to the above approaches, Mahvash and Hayward proposed a method that computes interaction forces using energy considerations [Mahv01].

In this thesis, we propose a haptic interface model, i.e. a haptic force generation model, for the three surgical instruments used in our tissue dissection module: scalpel, grasper and cautery hook. These are described in Chapter 5. We use the Immersion Laparoscopic Impulse Engine as our haptic user interface.
2.3 Training and Performance Assessment

The objective of surgical simulators is to help users develop the skills necessary to perform a procedure successfully. Skills are trained or learned, and imply some coordinated physical or cognitive activity to achieve a goal [Patr92]. Since there are few standard training methods in surgery, little information exists about the essential skills that must be trained. Consultation with experts can identify some component skills in a complex situation. Task analysis is also an approach to identify skills necessary to a surgical operation. Cao et al. have proposed a hierarchical task analysis method, by which a surgical procedure is decomposed into tasks, subtasks and motions [Cao99]. Many computer-based surgical trainers use such component tasks rather than a whole procedure to train. Examples include the commercially available Minimally Invasive Surgical Trainer Virtual Reality (MIST VR) and the research system called SFU-LTE, developed by Payandeh et al. [Paya03]. The training tasks in these simulators use component tasks to train specific skills and expect the trainee can combine a set of specific skills and apply them on a more complex task.

Several publications for testing the training effectiveness of virtual reality systems have been found in the literature [John]. Jordan et al. evaluated three types of laparoscopic simulator training to assess their ability to enhance the users' skill [Jord01]. Thirty-two novice subjects were randomly assigned to groups using different training methods. One group was assigned to use a virtual reality simulator (MIST VR); two others were given a physical laparoscopic Z or U maze-tracking task. A control group received no training. Subjects were asked to perform a laparoscopic cut before and after training. The result shows that subjects who trained on MIST VR made notably more correct incisions and fewer incorrect incisions. This suggests that training on a virtual reality simulator such as MIST VR helps laparoscopic novices gain skills faster. Seymour et al. [Seym02] also claimed that the use of MIST VR improved the OR (Operating Room) performance of residents during laparoscopic gallbladder dissection by the way of shortening their operating time and reducing errors. This supports the possibility of the transfer of training skills from VR to OR.
However, Ahlberg et al also did an experiment with MIST VR with the result that it did not improve the surgical skills of the subjects, but performance with MIST VR correlated with actual surgery performance [Ahlb02]. Their experiment is similar to Jordan’s. Twenty-nine medical students were randomised into two groups. One group received MIST VR training beforehand. Then both groups performed a laparoscopic appendectomy in a pig and their performances were videotaped and examined by three experienced observers separately. There was no significant difference in performance between the two groups. However, if someone’s performance was poor using MIST VR, their performance in the pig surgery was also poor. This suggests another application of virtual reality surgical simulators, i.e. as a tool for objective assessment of laparoscopic skills. Gallagher and Satava’s experiment shows that experienced laparoscopic surgeons performed the MIST VR tasks significantly faster, with less error, and more economy of movement than the inexperienced laparoscopic surgeons and novices [Gall02]. This study shows that MIST VR can be used as a metric to distinguish among the performances of experienced, junior and novice laparoscopic surgeons.

Assessing surgical performance requires well-defined metrics. However, surgical skills are traditionally assessed through subjective evaluation with experienced surgeons’ observations [Mood03]. Computer-based systems offer possibilities for objective assessment of performance. They can quantify many parameters such as instrument motion, applied forces, and instrument orientation [Styl03]. However, currently there are no standard metrics for surgical performance assessment. Different research groups have proposed many different metrics for specific surgical procedures. Surgical skills involve both perception and motion skills, e.g. simple motor skills such as two-handed manipulation of tissue, and complex skills such as suturing [Liu03]. Metrics for perceptual-motor skills include time, accuracy and task-based criteria. Completion time is a common metric; however it is not the best metric for surgery since the fastest surgeon may not be the best. Accuracy can be defined with position, path, force, or unintended contacts.

Cotin et al. tried to propose a standardized and task-independent scoring system for performance assessment [Coti03]. The metrics used in their simulator CELTS are completion time, path length, motion smoothness, depth perception and response
orientation. Moody et al. proposed several objective metrics for suturing, such as mean
stitch completion time, inter-stitch time, peak grip force applied and coordination
[Mood03]. Surgical skills are "vague" however, and are often characterized by terms
such as "too long, too short". Therefore, Ota et al. suggested including fuzzy logic in VR
simulators to measure surgical skills [Ota]. Hidden Markov Models (HMM) are also used
to objectively assess surgical performance. HMM was chosen by Rosen et al since it fits
the grammatical structure of the surgical task. Each laparoscopic surgical task can be
decomposed into a series of finite states of the interactions with the tissues. The surgeon
can move from one state to another or stay in the same state for a certain amount of time.
Rosen et al. assessed an objective laparoscopic surgical skill scale using HMM based on
the data acquired by the Blue DRAGON system they developed [Rose02] [Rose03].

In this thesis, we define a training task for tissue dissection as part of developing
laparoscopic manipulative skills. Such a task has not been well addressed in the literature.
Three task-based metrics are also defined and described in detail in Chapter 6.
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3 System Overview

The development of a surgical training environment involves several technically challenging topics. This thesis does not investigate all such topics at the same level of detail. However, to build a system that can implement our proposed methods to simulate tissue dissection requires a framework that supports all the essential parts of a surgical simulator. In this section, we explain the interactive framework we have developed to simulate tissue dissection.

As shown in Figure 3.1, there are five main components of our surgical simulator: soft tissue simulation, collision detection, interactions between instruments and tissue models if interference occurs, displaying the result of tissue deformation visually and haptically (i.e. visual and haptic rendering).

In this simulator, soft tissue is modelled with a surface-based mass-spring model. The surface mesh, which models the outer surface of the tissue, is composed of triangles.
Collision detection between instruments and models is carried out by intersection checking of a line segment representing the instrument and triangles of the object mesh.

Various instruments are used in real surgery. In this simulator, we implemented three instruments, scalpel, cautery hook and grasper, which are widely used in tissue dissection tasks. Interactions between instruments and models are different, depending on the instruments’ functionality. Tissue deforms when the instruments interact with it. The deformation is based on a mass-spring model. When an instrument interacts with a tissue model, a force is required to deform the model; the system also calculates this force and sends it back to the user through the haptic interface. We will explain these components in detail later in this chapter and following chapters.

3.1 Simulator Operation

The essence of simulator operation is supporting interactions between models of one or more tissue objects and virtual instruments. In order to make it easy for users and experimenters to define various shapes, we chose the VRML (Virtual Reality Modelling Language) file format as the means of representing geometric shapes external to our program. VRML is an open standard for virtual reality on the Internet. We choose VRML model since there are many free VRML models available on the Internet. Though VRML models have many properties, such as material and texture, we only use geometry and topology information, i.e. vertices’ coordinates and how they are connected together. Therefore, we can use any version of VRML files, no matter VRML 1, 2 or 97. A VRML model can be composed of arbitrary planar polygons, e.g. triangle, rectangle etc. However, since our progressive subdivision algorithm to simulate cutting is based on triangle, we only use VRML models composed of triangles.

Each virtual tissue model in our simulator is represented by a mesh, which contains its vertices, edges and triangles. When our simulator starts, it first reads in the VRML file and generates the meshes, which represent the outer surface of tissue objects, based on the geometry and topology information of the VRML model. For more information about VRML and our data structure used in this thesis, please refer to Appendix A.
Our simulator can support multiple instruments to interact with the tissue model simultaneously. Each virtual instrument is controlled by a hardware input device, e.g., keyboard, Immersion Laparoscopic Impulse Engine (LapIE), and Immersion Virtual Laparoscopic Interface. For instance, we can have two different instruments, one keyboard-controlled grasper and an Immersion LapIE controlled scalpel, in the same scenario. Otherwise, we can have two graspers controlled by Immersion Virtual Laparoscopic Interface (VLI), which is a two-handled device without force feedback. The motion of an instrument is independent of other instruments.

As shown in Figure 3.2(a), the simulator starts by initializing tissue and virtual instruments models and then loops through a refresh cycle. Each refresh cycle consists of as many modification cycles as can be executed in approximately 30 ms followed by a single display cycle in which the updated tissue and instrument models are graphically rendered. As shown in Figure 3.2(b), a modification cycle consists of updating the instrument’s current position, collision detection between instruments and tissue models, determining corresponding interactions, deforming the tissue model and sending force feedback to the instruments.
Figure 3.2: System diagram

Though higher rates are obviously desirable, a 30 fps (frames/s) graphic refresh rate is sufficient for acceptably smooth visual feedback. Therefore, the time between two graphic display cycles is about 30ms. A simple straightforward single modification cycle followed by a single graphic display cycle, as shown in Figure 3.3(a) would result in restricting the haptic refresh rate. For smooth force feedback, the force must be sent to the haptic device at a rate as high as 1KHz. Since force feedback is updated in the modification cycle, we want to repeat the modification cycle at as high a rate as possible within the limits of the current single thread mode. In our approach (Figure 3.3(b)), N modification cycles and one "rendering cycle" occur for each overall cycle, i.e. each time through the simulation loop. We aim for an overall rate of approximately 30 fps, or 30ms.
per cycle. If \( T, T_m \) and \( T_d \) are respectively the overall, modification and display cycle times, then the number of modification cycles is \( N \), where \( T = N^* T_m + T_d \). The overall rate of \( 1/T \) will vary with graphical complexity of the models and instruments, and with CPU speed.

![System time distribution chart of rendering](image)

**Figure 3.3: System time distribution chart of rendering**

In each modification cycle, the current position of every instrument is read in. For each tissue model, we check for interference with all instruments. If interference occurs, then the state of interaction is determined. For instance, if the force exerted by the scalpel exceeds the cutting threshold, the tissue model will be cut, i.e. its topology will be changed. The model will also deform due to the cut. Reaction forces will be calculated according to the current interaction state and sent back to the haptic device. This process is repeated for each instrument, as illustrated by the following pseudo code. We will detail the different interaction state in chapter 5.

```plaintext
for (all the tissue model) {
    for (all the instrument) {
        Interference checking ();
        Determine interactions ();
        Modification according to interactions ();
    }
}
```
Calculate and send back force ();
}
Model deformation ();
}

3.2 Mass-spring Model

To satisfy the requirement that objects must look and behave realistically, the models must be based on physical laws governing the dynamic behaviour of deformable objects. The choice between the two commonly used physics-based approaches, mass-spring models and the finite element method (FEM), has long existed. Though the finite element method offers more accurate modelling than mass-spring models, it is computationally more demanding and usually requires considerable simplification for real-time applications [Pici00][Nien01][Mor00]. Furthermore, topology modification precludes any pre-computation for FEM. Mass-spring models are widely used in simulation of cutting due to their simplicity and low computational requirement [Mese97][Biel00][Bruy01].

In this section we will introduce our modelling method, a modified mass-spring model. Such models are commonly used to simulate deformable tissue. In mass-spring models, each vertex is a mass point (a node) and each edge is a spring and the edges form a 3D mesh. Vertex displacements are calculated through solution of differential equations that model the mass-spring system. As mentioned earlier, virtual objects can be modelled by either volumetric element, such as tetrahedral or polygonal surface elements, such as triangles. A mass-spring model can apply to both. However, calculating both vertex displacements and topological modification is simpler for surface mesh models. In addition, we are only interested in the outer surface for display. Therefore, we choose a surface mass-spring model to simulate the deformable virtual objects in this thesis.

In our model, the simulated surface is divided into small triangles, where each vertex is a mass point. A linear spring is defined along each triangle edge. These springs are called “mesh springs” because they model the surface of the object. When a soft elastic object deforms, the interior of the object also contributes to the shape of deformation. To reflect this fact in our model, each node is also connected by a spring to its initial or “un-deformed home” position, thus the name “home springs” (home position
and rest shape refer to the same configuration). Home springs can be used to define an internal structure for the object. The set of home positions comprises the rigid kernel of the deformable model, which preserves the object’s shape [Mese97] [Zhan02]. We also added damping to the mesh by adding to each mass node a force proportional to its velocity, but in the opposite direction.

We also added damping to the mesh by adding to each mass node a force proportional to its velocity, but in the opposite direction.

![Mesh Spring](image)

![Home Spring](image)

**Figure 3.4: Part of a mass-spring model**

Figure 3.4 shows part of the modelled surface. In this figure home springs are drawn with nonzero length to depict their existence. Each edge can have a different spring constant and the nodes can have different masses. However, the spring constants are not based on real material properties as in FEM. For a homogeneous model, the spring constant for each spring should be inversely proportional to spring length. However, there is no well-accepted algorithm in the literature to set spring constants such that the virtual mesh will have the same elasticity as real material. This mass-spring model seems better suited for surgical training, which requires more emphasis on visual realism than exact, patient-specific deformation, but requires that simulations be performed in real-time.

Model deformation results in vertex displacement. The displacement propagates to the neighbouring area due to spring forces. To simulate the tension of soft tissue, every mesh spring has been initially stretched, i.e. its rest length is less than its initial length. Thus, once a cut is made, surface spring forces will open up the cut.

### 3.3 Deformation Calculation

At any time $t$, the motion/deformation of the mass-spring model $M$ of $n$ nodes $i$ ($i=1, \ldots, n$) can be described by a system of $n$ differential equations, each expressing the motion of a node $i$:
\[ \dot{x}_i = v_i \quad \text{and} \quad \dot{v}_i = a_i = \frac{f_i}{m_i} \]  

(3.1)

In equation (3.1), \( x_i \) and \( v_i \) are the position vector and velocity vector; \( f_i \) is the total force (i.e., forces from other nodes and external forces, e.g. gravity force) exerted on node \( i \); \( m_i \) is the mass value of node \( i \), which is a scalar value. \( x_i, v_i, \) and \( f_i \) are vectors with three components, corresponding to the three coordinates in Cartesian space. Now, in order to solve for \( x_i \) in (3.1), we need a description of \( f_i \).

\[ f_i = -K_d v_i + K_h l_{h_i} + K_m \sum_j \frac{l_{ij}}{|l_{ij}|}(|l_{ij}| - r_{ij}) + f_i^e, \]  

(3.2)

where \( l_h \) is the displacement vector from the node’s current position to its home position; \( l_{ij} \) is the vector pointing from the \( i \)th node to its \( j \)th directly connected neighbour node; \( r_{ij} \) is the rest length of the mesh spring connecting the \( i \)th node and its \( j \)th neighbour node; \( f_i^e \) is the external force applied on the \( i \)th node. We denote the mesh spring constant as \( K_m \), the damping constant as \( K_d \), and the home spring constant as \( K_h \).

This is a system of first order differential equations. We use numerical techniques to approximate the solution. In our implementation, we use Euler’s method for its simplicity and efficiency as the following:

\[ v_i(t + \Delta t) = v_i(t) + a_i(t)\Delta t \]

\[ x_i(t + \Delta t) = x_i(t) + v_i(t)\Delta t \]  

(3.3)

The program starts with initial values of positions. The nodes start with zero velocity. However, as we simulate the tension of soft tissue by initially stretching every mesh spring, the total force on each node is not zero. Therefore, the nodes will move until equilibrium positions are reached. This process takes only a few seconds depending on the number of nodes and computing speed. The equilibrium positions are the actual start positions of our virtual models.
There are two main approaches to calculate the deformation. One way is global deformation, i.e. go through all the vertices in the model to get their equilibrium positions. Another way is to use local deformation, in which the deformation calculation is localized to a limited area around the affected area. Since time for a global deformation calculation increasing linearly in the number of nodes in the mesh, the global deformation is computationally demanding if the model has many nodes. If we only consider deformations that start from a point of deflection instead of the area immediately surround the cut, local deformation will significantly reduce the computational load. The main idea of local deformation calculation is that if the total force $f_i$ on a vertex is smaller than a threshold, propagation of the deformation calculation will stop [Brow01]. We start the calculation from seed vertices, which are the three vertices of the intersected triangle, as the three circled nodes shown in Figure 3.5. We calculate the deformation of each seed vertex; if the total force is bigger than the threshold; we then traverse to their neighbour vertices. Neighbour vertices are the vertices directly connected to this vertex by an edge, as shown in Figure 3.5.

![Diagram](image)

**Figure 3.5: Illustration of local deformation calculation propagation.**

### 3.4 Collision Detection

The collision detection procedure detects any interaction between the surgical instrument, such as scalpel, grasper and cautery hook, and the virtual tissue model. Surgical instruments have different shapes and functionalities (Table 3.1). As a result, different rendering and collision detection algorithms are needed for determining the state of interaction between the tool and the surface.
<table>
<thead>
<tr>
<th>Instrument Name</th>
<th>Real Instrument Picture</th>
<th>Virtual Instrument Representation</th>
<th>Collision Detection Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laparoscopic grasping forceps</td>
<td><img src="image1" alt="Real Instrument Picture" /></td>
<td><img src="image2" alt="Virtual Instrument Representation" /></td>
<td><img src="image3" alt="Collision Detection Representation" /></td>
</tr>
<tr>
<td>Laparoscopic cautery L-hook</td>
<td><img src="image4" alt="Real Instrument Picture" /></td>
<td><img src="image5" alt="Virtual Instrument Representation" /></td>
<td><img src="image6" alt="Collision Detection Representation" /></td>
</tr>
<tr>
<td>Open surgery scalpel</td>
<td><img src="image7" alt="Real Instrument Picture" /></td>
<td><img src="image8" alt="Virtual Instrument Representation" /></td>
<td><img src="image9" alt="Collision Detection Representation" /></td>
</tr>
</tbody>
</table>

Table 3.1: Surgical instruments
As shown in Table 3.1, we have simulated two instruments used in laparoscopic surgery, a grasping forceps (referred to as grasper in this thesis) and a cautery L-hook. We also simulate a scalpel that is widely used in open surgery. For the purpose of graphical display, instruments are represented by many triangles in order to give the instrument a realistic appearance. The third column in Table 3.1 is screenshots of our virtual instruments in the simulator. For collision detection purposes, the instrument representation is simplified to a small set of line segments, as shown in the forth column of Table 3.1. Collision detection then reduces to detecting intersections between line segments and triangles (See Appendix B for detail algorithm). We will find the exact intersection point of the line segment and triangle. We define two types of line corresponding to different portions of the instruments. One type of line deforms the tissue when it contacts the tissue. The other type cuts the tissue. As shown in row 3 column 4, AB and BC are the cutting lines for cautery hook while CD deforms. All the lines of the grasper deform the tissue by either pushing in or stretching out. For the scalpel, we only consider line segment AB as the sharp edge, which represents the blade, and all the other line segments deform. Therefore, the collision detection method for different instruments varies.
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4 Progressive Cutting

Tissue dissection is an important procedure in surgical simulation systems. Dissection involves cutting through and separating tissue after a cut. Users of surgical simulators expect to see the result of cutting as they move the instrument, without noticeable delay. Re-meshing is needed for this and must be performed as the cutting tool travels along its path. This is referred to as progressive cutting, and excludes algorithms that depend on knowing the final intersection state of the instrument and the virtual models. Mor and Kanade [Mor00] first detailed a method to modify tetrahedral elements simultaneously with tool movement.

We propose a surface subdivision method to generate a progressive cut as the cutting instrument moves within a triangle. We have not found any previous detail description of similar work in the literature. The subdivision scheme applied to each triangle is determined by the state of intersection with the instrument. A state machine is introduced to model two types of progressive cutting.

In our proposed method for dissecting an object and splitting it into many pieces, the original un-cut model is separated at the data structure level, which represents the object. In this approach, each dissected piece can subsequently be manipulated individually, i.e. it can be deformed, moved away by a grasping tool, or further dissected into smaller pieces. It is believed that such a modelling approach offers an important advance in surgical or biological simulators.
In this chapter, we describe our progressive cutting algorithm, which simulates the tissue dissection operation based on a surface mesh model. Following the introduction of some useful notation, we introduce our generalized progressive cutting and interior structure generation algorithms. Our method to completely divide a model into two components, i.e. dissect it, and move one or both components will also be described. We will also present some results from our system along with a brief performance analysis. Finally, a discussion of the approach and suggestions for future work are given.

4.1 Conceptual Overview

4.1.1 Definitions of cut

In our simulation, a cutting operation is defined as the movement of a cutting instrument while penetrating an object. To speed up collision detection computations, we simplify the cutting instrument and represent it as one or a small number of line segments, representing cutting edges. Collision detection then reduces to detecting intersections between line segments and triangles.

![Figure 4.1: Example of cutting operation](image)

Figure 4.1 shows an example of part of an object surface model composed of triangles. A cutting path is defined by moving a virtual instrument through the mesh. Once the instrument makes contact with the object, e.g. triangle T1, we deem it as the start of a cut. As the instrument moves, the underlying object mesh is modified by local subdivision. This subdivision algorithm will be described in Section 3.2. Depending on the relative sizes of the mesh and the instrument, the instrument path inside a triangle may not be a straight line, e.g. the dashed line in Figure 4.1; however, we simplify any path within a triangle to a single straight line segment connecting the first and last (or most recent) intersection points in the triangle (solid line). If the instrument is lifted up and loses contact with the object, the algorithm enters a termination state. For example,
triangle T7 is the last triangle that the instrument has contacted. In this thesis, triangles like T1 are called *start state* triangles and T7 are called *termination* state triangles, T2...T6 are referred to as *midway* triangles.

**4.1.2 Side of the blade the vertex is on**

When the path crosses a triangle’s edge, we generate two new vertices on that edge by subdivision. One will lie to the left of the blade and one to the right. When the path goes through a vertex, the vertex will be split into two and triangles around that vertex must be reconstructed. In order to properly subdivide the triangle it will be necessary to know which side of the “blade” each vertex of the cut triangle is on. We use the scalpel-edge sweep plane to determine this, as shown below. We set a flag for each vertex, called a side flag, for later use.

![Figure 4.2: Finding which sides of the blade plane vertices are on.](image)

As shown in Figure 4.2, $P_{current}$ is the current intersection point and $P_{previous}$ is the previous intersection point.

Define vector $\text{path} = P_{current} - P_{previous}$

Since the previous scalpel direction and current direction may not lie in the same plane, the scalpel sweep plane is defined as a plane containing the path vector and the current scalpel axis. This plane then determines which side of the blade vertices A and C are on. Looking at where the scalpel came from, A is to the left and C is to the right in this example. However, choosing which is left (and right) is not critical to the system; we just need a consistent reference.
4.1.3 Two types of cutting

With our surface mesh model, we consider two types of cutting in our simulation. As shown in Figure 4.3(a), we say a “cut-into” type of cutting occurs if the instrument only penetrates one layer (also referred as the top layer in later descriptions) and “groove” triangles will be generated. “Cut-through” type cutting occurs when the instrument cuts completely through the object (both the top and bottom layers). Triangles, referred to as “side” triangles, which connect top and bottom layers will be created depending on the type of intersection.

![Figure 4.3: Illustration of two types cutting](image)

4.1.4 Two ways to start a cut

For general dissection operations, we must deal with the cutting instrument starting to intersect the object in two different ways. Figure 4.4 illustrates possible state changes between the intersection cases of the cutting instrument and object. “Pierce-in” occurs when the instrument’s tip penetrates the object first, like cut-into; the instrument is moved essentially along its long axis. However, if the instrument continues pushing through the object, entering by being moved perpendicularly to its cutting edge, it penetrates two layers, generating a cut-through type of cut. Figure 4.1 is an example of pierce-in. The second case is called “slide-in” and occurs when the cutting edge of the instrument cuts into the tissue while its tip is outside of the model. Here, the line segment representing the sharp edge of the instrument has, in general, two intersections with the model surface. In this case, the start state triangles on top and bottom layers must be adjacent, i.e. share either an edge or a vertex.
If the instrument pierces the top layer only, it "cuts-into"; the state is "cut-through" if it cuts completely through the object. The state may change as the instrument cuts, depending on depth of cut.

If the cutting tool slides-in and cuts-through the whole object, the object is dissected into two pieces. We also propose a method to separate the model into two, described in section 4.3.

4.2 Collision Detection

To find the first cutting point, all surface triangles are tested for intersection with the sharp edge. The exact intersection point of the instrument and the tissue model is
found by a line segment, i.e. the sharp edge, and triangle intersection algorithm. For detail of this algorithm, please refer to Appendix B. All the mesh triangles are stored in a list. We go through this list with line-segment triangle intersection checking until we find an intersection point. This global search is time-consuming if the model is complex. However, since neither further calculation nor haptic feedback is needed if no intersection is found, a global search is acceptable at this stage.

When we find the first intersection point of a cutting edge and the tissue surface, the next step is to decide whether the cutting threshold is exceeded. This threshold represents the border between deformation and cutting. The value of the threshold can be tuned experimentally based on real material properties. In our simulation model, the threshold is currently applied to the amount of force exerted on the object surface by the instrument. When the force exerted on the object by the instrument is not sufficiently large to tear open the surface, a deform state exists, and the instrument deforms the object. When the cutting instrument has penetrated the object surface, and cutting is allowed, a cutting state exists. A special case of interaction is the use of the blunt edge of the blade surface of the scalpel as a probe. Here the model deforms rather than being cut. We will describe these interaction states between scalpel and tissue model further in Chapter 5.

After detection of the first cutting point, we still need to search globally, testing all other triangles to see if cut-through has occurred. If so, we will have two intersection point sequences, one for the top layer and the other for the bottom layer. The collision detection search sequence is the same for each layer.

Figure 4.5: Example of triangle adjacency
Triangles sharing an edge with the current triangle are “edge neighbour” triangles to the current triangle, e.g. EN1-EN3 in Figure 4.5. If the cutting tool moves into the current triangle’s edge neighbour triangle, the cutting tool goes across that common edge. Other triangles, which only share a common vertex with the current triangle, are called “vertex neighbour” triangles, e.g. VN1-VN9 in Figure 4.5. Usually the cutting tool does not go across a vertex exactly; if the cutting tool does go into a vertex neighbour triangle we deem the scalpel to cross the vertex shared by these two triangles.

Since in a medical context, all motions of the tools are slow (and with limited jitter), movements of the instruments are assumed to be continuous and smooth so collision detection can be continued locally with neighbouring triangles of the currently intersected triangle. How the cutting tool goes into or out of a triangle, i.e. by an edge or vertex, will change the subdivision state applied to the triangle.

4.3 Progressive Cutting and Interior Structure Generation

For a surgical training environment, the user expects immediate visual and haptic feedback while the cut is in progress, and a simulator that supports progressive cutting is needed. We have developed a method of progressive cutting, which splits triangles while following cutting instrument motion. The interior structure is also generated in a progressive way. Texture mapping of the generated interior structures provides further realism.

The main idea of progressive cutting is to temporarily subdivide the triangle intersecting the instrument, making use of a state machine. Table 4.1 shows our surface triangle progressive subdivision state machine.
Table 4.1: Surface Triangle Progressive Subdivision State Machine

<table>
<thead>
<tr>
<th>State Change</th>
<th>Cut-through Edge</th>
<th>Cut-through Vertex</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Start State</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Start State" /></td>
<td><img src="image" alt="Start State" /></td>
</tr>
<tr>
<td><strong>Termination State</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Termination State" /></td>
<td><img src="image" alt="Termination State" /></td>
</tr>
<tr>
<td><strong>Midway State</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Midway State" /></td>
<td><img src="image" alt="Midway State" /></td>
</tr>
</tbody>
</table>
When the scalpel enters a triangle, it will be subdivided according to its state. The intersected triangle is deleted, leaving a hole. New smaller triangles are then generated, and form a local mesh, which is merged into the overall mesh as a “patch”. To save time, the deleted triangle is actually deleted from the mesh’s triangle list only when a cut is completely finished. A permanent subdivision state is entered when the instrument moves out of that triangle. Subdivision adds new vertices to the model as mass points, and edges as springs.

4.3.1 Surface subdivision algorithms

Start state triangle

The first intersected triangle, referred to as the start state triangle, will not be subdivided until the scalpel exits this triangle. We define two subdivision templates for the start state triangle, as shown in Figure 4.6; one when the scalpel exits via an edge (SE), the other one via a vertex (SV).

![Figure 4.6: Start state triangle subdivision templates](image)

If the scalpel exits via an edge (edge BC in SE), triangle ABC will be subdivided into four small triangles. Newly generated vertices E and F are coincident where the cut intersects edge BC and are connected to the object surface by springs along the edges of the triangle. Home positions of the newly generated vertices are set to their initial positions when they are created. Spring forces, obtained through solution of the new mesh equations, will move E and F apart. Vertices on the surface like D, E and F in this case, will be connected to groove or bottom vertices to form the interior structure of the cut. Groove or bottom vertices are generated when we subdivide the surface triangle. We will explain how we create groove or bottom vertices in later section.

When the scalpel passes a vertex (SV), the vertex C will be split by creating two new vertices (E and F) at the position of C. Then vertex C is deleted and all the triangles around it are regenerated using the new vertices.
**Termination state triangle**

If the instrument is retracted from the cut and contact with the object is lost, we deem this cutting operation terminated. When the scalpel enters a triangle, except at the start state, we always consider that triangle (initially) as the termination state triangle, i.e. it is the last intersected triangle of this cut. The triangle is subdivided temporarily according to the current intersection state. If the instrument moves within triangle ABC (Figure 4.7, TE), the current topology is maintained and the temporary elements are updated using the new instrument position, which results in the new positions D and D'. We use two separate vertices here in order to simplify later subdivision changes. D and D' are bound together when the scalpel is still inside current triangle. Users thus see immediately the result of their operation. By this means we accomplish progressive cutting. We also have two cases of "termination state" (Figure 4.7).

![Figure 4.7: Termination state triangle subdivision templates](image)

**Midway state triangle**

As the scalpel exits the temporary termination state triangle and moves into an adjacent triangle, the triangle just left enters a midway state. The triangle's topology will be changed depending on exactly how the instrument enters and exits. The midway state is formed by simply deleting one or two of the small triangles newly generated in the previous temporary termination state. Since no vertex is deleted by this means, there is no need to modify groove triangles or side triangles (as defined in section 4.1.3 and Figure 4.10). Figure 4.8 shows two examples of midway subdivision templates. MEE1 is the case where the instrument enters and exits (cuts in and out) a triangle via two different edges. MVE1 is the case where the instrument cuts in from a vertex and cuts out from an edge. We have developed a total of 8 templates covering all possible cases as shown in Table 4.1.

![Figure 4.8: Midway state triangle subdivision templates](image)
We show two examples of the state changes of progressive cutting in Figure 4.9. In the left image, triangle ABC is the start state triangle, subdivided using SE since the scalpel exits via edge BC. Triangle BCD is temporarily subdivided as a termination state using template TE. In the right image, the scalpel continues cutting. Triangle BCD changes to a midway triangle and is subdivided using MEE1 since the scalpel cuts out from edge CD. Triangle CDE is temporarily subdivided as a termination state.

![Figure 4.9: Example of progressive cutting. (a) Scalpel cuts out from edge BC to triangle BCD. (b) Scalpel cuts out from edge CD.](image)

### 4.3.2 Groove and side triangle generation

Since the object is simulated by a surface mesh, the inside of a cut is not represented, i.e. it appears empty. We have developed a method to generate structures in the opening as a function of the depth of the instrument penetration, see Figure 4.10. For cut-into, we use the instrument tip positions at the start and end of the cut inside one surface triangle to define the bottom of a groove (B1 and B2 in Figure 4.10(a)). Surface vertices generated by subdivision are SL1 and SL2 (left side of the cut) and SR1 and SR2 (right side) respectively. Left and right sides are defined looking at the direction of scalpel motion. When the scalpel cuts through the whole object, as shown in Figure 4.10 (b), the bottom layer surface is also subdivided using the templates we just described.
We have developed a single algorithm to generate new surfaces in the opening for both cases. We keep four arrays of pointers to the unconnected vertices, called SurfaceRight, SurfaceLeft, BottomRight and BottomLeft. Cut-into, BottomRight and BottomLeft actually point to the same vertex. Using this scheme, we can use a common algorithm to deal with both cases. The subdivision templates used for the top layer and bottom layer can be different since we do not require the structure of the two layers to be identical. Therefore, the number of unconnected surface and bottom (groove or bottom surface) vertices need not be equal.

Figure 4.11 shows an example of connecting part of the right side vertices to form side triangles. Left side is dealt the same way. Every time a surface triangle is subdivided, whether top or bottom layer, we try to generate new triangles by connecting newly generated vertices with the last unconnected vertices on the other layer. In this example, the top layer has three newly generated vertices while the bottom layer has four new vertices need to be connected to form side triangles. We first create triangles $S_{R1}S_{R2}B_{R1}$ and $S_{R2}S_{R3}B_{R1}$ by connecting vertices $S_{R1}$, $S_{R2}$ and $S_{R3}$ with bottom vertex $B_{R1}$. Then we generate triangles $B_{R1}B_{R2}S_{R3}$, $B_{R2}B_{R3}S_{R3}$ and $B_{R3}B_{R4}S_{R3}$ by connecting bottom vertices with top vertex $S_{R3}$. The algorithm can also be explained as the following pseudo code, as shown in Figure 4.12.
Figure 4.11: Side triangles generation algorithm

```
GenerateTriangles(vector<vertex*> top, vector<vertex*> bottom)
{
    for (i=0 to top.size-1)
        FormTriangle(top[i], top[i+1], bottom[0]);
    Temp = top.last;
    top.clear();
    top[0]=temp;

    for (i=0 to bottom.size-1)
        FormTriangle(bottom[i], bottom[i+1], top[0]);
    Temp=top.last;
    top.clear();
    top[0]=temp;
}
```

Figure 4.12: Psudo code for generating side triangles

4.3.3 Object Boundary Condition Case

Since the tissue model can be any 3D shape and the cutting instrument can come from any direction, there is no clearly defined geometric boundary of the model. As described in the slide-in case, if the top and bottom layer intersected triangles are adjacent, i.e. they share an edge or vertex; we define these two triangles as the boundary of the current cut. The boundary triangles can be either start state, referred to as “cut-in”, or termination state, “cut-out”. Figure 4.13 shows an illustration of a “cut-out” case:
In Figure 4.13(a), we show an example of boundary triangles sharing a common edge. Once we detect that top and bottom layer intersected triangles share an edge, for example triangle ABC and BDC share edge BC in Figure 4.13, we assume the tool will cut out at that edge. Due to the finite sampling rate, the last intersection point we find may not be exactly on the common edge. However, we assume that in general the boundary triangles are small and this approximation can be acceptable for a training environment. Figure 4.13 (b) shows a subdivision result. The algorithm for cut-in is similar to that for cut-out.

![Figure 4.13: Cut-out from a common edge](image)

Figure 4.14 shows a wire frame cut-in example of the boundary of a thin circular plate where, after sliding-in, the scalpel cuts through the model.

4.4 Separation

When the cutting instrument pierces the object, we actually add new geometry primitives (triangles, edges and vertices) to simulate the visual results of the area, which
is newly exposed due to the cut. We still only have one mesh for the object. However, if
the object has been completely cut, the object should be separated into two pieces. The
subdivision and interior structure generation algorithms generate new primitives, which
are appended to the original mesh (Figure 4.15). Though these new primitives make the
original object appear as two parts, it is still one mesh at the data structure level. All
vertices, edges and triangles are still stored as a single mesh, though there is no
topological connection between the two parts.

We developed an algorithm to create a new mesh (and a new object
corresponding to it) composed of triangles from the cut off part, and separate it from the
original mesh. We arbitrarily define the right part (defined looking in the direction of
scalpel motion) as the new part. After the object has been completely cut-through, we
determine which triangles belong to the new mesh. Every triangle has a flag showing
whether it is still belong to current mesh. Initially, the flag is “0” for all the triangles in
the mesh. As shown in Figure 4.15, we start the labelling process with the last created
triangle (it belongs to the right side according to our algorithm) to find all of its edge
neighbour triangles. After labelling these triangles we visit their neighbour triangles and
repeat iteratively until no more neighbour triangles are unlabeled. We also label all
vertices and edges belonging to these triangles in order to distinguish primitives
belonging to the new part. The final step is to remove these primitives from the original
mesh triangles list and use them to create a new mesh. The new mesh can then be dealt
with in the same way as the original mesh for collision detection, cutting subdivision, etc.
Mesh after cut, new triangles have been added
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Triangle 0
Triangle 1
Triangle 2
Triangle N-1
Triangle N

Label the triangles, if the triangle needs to be separated from current mesh, change the flag to "1"
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Separate the triangles and create new mesh. Change the flag to "0" after the new mesh has been created
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Figure 4.15: Data structures involved in creating a new mesh

4.5 Results and Performance Analysis

Dissection methods described in this paper have been implemented and integrated into our prototype surgical training environment. Currently the system is running on a PC with an Intel 2.8GHz CPU and 1GB of memory, under Windows XP. Both a haptic feedback device (Immersion Laparoscopic Impulse Engine) and a non-haptic device (two-handled Immersion Virtual Laparoscopic Interface) have been integrated into the system (Figure 4.16)

Figure 4.16: Setup using two-handled input device
Figure 4.17 gives a closer look at a thin circular plate manipulated by the two-handled device (Figure 4.16). The virtual scalpel has dissected the object and the newly created part has been rendered in wire frame mode while the remaining part of the original object is moved away by a grasper. The initial model had 720 triangles. The update rate was about 1400Hz, which, for this relatively simple model, certainly meets the 1000Hz smooth haptic rendering requirement.

Figure 4.18 (b, c and d) show 3 frames of a sequence representing a progressive cut of a liver model, initially composed of 2466 triangles. The update rate here is about 330Hz. Figure 4.18 (e) illustrates the mesh topology of our model after the cut. The groove triangles are rendered as a red surface while the outside surface is rendered in wire frame mode. Figure 4.18 (f) shows multiple cuts-into in a single model.
Figure 4.18: Progressive cut of liver model with haptic feedback device

Figure 4.19(a) shows an example of dissecting a cylindrical shape. It shows our algorithm's ability to deal with general shapes, regardless of the degree of local curvature with respect to a cutting tool. We first slide in and cut completely through the cylinder. Once the scalpel exits the cylinder, the model is separated in two, i.e. a new model is generated for the right portion of the cylinder. We then work on the newly generated model with examples of "cut-into" and "cut-through" processes. Finally, the model is dissected once more and a virtual grasper manipulates portions individually (Figure 4.19–b).
Figure 4.19: Dissect the cylindrical shape model into pieces and manipulate the middle part away by a grasper.

Table 4.2 shows an example of our system performance for a surface model, which initially had 7200 triangles. The first column is the cumulative number of triangles that have been cut for a given iteration; the second shows the cumulative number of triangles added to the model, including groove triangles. The third column reports the average time to perform one loop while cutting. The average number of new triangles added to the mesh due to subdivision and creation of groove triangles is about six for each intersected triangle, which is as good as the “minimal new element creation” reported in [Mor00].

<table>
<thead>
<tr>
<th># of triangles cut</th>
<th># of triangles added</th>
<th>Loop time during cutting (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>10.3</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>7.7</td>
</tr>
<tr>
<td>20</td>
<td>122</td>
<td>8.0</td>
</tr>
<tr>
<td>100</td>
<td>560</td>
<td>9.1</td>
</tr>
</tbody>
</table>

Table 4.2: Cutting algorithm performance example

Table 4.3 gives detailed data on our system performance for a surface mesh model which initially had 14,400 triangles and 7200 vertices. It provides a further description of the time to update object deformation, collision detection between instruments and object, re-mesh the model to simulate the cut by subdivision, and the calculation of vertices’ normal after deformation. We calculate the new (deformed) position of every vertex by solving the differential equations of the mass-spring model. The number of new vertices that have been added to the mesh is listed in the third column. Since the number of vertices did not increase dramatically due to the cut, the time to update the position of each vertex does not increase much. As we mentioned in section 4.2, we search all surface triangles for an intersection point with the cutting instrument to find the first
intersection point. Once we find the first intersection point, we only search in the neighbourhood of the current intersection. Therefore, the collision detection time before the first cut is much longer than later local detection. The data shown in the sixth column indicate our surface triangle subdivision and interior surface generation algorithms are quite efficient. For graphic display, when we apply Phong shading to shade the object’s surface, vertex normals are pre-calculated for each vertex and stored together with the rest of the object’s data. When the object is deformed, the surface changes significantly and vertex normal must be recalculated as part of the update sequence which, as the last column shows, is time consuming.

<table>
<thead>
<tr>
<th># of triangles cut</th>
<th># triangles added</th>
<th># vertices added</th>
<th>Deformation Time (ms)</th>
<th>Collision detection Time (ms)</th>
<th>Remesh Time (ms)</th>
<th>Calculate Normal Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9.117</td>
<td>6.051</td>
<td>0</td>
<td>6.877</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>8</td>
<td>9.186</td>
<td>2.013</td>
<td>0.469</td>
<td>6.917</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>20</td>
<td>9.345</td>
<td>2.251</td>
<td>0.470</td>
<td>7.022</td>
</tr>
<tr>
<td>20</td>
<td>114</td>
<td>62</td>
<td>9.443</td>
<td>2.289</td>
<td>0.462</td>
<td>7.299</td>
</tr>
<tr>
<td>40</td>
<td>216</td>
<td>122</td>
<td>9.556</td>
<td>2.208</td>
<td>0.478</td>
<td>7.532</td>
</tr>
<tr>
<td>100</td>
<td>536</td>
<td>302</td>
<td>9.803</td>
<td>2.386</td>
<td>0.456</td>
<td>7.889</td>
</tr>
</tbody>
</table>

Table 4.3: Detail system performance data (Model initially has 14,400 triangles and 7200 vertices)

4.6 Discussion

To simulate progressive cutting of a deformable object we have extended the surface mesh model such that the interior structure of a cut is modelled and can be visualized. The method to subdivide the surface mesh and generate grooves and side topology is novel and efficient compared to the widely utilized volumetric model. We also proposed a method to separate the model after cutting and create a new mesh object for the part cut off, which extends the simulation of cutting to the more general simulation of dissection. We have not been able to find any detailed description of this in the literature. The surface mesh model we proposed makes dissection much easier and
simpler than using a tetrahedral model. Our algorithm’s performance on a relatively inexpensive PC is better than the data reported in the references [Bruy02].

However, there are also some limitations with our cutting algorithm. First problem lies in correctly handling certain cases when the scalpel slides-in, i.e. it moves into the tissue while its tip remains outside the model. Here, the line segment representing the sharp edge of the instrument has two intersections with the model surface. In this case, we require the start state triangles on top and bottom layers to be adjacent, i.e. share an edge or a vertex. However, it is possible for the virtual cutting tool to miss the first encountered triangles due to sampling latency, i.e. the two start state triangles on top and bottom layers found by the program are not adjacent. This problem may also occur if the curvature where the cutting tool slides in is large, i.e. a triangle may be almost parallel to the cutting edge. Thus it is possible for the algorithm to miss such intersections. This problem also occurs in the “cut-out” boundary case. To address this problem, we linearly interpolate between the previous and current cutting edge positions to find possible missing intersections. These added interpolated edges increase the possibility to detect the “slide-in” case. We also require the movement of the cutting instrument be slow and smooth at the object boundary area.

A second issue is that our collision detection algorithm only checks two layers for intersections between cutting instrument and object surface. Therefore, it cannot handle cases where the instrument has more than two intersections with the object surface.

![Diagram](image)

**Figure 4.20:** Example of multiple (more than 2) intersection points on the object surface. (a) and (b) single object examples (c) multiple objects cut simultaneously by single instrument.

As shown in Figure 4.20, our current algorithm cannot handle a single object with more than two intersection points with the cutting instrument (Figure 4.17 (a) and (b)). However, our progressive cutting algorithm can simulate simultaneous cuts on multiple
objects. Therefore, if we can alter the model that we are trying to cut to that of Figure 4.20(c), the method we developed can work well.

As pointed out by [Nien01], subdivision methods increase the number of triangles in a mesh, which may increase the calculation load of the relaxation. They may also produce tiny triangles, which are problematic for intersection testing. Therefore, it is hard to continue a cut from the exact position where the previous cut stops. Tiny triangles may also cause the mass-spring system to become unstable. Our home spring helps to make our enhanced mass-spring model more stable. A method to remove tiny triangles after subdivision is needed.

These issues can be addressed in future work.
Chapter 5

5 Tissue Interaction and Haptic Feedback

We have implemented support for three surgical instrument models for this thesis work: scalpel, grasper and cautery hook (see Table 3.1). The interaction between these instruments and the virtual tissue model can be categorized as deforming, cutting, and moving. All three instruments can deform the tissue. Different instruments will deform the model in different ways and we will detail the interactions in later sections. Scalpels and cautery hooks can also perform cutting actions as we have explained in chapter 4. Grasping can grasp tissue, either to hold it out of the way or to remove tissue fragments from the surgical field. Cutting will modify the topological structure of the tissue model. Deforming and moving will not change the underlying structure.

Haptic feedback can offer a natural sensation similar to what a surgeon might feel in performing the actual surgery. Therefore, it is an important aspect of surgical simulators. Our current system uses an Immersion Laparoscopic Impulse Engine (LapIE), which is kinematically similar to the tools used in laparoscopic surgery, as shown in Figure 5.1. This device provides haptic feedback to the user as they interact with virtual objects. Reaction forces generated during a cut are computed and sent to the haptic device.
We will explain how we simulate these interactions and the haptic feedback models we proposed for these interactions in this chapter.

5.1 Depressing Tissue

While cutting is the main method surgeons use to modify and change tissue, it is not the only way that surgeons interact with the surgical site. Palpation is used quite often to determine possible pathologies in tissue and the location of particular features [MorOl]. Palpation can be viewed as a method of applying external force to an object, either using the fingers directly in open surgery or through some instrument in minimally invasive surgery. Here we only consider the minimally invasive surgery case, i.e. using instrument to deform the tissue. We refer to palpation deformation as *depressing* in the later description. All the instruments can deform the virtual tissue model.

In this section, we first explain how we simulate the deformation and the resultant reaction forces with the proposed tissue model. By depressing, we mean altering the tissue shape by stress. When the instrument presses the tissue surface and deforms it, the intersected area is moved down accordingly. If the tip of the instrument is blunt (or the cutting threshold has not been reached), the tissue surface will not be broken and penetrated, and, the instrument remains outside the surface. For simplification, we only consider interaction between the instrument tip and the tissue model. Figure 5.2 shows a picture of *depressing* real tissue.
When a user deforms tissue with an instrument, he/she exerts a force $F_{\text{ext}}$ on the tissue. The tissue resists this deformation depending on its internal structure and material properties, and responds with a reaction force $F_{\text{tissue}}$. As long as $|F_{\text{ext}}| > |F_{\text{tissue}}|$, the tissue is deforming, i.e. the tissue surface goes down and down. When the two forces have the same magnitude but in opposite directions, an equilibrium state is reached and the deformation does not go any further. The force sent back to the user is equal to $F_{\text{tissue}}$ at equilibrium. If $F_{\text{ext}}$ is smaller than $F_{\text{tissue}}$, the tissue moves back toward its initial position.

Since our tissue is modelled by a network of mass nodes, part of the mass-spring model, the external force $F_{\text{ext}}$ exerted by the user is applied to these mass nodes. However, most force feedback devices, including the LapIE we used, cannot sense the forces applied by the user directly. Only position information is available from the device. Usually the external force $F_{\text{ext}}$ used in the deformation calculation is an approximation instead. One common way is the penalty-based method, i.e. a virtual linear spring is placed between the current instrument tip position $P_{\text{tip}}$ and an appropriate reference point $P_{\text{ref}}$ and the spring force $F_{\text{vs}}$ is used as the approximation, $F_{\text{ext}} = -F_{\text{vs}} = c \cdot (P_{\text{tip}} - P_{\text{ref}})$ [Biel03]. This approach is not very realistic since the instrument tip vanishes inside the tissue during the deformation. Also, it is hard to determine an appropriate constant $c$ to reflect the tissue stiffness and define a suitable reference point.

We have proposed a simple method to simulate the deformation by assuming at any time step during the deformation, it is at an equilibrium state, i.e. the instrument tip is always outside of the tissue surface. We achieve this by simply pushing the intersected
triangle down. As shown in Figure 5.3, when the instrument intersects surface triangle ABC, we simply move triangle ABC by the vector from the intersection point to the current probe tip position, \( \vec{I} = P_{tip} - P_{inter} \), as if the instrument displaced the whole triangle down as a plane, as shown in Figure 5.3. Triangle ABC’s neighbours will then deform because of the connecting springs.

![Figure 5.3: Tissue surface deformation model, close look](image)

In this approach, we approximate the force applied by the user, \( F_{ext} \), by calculating the restoring force \( F_{tissue} \), resulting from the surface mesh deformation caused by the instrument. For each vertex, the spring force can be expressed as:

\[
F_{spring}^i = k_h l_n + k_m \sum_j \frac{l_{nj}}{|l_{nj}|}(l_{nj} - r_{nj})
\]

where \( k_h \) and \( l_n \) are the spring constant and displacement vector of the home spring, \( k_m \) is the mesh spring constant, \( l_{nj} \) is the vector pointing to the \( j \)th mesh spring connected to this vertex, \( r_{mj} \) is the rest length of that spring and the summation \( (j) \) is over all springs connected to that vertex. The deformation force is then:

\[
F_{tissue} = \sum_{i=1}^{3} F_{spring}^i
\]

and \( F_{tissue} \) increases as the instrument goes deeper.

This force feedback model also works when the instrument slides over the soft object surface while deforming it. However, in this case, a dynamic friction force should be added. We set the friction in the deformation state to be proportional to velocity and the magnitude of the tissue reaction force \( F_{tissue} \).
\[ F_{\text{deform-friction}} = -c_{\text{deform-friction}} |F_{\text{tissue}}|V_{\text{scalpel}} \]

where \( V_{\text{scalpel}} \) is the tip velocity direction. The total force sent back to the haptic device in this case is:

\[ F_{\text{deform-feedback}} = F_{\text{tissue}} + F_{\text{deform-friction}} \]

### 5.2 Interaction between scalpel and model

Our virtual scalpel can deform and cut the tissue model. In contrast to real cutting, virtual instruments can move in any direction unless appropriate constraint forces are applied. Obviously, real instruments used during real surgery have constraints on the directions in which they can move. For example, a scalpel has only one cutting edge, and thus cuts only in the direction of its blade. To provide such a constraint in a virtual environment, we implemented a haptic feedback method.

We constrain scalpel motion to be in the direction of the blade. Scalpel motion in one time step is \( \bar{d}_m \) (Figure 5.4), with components \( \bar{d}_a \) in the cutting direction, \( \bar{d}_n \) perpendicular to the previous blade plane and \( \bar{d}_p \) in depth. If \( |d_n|/|d_a| \) is greater than a certain value \( S \), we deem the scalpel to have moved sideways. In this case, a deformation, referred to as *sideways deformation*, occurs instead of cutting. However, if a device without haptic feedback is used, the virtual instrument can move in any direction. The tissue model is still deformed but no force feedback is sent to constrain the movement.

![Figure 5.4: Decomposition of scalpel movement](image-url)
However, if we overly constrain the motion, the scalpel can only cut in a straight-line path, while in reality curved cuts are certainly possible. By checking scalpel motion using the scalpel tip as the monitored point, our simulator allows the user to make slow changes to the cutting direction. We use the blade plane as a reference of the “correct” path plane. The reference plane remains unchanged if the scalpel moves sideways. Otherwise the current blade plane is set as the reference blade plane to allow slow turning of the scalpel. We can choose a higher value of $S$ to allow quicker turning of the scalpel. We calculate the distance of the scalpel tip to the reference plane for the sideway movement. If the distance decreases to less than a deviation threshold, we consider the scalpel has returned to the “correct” path.

The flowchart of our scalpel-tissue interaction model is depicted as Figure 5.5. If the scalpel first intersects a groove triangle generated by a previous cut, we need to determine its direction of motion. If it is a sideways motion, the scalpel pushes the groove surface sideways. This is a special case of interest where the flat side of the scalpel blade surface is used as a probe. Here the model deforms sideways. At the next intersection point (i.e. intersection point at next time step), we will check whether it returns to the “correct” path: if so, a cutting action occurs; if not sideways deformation continues.
If the first intersection was not on a groove triangle, the scalpel can deform the tissue model if the cutting threshold is not reached. This is a *depress* state, simulated by the method we just described. However, the principal function of the scalpel is cutting, described in chapter 4. When the cutting threshold is reached, the scalpel penetrates the surface and a cutting state is entered. Scalpel motion cuts the tissue, with the ongoing cut modelled by progressive subdivision as described in chapter 4. The cutting state can still change to *sideways deformation* if the scalpel moves sideways.
To constrain sideways motion, we define a constraint force $F_{\text{constraint}}$ in the direction of $\vec{d}_n$. $F_{\text{constraint}}$ is proportional to the distance of the scalpel tip from the reference blade plane. Figure 5.6 shows a sample screen image, in which the model has already been cut; the scalpel is pushing the groove surface to the left and is deforming it. A constraint force $F_{\text{constraint}}$ is sent back to the device as haptic feedback.

![Figure 5.6: Image of scalpel moves sideways inside a previous cut groove.](image)

In our cutting force feedback model, we approximate the force conveyed to the user with three components. Even if during the cutting action, the scalpel moves sideways, all three components are sent back to the user since the cutting state has already been entered.

$$F_{\text{cut-feedback}} = F_{\text{resist}} + F_{\text{cut-friction}} + F_{\text{constraint}}$$

$F_{\text{resist}}$ is along the instrument's axis, countering further penetration and is proportional to the penetration depth. We try to make it be large enough to prevent the whole blade and shaft from entering the object.

$$F_{\text{resist}} = c_{\text{resist}} (P_{\text{bottom}} - P_{\text{top}})$$

where $c_{\text{resist}}$ is the spring constant for a virtual spring connecting the bottom point $P_{\text{bottom}}$ (scalpel tip for the cut-into case and the bottom layer intersection point for the cut-through case) and $P_{\text{top}}$, the intersection point on the top layer, as shown in Figure 5.7. Note that both $P_{\text{bottom}}$ and $P_{\text{top}}$ are updated at each time step.
While cutting, the friction force is proportional to the contact surface area between the scalpel blade and the groove or side surface. However, since the groove and side surfaces are also generated progressively, we approximate this with a simple model:

\[ F_{\text{cut-friction}} = -c_{\text{cut-friction}} |\bar{d}_p| \nu_{\text{scalpel}} \]

where \( \bar{d}_p \) is the penetration of the blade.

### 5.3 Interaction between grasper and model

Grasping and moving is another common interaction in surgery. It is used for many different purposes, such as to remove tissue fragments from the surgical site, to hold the tissue and keep it away from the surgical site, and to stretch the tissue to expose a cut surface. A grasper can be used to palpate tissue when nothing is being grasped. If part of the tissue has been grasped, the grasper can either stretch to deform the tissue or move the tissue fragment completely away.

Figure 5.8 shows an example of using the grasper to grasp and stretch a tissue in real surgery. We can see the tissue is deformed when it is grasped.
The interaction of the grasper is determined by the angle between its two jaws. As shown in Table 3.1, line segments AC and BC represent the two jaws of the grasper. We say the grasper is closing when both of the following conditions are met:

- The angle between the two jaws decreased from previous angle;
- The angle is also greater than a threshold angle, which is considered as closed.

![Illustration of grasper jaw collision detection](image)

**Figure 5.9: Illustration of grasper jaw collision detection**

When the grasper comes to interact with the tissue model, if the two jaws are open or it is totally closed, it will deform the model. We use a two-level approach to find the intersection points of the grasper and the tissue model surface. First, we use a computationally inexpensive method, bounding box, to find potential intersection triangles. We then use a line-triangle intersection method to find the exact collision point. As shown in Figure 5.9, when the grasper starts to interact with the model with its jaws open, we use Axis Aligned Bounding Boxes (AABB) to find potential intersected triangles. AABB are bounding boxes whose sides are parallel to the coordinate axes. An AABB-based algorithm is fast since only six comparisons are needed. Since cutting and deformation will change the vertices' positions, we form bounding boxes around the grasper jaw tips (A and B in this case) instead of around every vertex to avoid updating many bounding boxes each time step. The size of the bounding box is set to twice the length of the longest edge of the tissue model. We test all the vertices to see whether they fall into the bounding box to find potential intersected triangles. Then we narrow our collision detection to the triangles around vertices inside the bounding box to find the
exact intersection point of the grasper jaw (AC and BC) with the surface triangle. For detail of AABB algorithm, please refer to Appendix C. Once we find the intersection point, the model surface is deformed by the method described in Section 5.1.

Since the grasper has two jaws, it may intersect with the tissue model in two different triangles, as shown in Figure 5.10 (a).

Figure 5.10: Illustration of two cases that grasper deform tissue surface

In this case, two jaws intersect the tissue model, both intersected areas are deformed and reaction forces \( F_1 \) and \( F_2 \) are calculated. The total force \( F = F_1 + F_2 \) is sent back to the user. The opening of the grasper jaw may not always be bigger than the largest tissue surface triangle; therefore it is possible that both jaws intersect with the same triangle even though the grasper is wide open. In this case, we use the virtual tip; E in Figure 5.11, to depress the tissue and calculate the force feedback.

However, the two jaws may not always intersect with the tissue model at the same time; Figure 5.10(b) is an example of this case. Then only \( F_1 \) is sent back as the force feedback for this case.

Figure 5.11: Representation of the grasper for collision detection
If the grasper intersects the tissue surface triangle while it is closing, the tissue is grasped. We use a virtual tip to get the exact intersection point. E is at the tip position if the grasper is closed (Figure 5.11). Therefore, collision detection in this case is simplified to testing line segment CE for intersection with surface triangles. After we find the grasped triangle, we shrink that triangle to a single vertex (by moving all three vertices to the intersection point position) and move it together with the grasper tip E. This deforms the object (see Figure 11 (a), (b). The spring constants of the springs connecting these three vertices do not change. Figure 5.12 shows a screenshot of this interaction. If the jaws re-open during the pulling action, the shrunk triangle is restored to its original topology and will return to its initial position due to the spring forces.

Intersect a triangle, which is marked with shading, the virtual grasper tip E is rendered as the dot.

Grasper closing, the intersected triangle has been shrunk to the grasper tip position.

Stretch the model, i.e. move the three vertices of the intersected triangle together with the grasper tip.

Stretch the model, rendered with texture.

Figure 5.12: Tissue model stretched by a grasper
If the total force generated by the springs' displacement of this triangle does not exceed a threshold, we just deform the object. If at any time the grasper is opened, the object will return to its original shape. When the force is bigger than the threshold, the object will move together with the grasper. We translate all the home positions of the object together with the grasper. When the grasper stretches the tissue model, we have a deforming force, $F_{\text{deform}}$, which is generated by the springs connected to the intersected triangle's vertices as explained in Section 5.1. We apply this force ($F_{\text{deform}}$) to the model's vertices to move their home positions. This can be explained by the following equations.

\[
\text{home\_acceleration} = \frac{F_{\text{deform}}}{\text{mass}}
\]
\[
\text{home\_velocity} = \text{home\_velocity} + \text{home\_acceleration} \times \delta T
\]
\[
\text{vertex\_home\_position} = \text{vertex\_home\_position} + \text{home\_velocity} \times \delta T
\]

As shown in Figure 5.13, the blue dots are the home positions of the model vertices. Some of them cannot be seen from the screenshot since they are hidden by the red mass-spring model. They have been moved by the deforming force ($F_{\text{deform}}$), which approximates the force applied by the grasper. The surface vertices will follow their home positions due to spring forces such that the whole object looks like a soft object. After a few modification cycles, which includes the calculation of our mass-spring model deformation, the vertices' positions will be identical with their home positions.

![Figure 5.13](image-url)  

(a) (b)

Figure 5.13: (a) moving the model with a grasper. The blue dots are home positions of the vertices, which are moved together with the grasper. (b) The vertices catch up to their home positions.
5.4 Interaction between cautery hook and model

Cautery hooks used in real surgery have a foot pedal as a switch for applying electrical current. The cautery hook can also be used as a simple hook, which can palpate a tissue model while the foot pedal is off. It can deform the virtual tissue model by the means we have explained in Section 5.1. Otherwise it can also cut with the hook. We have implemented a virtual cautery hook model in our simulator. The virtual cautery hook can be controlled by Immersion Virtual Laparoscopic Interface (VLI), which has a foot pedal, as shown in Figure 5.14. It can also be controlled by the haptic feedback device Immersion LapIE. For Immersion LapIE, we implement a virtual foot pedal by pressing a certain key on keyboard.

Figure 5.14: Immersion Virtual Laparoscopic Interface

For the cutting state, the cut will occur immediately after the hook contacts the model surface. This is different from the scalpel, which needs to exceed a cutting threshold in order to cut,. The cautery hook has two cutting edges, AB and BC, as shown in Figure 5.15. Therefore, collision detection to find the exact cutting intersections involves checking these two line segments. The L-hook cutting case is more complex than that for the scalpel, which only has a single cutting edge.

Figure 5.15: Representation of L-hook cautery for collision detection
Figure 5.16 shows sample cutting cases. In (a), both cutting edges intersect with the tissue model. Here, line segment AB and BC may intersect with the same triangle or two adjacent triangles or even more triangles. In our current implementation, we take the lagging edge as the current cutting edge. For instance, suppose AB and BC both intersect with triangle T1 at a given time step, and at the next time step, BC moves out of triangle T1 and into the neighbour triangle T2, but AB still intersects triangle T1. AB is the lagging edge in this case. We assume the hook still intersects triangle T1 until both AB and BC have moved out of triangle T1. Figure 5.16(b) is a relatively simple case with only one cutting edge AB intersecting the model. Figure 5.16(c) is another case where both AB and BC intersect the model. However, in this case we only use BC as cutting edge since AB is completely inside the model.

Figure 5.16: Illustrating different cutting states for cautery cutting.

In contrast to the scalpel, a cautery hook can cut in any direction. Therefore, there is no constraint force in the force feedback model. The force sent back to the user is composed of a resistant force and a cutting friction force. The method we use to implement this is similar to that for the scalpel feedback model in Section 5.2.

\[ F_{\text{cut-feedback}} = F_{\text{resist}} + F_{\text{cut-friction}} \]

5.5 Discussion

We have implemented haptic feedback models for virtual scalpel, grasper and cautery L-hook in this thesis work. We also considered several different interactions between the virtual instrument and the tissue model. With haptic feedback, the user has more sensation to interact with the virtual reality models.
However, we still lack a thorough knowledge of how human interact with real tissues. Different tissues have different material properties and reaction patterns. One instrument can also be used with different functions. The measurement of reaction forces the surgeon felt in real surgery is beyond the work of this thesis. However, knowing more about the real interactions will greatly enhance the realism of the virtual environment.

Our virtual model also has its limitation. For example, the object can penetrate itself since no self collision detection is carried out. Figure 5.17 shows an example of this problem.

![Figure 5.17: Model penetrate itself](image)

We use a virtual tip to get the intersection point for our grasper model, as explained in section 5.3. This method simplifies the collision detection between the grasper and the tissue model. However, this model is not quite realistic. In real surgery, both jaws of the grasper can contact the tissue and there would be a chunk of tissue between the two jaws if the grasper closes to stretch or move the tissue. A more realistic model for the grasper will be a future work.
Chapter 6

6 A Training Task for Laparoscopic Tissue Dissection

As discussed earlier, virtual environments for training in the skills required for laparoscopic surgery have been developed in many institutions. However, training in tissue dissection, a frequently used laparoscopic skill, has not been adequately addressed. Hence we have developed a virtual module to assist in the training of this elementary laparoscopic manoeuvre based on the method we developed for tissue dissection simulation. The module simulates the use of an L-hook laparoscopic cautery tool in tissue division.

A computer-based training environment has the advantage that trainee performance can be recorded and forces used in tissue dissection can be analysed. The lack of standardized performance measures is still a significant problem. We have therefore defined our own quantitative measures of the skills required for tissue dissection.

6.1 Task Description

The task is to dissect a 3-D tissue model using a simulated L-hook. We integrated an Immersion LapIE device, which can provide force feedback to the trainee, into our dissection simulation. The trainee can feel force feedback when the hook contacts virtual tissue using the haptic device. Our haptic feedback model for the cautery hook was described in chapter 5. We also integrated a two-handled Immersion Virtual
Laparoscopic Interface (Figure 5.14) into our system. This device lacks haptic feedback, but has a foot pedal that controls the cautery.

First, a predefined path is drawn on the tissue surface. Second, the trainee, using one hand stretches the tissue with a grasper and with the other hand dissects along the path using the L-hook. When the hook contacts the simulated tissue surface while the foot pedal pressed, the tissue is divided as the L-hook moves through it without noticeable delay. Figure 6.1 shows a screenshot of one simple dissection task. The line on the tissue model is the predefined path to be followed.

![Figure 6.1: Example of dissection task: (a) Stretch the drawn path before dissection. (b) Make a jagged cut](image)

### 6.2 Performance Assessment Metrics

After consulting a surgeon experienced in laparoscopic surgery, we have defined three task-based metrics to assess trainee performance:

1) Total deviation of actual cut path from the drawn path.

2) Contact time between the instrument and tissue.

3) Contact discontinuity.

#### 6.2.1 Total deviation of actual cut path from the predefined path

Both the predefined path (Figure 6.2(a)) and the path actually cut (Figure 6.2(b)) are represented by a set of straight line segments. The line segments of the cut path are defined by the intersection points of the instrument and tissue model surface, as shown by the little spheres in Figure 6.2 (b). To quantify the deviation between two 3D curves, we
project the cut and drawn paths onto XY, YZ and XZ coordinate planes and calculate the sum of areas between the two sets of projection curves as the deviation.

Figure 6.2: Example of the predefined path and the actual cut path

Figure 6.3: Illustration of deviation of actual cut path from the drawn path.

Figure 6.3 shows an example of the deviation of the cut path from the predefined path when projected to the same coordinate plane. The solid line segments (D_1D_2D_3D_4) show the predefined path and the dashed line segments (A_1A_2A_3A_4A_5) show the cut path. The area between them, which is the deviation we defined, is illustrated in (a). We calculate the area by forming triangles between the predefined path with the actual cut path.
path and calculate the triangles’ areas, as shown in Figure 6.3(b). The points of the predefined path are stored in a list, dPath[], and aPath[] for the actual path points. dPath and aPath may have different numbers of points and the points may be far away from each other if the trainee cannot follow the predefined path well. We first try to find the intersections between the predefined path and the actual path. In this example, as shown in Figure 6.3 (b), line segment D2D3 intersects with line segment A3A4 at point I. Then we form triangles between previous points in the two lists, D1, D2 and A1, A2, A3, using the same algorithm used to generate groove triangles for a cut (refer to section 4.3.2). The triangles formed in this way are A1A2D1, D1D2A2 and A2A3D2. For the intersection part, we calculate the area of the two triangles, D2A3I and A4D3I. We repeat this process with the following points in the lists until we finish the list.

6.2.2 Contact time between instrument and tissue

The contact time between instrument and tissue will affect the severity of tissue burning, i.e. if the cautery hook contacts one place too long, it will be severely burnt. We define the time that the instrument stays within a certain area while it contacts the tissue as the contact time. To implement this, we set the first intersection point as reference point. If the distance from the current intersection point to the reference point is larger than a threshold, we make the current intersection point the new reference point and take the elapsed time as the contact time.

6.2.3 Contact discontinuity

The novice user may have difficulty in determining the depth while looking at a 2D monitor screen. Therefore, it is possible for them to lift the instrument and lose contact with the tissue. We consider that as a break in their actual dissection path.
Assessment results can be shown online and can be saved for further analysis. Figure 6.4 shows an example of our system’s online performance evaluation information. Figure 0.4(b) shows the performance evaluation message box enlarged for readability.

6.3 Implementation Details

In this section we discuss the major technical issues involved in the development of the training task.

6.3.1 Representation of a path

As we mentioned in Section 6.2.1, the path is represented by a set of line segments, rendered by GL_LINE_STRIP in OpenGL. We treat the predefined path and the cutting path in the same way. Therefore, in the following section, unless specified otherwise, path refers to either path. We simplify any path within a triangle by a single straight line segment connecting the first and the last intersection points in the triangle, as shown in Figure 6.5. Triangle here refers to the original triangle, before being subdivided by the cut. We save the intersection points of the instrument and the tissue surface in two lists, dPath[] for the defined path and aPath[] for the cut path. We allow more than one path on the tissue surface. However, we use only one list for the defined path and one list for the cut path. The last intersection point has a flag, “stop”, to show it is the end of a path. Figure 6.5(a) is an example where the path breaks at point 8. Here point 8’s stop
flag is set. We start a new line strip from point 9. Figure 6.5(b) is another example of two paths. Point 9 is the stop point of the first path.

![Figure 6.5: Representation of a path by a series of intersection points](image)

### 6.3.2 Path displacement with tissue stretch

We also implemented a grasper model so the user can grasp the tissue and stretch it. This means we must also deform the path as the tissue surface deforms. The tissue surface is deformed by moving the vertices to new positions calculated by solving the mass-spring model. We developed an algorithm using Barycentric coordinates [Math] to move intersection points along with their containing triangle. Barycentric coordinates were introduced by F. Moebius in 1827. If we have a set of points, we can define a local coordinate system to represent a given point and the coordinates systems are Barycentric coordinates.

We have defined two cases:

- Displace cut point with containing edge (since most intersection points lie on edges, Figure 6.6(a)).

- Intersection point is inside a triangle (corresponding to the first and last intersection points, Figure 6.6 (b)).
As shown in Figure 6.6(a), intersection point C is on edge AB. We first calculate the initial Barycentric coordinate \((\alpha, \beta)\) for point C as \(C = \alpha A + \beta B\), where \(\alpha\) and \(\beta\) are scalars and \(\alpha + \beta = 1\). Then we can simply displace C together with A and B’s new position. We can calculate \(\alpha\) and \(\beta\) as:

\[
\alpha = \frac{\text{length}(BC)}{\text{length}(AB)} \quad \text{and} \quad \beta = \frac{\text{length}(AC)}{\text{length}(AB)}
\]

When the intersection point is inside the triangle, e.g. D in triangle ABC (Figure 6.6(b), we represent point D using Barycentric coordinates \((u, v, w)\) as \(D = uA + vB + wC\), where \(u\), \(v\) and \(w\) are scalars and \(u + v + w = 1\). We calculate \(u\), \(v\) and \(w\) as:

\[
u = \frac{\text{area}(\triangle DCB)}{\text{area}(\triangle ABC)} , \quad v = \frac{\text{area}(\triangle DAC)}{\text{area}(\triangle ABC)} \quad \text{and} \quad w = \frac{\text{area}(\triangle DAB)}{\text{area}(\triangle ABC)}
\]

We deform point D along with triangle ABC by calculating its new position using A, B and C’s new position. Figure 6.1 (a) is an example of displacing the predefined path while the user stretches the model.

### 6.3.3 Cut along the defined path

When the trainee attempts to follow the defined path, he/she may cut through the defined path. To make the simulator look more realistic, we also developed an algorithm to divide the defined path as the trainee moves the L-hook through it.
As shown in Figure 6.7(a), the solid line is the predefined path and black dots represent the intersection points that define the path. The dotted line is the cut path. We can see the two paths intersect each other, which mean the defined path has been cut. As explained in chapter 4, the intersected triangles are subdivided to simulate the cut, resulting in the original triangles being replaced by several small triangles (Figure 6.7(b)). Note that A₁...A₅ are not the actual vertices used to construct the new small triangles; they are intersection points that record the cut path. For instance, two separate vertices (L and R) are created at position A₂ as subdivision template SE (refer to chapter 4 for detail) applied to triangle ABC. As mentioned in Section 4.3, the intersection points are either inside a triangle, e.g. D₁ and D₅, or on edge, e.g. D₂, D₃ and D₄. When the triangles are subdivided, all these intersection points need to be modified since the original triangles and edges no longer exist. We want to keep the number of intersection points of the predefined path and the actual cutting path almost the same. Therefore, when the cutting path intersects the defined path ("cuts" it), we do not want to insert a new point into the defined path list. We use the "stop" flag to reflect the cut made to the predefined path, i.e. the predefined path becomes two broken paths (see Figure 6.5(a) for example).
There are two steps to modify the defined path to reflect its being cut. First, we need to modify the triangle or edge that the point is inside or on. \( D_1 \) was in triangle ABC (Figure 6.7) before the cut. It changes to the small triangle after triangle ABC has been subdivided. \( D_2 \) changes to the edge connected to vertex B instead of edge BC. This can be achieved by comparing distance BD\(_2\) and BA\(_2\). If distance BD\(_2\) is smaller than distance BA\(_2\), \( D_2 \) is on the edge connected to vertex B and A\(_2\) keeps the same position as the left new vertex (L). Otherwise, \( D_2 \) is on the edge connecting to vertex C. The next step is to determine whether the intersection point of predefined path is the termination of one part of the path, i.e. whether its "stop" should be set. For instance, \( D_2 \) and \( D_3 \) are on different sides of line segment A\(_2\)A\(_3\), therefore \( D_2 \) is a stop. Since \( D_3 \) and \( D_4 \) are on the same side of line segment A\(_3\)A\(_4\), \( D_3 \) is not a stop. Figure 6.7 (c) shows the result of our algorithm. Figure 6.2 (b) is a screenshot of an example where the defined path has been cut.

### 6.4 Discussion

The module we have developed is a novel approach to measuring tissue division skills. The module is not a simulation of an actual laparoscopic task but rather a potential means of developing and assessing the basic skills required for tissue dissection. Whether following the predefined path helps to acquire laparoscopic surgical skill is still undetermined.

We set up this training module in Surrey Memorial Hospital, BC and demonstrated it to a senior surgeon experienced in laparoscopic surgery. The experimental setup with an Immersion two handled haptic device is shown in Figure 6.8. The surgeon commented that he felt the design of the task and the three metrics we defined would be helpful for trainees to gain the basic skills required for tissue dissection.

Laparoscopic surgery is a two-handed process. Since tissue divides better and easier when it is stretched, the tool in the left hand grasps and stabilises/stretches the tissue to permit and make easier dissection. Therefore, the surgeon also suggested that magnitude of the stretching force would be another useful metric in this task. Future work
will include a formal user study to determine effectiveness of the module and performance metrics as a training method for laparoscopic tissue dissection.

Figure 6.8: Demonstration environment in Surrey Memorial Hospital, BC
Chapter 7

7 Conclusions and Future Directions

7.1 Conclusions

In this thesis, we introduce our method of simulating progressive tissue cutting. Our method can generate virtual arbitrary cuts, which dynamically follow the user-controlled instrument without noticeable delay. We are the first to detail a progressive subdivision and re-meshing algorithm based on an enhanced surface mass-spring model [Zhan03]. The main idea of progressive cutting is to temporarily subdivide the triangle intersecting the instrument. The subdivision scheme applied to each triangle is determined by the state of intersection with the instrument. A state machine is introduced to model the two types of progressive cutting. Our simulator supports two types of cutting: “cut-into”, in which the instrument only penetrates the simulated tissue, and “cut through” in which the instrument cuts completely through the tissue.

Since standard surface models cannot deal with the interior structure of an object for creating cutting results, most previous work takes a volumetric approach to simulating cutting, using for example tetrahedral elements. This thesis also addresses this problem, introducing a novel algorithm to add interior structure to an object during a cut. We generate structures in the cutting opening as a function of the depth of instrument penetration. For cut-into, we use the instrument tip positions at the start and end of the cut inside one surface triangle to define the bottom of a groove triangle. For cut-through, we generate side triangles by connecting top and bottom layer intersection points. This approach opens another direction to simulate cutting, as commented by Alan Liu.
The method to subdivide the surface mesh and generate interior topology is novel and efficient compared to the widely utilized volumetric model.

We also proposed a method to separate the model after cutting and create a new mesh object for the part cut off, which extends the simulation of cutting to the more general simulation of dissection. The resulting tissue portions are available for further dissection and removal. We have not been able to find any detailed description of this in the literature.

Our dissection environment can support a number of user interface devices that can manipulate different representations of virtual instruments. Since it is hard to determine depth while looking at a 2D screen, a sense of touch becomes essential to surgeons in laparoscopic surgery. Our simulator can also send reaction forces to the user through a haptic user interface device. We propose a simple force feedback model for various instruments and interactions, such as scalpel, cautery hook and grasper. The user can also interact with the system using multiple instruments, currently implemented using a two-handled device. These techniques can be integrated into training environments for both open and laparoscopic surgery.

Training in tissue dissection, a frequently used laparoscopic skill, has not been adequately addressed. Hence we propose a virtual module to assist in the training of this elemental laparoscopic manoeuvre based on the method we proposed for tissue dissection simulation. The module simulates the use of the L-hook laparoscopic cautery tool in tissue division. This module is a novel approach to simulated tissue dissection in that key components of the module are the measures used to assess tissue division skills, and the simulation of a tool familiar to laparoscopic surgeons [Zhan04]. A computer-based training environment has the advantage that trainee performance can be recorded and forces used in tissue dissection can be analysed. The lack of standardized performance measures is still a significant problem. We have therefore defined our own quantitative measures to evaluate the skills required for tissue dissection. Three metrics have been designed to assess performance. 1) Total deviation of actual cut path from the drawn path. 2) Contact time between the instrument and tissue. 3) Contact discontinuity.
This thesis as a whole addresses the problem of simulating tissue dissection operation within a framework of an interactive physically based surgical training environment.

### 7.2 Future Directions

While we have proposed and implemented a virtual reality surgical training environment for tissue dissection, there are areas within this research that can be further explored.

First, the framework of our simulator is still based on a single thread computational model, which means the visual and haptic rendering must share the CPU time. As we have mentioned in chapter 2, there exists a mismatch in the update rate requirements with 30 Hz for the visual display and 1000Hz for high fidelity haptic feedback. Although we have proposed a method to give more CPU time to the modification cycle to adjust the different update rate requirements, as described in section 3.1, the haptic rendering process still cannot be guaranteed at 1000Hz update rate. Therefore, to separate the haptic rendering process from other calculation is a direct step to solve this problem. This can be achieved by either spreading the calculation to multiple threads on the same computer or using a separate computer for haptic rendering [Mor01] [Biel03].

Second, as pointed out by H.W. Nienhuys et al. [Nien01], subdivision methods, such as those used to simulate progressive cutting, increase the number of triangles in a mesh, which may increase the calculation load of the relaxation. They may also produce tiny triangles, which may cause the mass-spring system to become unstable. Tiny triangles are also problematic for intersection testing. Therefore, it is hard to continue a cut from the exact position where the previous cut stops. A method to remove tiny triangles after subdivision is needed.

Third, we have proposed force feedback models for three instruments interacting with tissue model; a user study to determine whether the haptic feedback is helpful in training is needed. Also how to make the force feedback similar to the actual forces felt by the surgeon in real surgery, in the sense of the same magnitude, is still undetermined.
If a user study could validate the effectiveness of adding force feedback to the virtual training environment, a further step might be a study of the use of haptic feedback to guide a trainee in correct cutting directions, which might improve the speed of the training process.

Fourth, the training module we have developed is not a simulation of an actual laparoscopic operation but rather a means of developing and assessing the basic skills required for tissue dissection. Whether the predefined path helps a trainee acquire laparoscopic surgical skill is still to be determined. Future work will include a user study to determine the effectiveness of the module and performance metrics as a training method for laparoscopic tissue dissection. In addition, as pointed out by some surgeons, the force with which they pull and stretch tissue while using the other hand to cut may greatly affect the dissection result, suggesting using local stress as an additional performance metric.
Appendix A

Data Structure for Tissue model

In this appendix, we describe the data structure we developed and used in this thesis work to model tissue. The main advantage of this data structure is that we can easily access the adjacency information from any primitive, e.g. triangle, vertex or edge.

VRML

In order to make it easy for users and experimenters (including the writer) to define various shapes, we chose the VRML (Virtual Reality Modelling Language) file format as the means of representing geometric shapes external to our program. VRML is an open standard for virtual reality on the Internet. One is that one first defines a geometric shape using any VRML modelling tool (which includes any text editing program) and then our program reads the VRML text file and converts it into an internal data structure to make processing more efficient.

Though VRML models have many other properties, such as material and texture, we only use geometry and topology information, i.e. vertices’ coordinates and how they are connected together. VRML models have an array of points, referred to as vertices in later descriptions. The “point” is defined by x, y and z coordinates. Then the model uses an “IndexedFaceSet” to define faces (planar polygons) as a set of indices to points in the vertex array. The last index of a face is “-1”, to distinguish it from the next face.
Figure A. 1 shows an example of a simple VRML model, which defines a tetrahedron. The number above each vertex is its index. For example, the first face of this tetrahedron is composed of points 0—(0,2,0), 2—(0,0,2) and 1—(2,0,0). The “face” in an IndexedFaceSet object in a VRML model is a polygon, such as a triangle, quadrangle, etc.. Since our progressive subdivision algorithm to simulate the cutting is based on triangles, we only deal with VRML models composed of triangles. Currently we do not have a program to convert VRML models not composed of triangles to a triangular model, though a crude method would be simple to implement.

In our simulator, the deformable object is modelled by a mass-spring model. We use a surface mesh, composed of triangles, to represent the model. Four primitives are defined for the deformable surface model, i.e. vertex, edge, triangle, and mesh. Every primitive is defined as a class as in OOP (Object Oriented Programming). The mesh data structure is illustrated in Figure A. 2. The mesh is the overall representation of the virtual object. At the data structure level each object is represented by a separate mesh. The mesh has arrays of pointers to its triangles, vertices and edges. We use the STL (Standard Template Library [Davi01]) vector to implement the arrays. The vector container resembles a C++ array in that it holds zero or more objects of the same type, and that each of these objects can be accessed individually.
Each triangle has a list of pointers to its vertices and also a list to its edges, as shown in Figure A. 3.

As shown in Figure A. 4, each vertex has a list of pointers to all the triangles that surround it. It also has pointers to the edges that connect to it. Therefore, it is easy to find all the neighbour triangles for a vertex and also all the edges connected to any vertex.
Each edge has a pointer to each of the two triangles that share it, and pointers to its two end vertices, as shown in Figure A. 5.

![Diagram showing pointers between edges, triangles, and vertices]

**Figure A. 5: Edge’s pointers to its end vertices and adjacent triangles**

As shown in the illustration, the data structure is complex. However, it saves time and effort in accessing the information we need. We describe the primitives (vertex, edge, and triangle) in detail in the following sections.

**Vertex**

As shown in Figure A. 6, to represent a 3D vertex, firstly we need its coordinates (x, y, z). The vertex data object also contains a list of edges that connect to this vertex and a list of triangles that share this vertex. For the mass-spring model, every vertex is considered a mass point and all the edges that connect to it act as springs. Therefore, storing all the pointers to the edges that connect to this vertex within its data structure enables us to calculate the deformation of the mesh by traversing all the vertices. We will explain how we calculate the deformation in a later section. The vertex also has a home position defined as (hx, hy, hz). The home position is the initial set of coordinates of the vertex when it is created. A vertex’s coordinates (x, y, z) may change due to mesh deformation. We use Phong Shading for graphic rendering. The vertex’s normal is the average of its surrounding triangles’ normal. Therefore we store all the triangles that surround the vertex in its data structure.
Figure A. 6: Vertex data structure

For example, the vertex 0 in the tetrahedral model (Figure A. 1) can be illustrated as the following:

\[
\begin{align*}
x &= 0; \ y = 2; \ z = 0; \\
\text{vector\<edge\>*} \quad \text{adjacentEdges} \\
\text{adjacentEdges} [0] &= *e01; \\
\text{adjacentEdges} [1] &= *e02; \\
\text{adjacentEdges} [2] &= *e03; \\
\end{align*}
\]

\[
\begin{align*}
\text{vector\<triangle\>*} \quad \text{adjacentTriangles} \\
\text{adjacentTriangles} [0] &= *t021; \\
\text{adjacentTriangles} [1] &= *t013; \\
\text{adjacentTriangles} [2] &= *t032; \\
hx &= 0; \ hy = 2; \ hz = 0;
\end{align*}
\]

**Edge**

Figure A. 7: Edge data structure

As shown in Figure A. 7, an edge is defined by two end vertices (V1, V2). V1 and V2 are pointers to those two vertices. It also contains two pointers to the two triangles on each side of this edge. An edge class also has some other properties, such as spring
constant, rest length. To simulate the tension of soft tissue, every mesh spring has initially been stretched, i.e. its rest length is less than its initial length. Figure A. 8 shows how the edge class is defined in our system.

```cpp
class edge {
    vertex* v1;
    vertex* v2;
    vector<triangle*> adjacentTriangles;
    float springK;
    float restLength;
}
```

**Figure A. 8: Example of how the edge class is defined**

Consider edge03 in Figure 1 as an example:

v1 = *vertex0;
v2 = *vertex3;
adjacentTriangles[0] = *triangle032;
adjacentTriangles[1] = *triangle013;
springK = 2;
restLength = 0.7*2.828; //the rest length is set 70% of the edge length

**Triangle**

As shown in Figure A. 9, a triangle is defined by its three vertices (V1, V2, V3). V1, V2, and V3 are pointers to those vertices. It also contains a list of pointers to its three edges. A triangle class also has some other properties, such as normal, current state and next state. The cutting state defines which subdivision algorithm this triangle will use.

![Triangle data structure](image)

**Figure A. 9: Triangle data structure**

We use triangle021 in Figure A. 1 as an example:

`vector<vertex*> vertices`
vertices[0]=vertex0;
vertices[1]=vertex2;
vertices[2]=vertex1;
vector<edge*> edges
edges[0]=edge02;
edges[1]=edge21;
edges[2]=edge10;

Triangles sharing an edge with the current triangle are "edge neighbour" triangles to the current triangle. The light colour path in Figure A. 10 shows how to find all the edge neighbour triangles through the data structure.

Figure A. 10: Illustration of finding current triangle's edge neighbor triangle

Figure A. 11: Illustration of finding current triangle's edge neighbor triangle

Figure A. 11 shows our algorithm written in VC++ to find all the edge neighbour triangles of one triangle. We continue with the tetrahedron in Figure A. 1 as an example: Edge neighbor triangles of triangle021 are triangle013 (common edge is edge01), triangle032 (common edge is edge02), and triangle231 (common edge is edge12).

//code example to find triangle’s edge neighbor
vector<triangle*> triangle::findEdgeNeighbor()
{
    vector<triangle*> edgeNeighbors;
    for(int i=0;i<3;i++)
    {
        //if edge's first neighbor triangle is current triangle, then save the other triangle
        if(edges[i]->adjacentTriangles[0]==this)
            edgeNeighbors.push_back(edges[i]->adjacentTriangles[1]);
        else
            edgeNeighbors.push_back(edges[i]->adjacentTriangles[0]);
    }
    return edgeNeighbors;
}

Figure A. 11: VC++ code to find all the edge neighbor triangles of one triangle
If the scalpel moves into the current triangle's edge neighbor triangle, we say the scalpel goes across that common edge. Figure A. 12 shows the VC++ code to implement this check.

```cpp
bool collideEdgeNeighbor(vertex* scalpelTip, vertex* scalpelEnd) {
    bool found = false;
    interV* newV = NULL;
    vector<edge*>::iterator eIter = currentTriangle->edges.begin();
    while(eIter!=currentTriangle->edges.end() && found==false) {
        if((*eIter)->adjacentTriangles[0]==currentTriangle)
            newV=Line_Intersect_Triangle(scalpelTip, scalpelEnd, (*eIter)->adjacentTriangles[1]);
        if(newV!=NULL) //if they intersect, save this point
            { newV->triangle=(*eIter)->adjacentTriangles[1];
              newV->inter_edge=(*eIter);
              found=true;
            }
        else
            { newV=Line_Intersect_Triangle(scalpelTip, scalpelEnd, (*eIter)->adjacentTriangles[0]);
              if(newV!=NULL) //if they intersect, save this point
                  { newV->triangle=(*eIter)->adjacentTriangles[0];
                    newV->inter_edge=(*eIter);
                    found=true;
                  }
            }
    }
    return found;
}
```

**Figure A. 12: VC++ code example to check whether the scalpel goes into current triangle's edge neighbor triangle**

We also define a simple class for intersection point, interV as used in Figure A. 12.

```cpp
class interV //intersection point
{
    float x,y,z;
    triangle* triangle;//which triangle this point is inside
    edge* inter_edge;//if this point is on edge, which edge it's on
}
```
Other triangles, which only share a common vertex with the current triangle, are called "vertex neighbour" triangles. The light-colour path in Figure A. 13 shows how to find all the vertex neighbour triangles for vertex V3 of triangle T1.

![Diagram showing vertex neighbour triangles](image)

**Figure A. 13: Illustration of finding current triangle's vertex neighbor triangle**

Usually the scalpel does not go across a vertex exactly; if the scalpel does go into a vertex neighbour triangle we deem the scalpel to cross the vertex shared by these two triangles. The instruments move slowly at the surgical site. Hence, movements of the instruments are assumed to be continuous and smooth so collision detection can be continued locally with neighbouring triangles of the currently intersected triangle. How the scalpel goes in or out of a triangle, i.e. by an edge or vertex, will change the subdivision state applied to the triangle. For example, in the tetrahedral model (Figure A. 1), vertex neighbour for triangle021 via vertex0 are triangle013 and triangle032.

**Mesh**

We generate vertices and triangles of the mesh when we read a VRML file. When we subdivide a triangle to simulate the cut, we actually generate new vertices and triangles to replace the subdivided triangle. However, when we create these vertices and triangles, they do not have adjacency information and edges have not been created yet. Therefore, we need a program to generate edges and the adjacency information. The following code shows how we implement this.

```cpp
//generate the mesh geometry relationship, adjacent triangles of vertex, //edges. Initialize the natural length and how much it is stretched of //every edge. This function is called after every cut to update the //mesh topology
//***************************************************************************
mesh::buildMesh(double meshSpringK, double rest)
```
The following variables are used to store the two vertices in an edge:

- `vertex* oldVert; vertex* curVert;`
- `edge* curEdge;`

```cpp
vector<triangle*>*::iterator triIter;
vector<edge*>*::iterator edgeIter;
```

```cpp
for(triIter = triangles.begin(); triIter!=triangles.end(); triIter++) {
    vector<vertex*>*::iterator vertIter = (*triIter)->vertices.begin();
    oldVert = *vertIter;
    curVert = *vertIter;
    //----------------in each triangle....................
    for(; vertIter!=(*triIter)->vertices.end(); vertIter++) {
        oldVert = curVert;
        curVert = *vertIter;
        // Put this triangle into the triangle vector of this vertex
        (*vertIter)->adjacentTriangles.push_back(*triIter);
        // If the current vertex is not the first one in this triangle, we need to build an edge and update the edge.
        if(distance((*triIter)->vertices.begin(), vertIter) > 0) {
            bool edgeExist = false;
            // Check if it is needed to create a new edge.
            // If this edge exists, curVert should be a vertex of the edges in oldVert's adjacentEdges.
            for(edgeIter = oldVert->adjacentEdges.begin(); edgeIter!=oldVert->adjacentEdges.end(); edgeIter++) {
                if( (*edgeIter)->v1==curVert ||
                    (*edgeIter)->v2==curVert ) {
                    edgeExist = true;
                    curEdge = *edgeIter;
                }
            }
            // We only need to check duplication for one of the two vertices. If this edge exists in adjacentEdges in either of its vertices, we discard the newly created one and use the old one.
            if (!edgeExist) {
                // Create and put new edge into orgMesh
                curEdge = new edge(oldVert, curVert);
                edges.push_back(curEdge);
                oldVert->adjacentEdges.push_back(curEdge);
            }
        }
    }
}
```
curVert->adjacentEdges.push_back(curEdge);
}

// Put this edge into edge vector of the current triangle
(*triIter)->edges.push_back(curEdge);

// Put the current triangle into the triangle vector of this edge
curEdge->adjacentTriangles.push_back(*triIter);

// Put the two vertices to edge v1,v2, this is already done when this edge is created.
}

// Build the edge consisting of the last vertex and the first vertex in this triangle
// Note that at this moment curVert is the last vertex.
oldVert = curVert;
curVert = *((*triIter)->vertices.begin());

// There is no need to put the current triangle into the triangle vector of curVert, because this has been done.
// Check if it is needed to create a new edge.
// If this edge exists, curVert should be a vertex of the edges in oldVert's adjacentEdges.
bool edgeExist=false;
for(edgeIter = oldVert->adjacentEdges.begin(); edgeIter!= oldVert->adjacentEdges.end(); edgeIter++)
{
    if( (*edgeIter)->v1==curVert || (*edgeIter)->v2==curVert )
    {
        edgeExist = true;
curEdge = *edgeIter;
    }
}

// Put new edges into orgMesh
if(!edgeExist)
{
    curEdge = new edge(oldVert, curVert);
    edges.push_back(curEdge);
    oldVert->adjacentEdges.push_back(curEdge);
    curVert->adjacentEdges.push_back(curEdge);
}

// Put this edge into edge vector of the current triangle
(*triIter)->edges.push_back(curEdge);

// Put the two vertices to edge v1,v2, this is already done when this edge is created.

// Put the current triangle into the triangle vector of this edge
curEdge->adjacentTriangles.push_back(*triIter);
for (vector<edge*>::iterator e=edges.begin(); e!=edges.end(); e++)
{
    float length=(*e)->getLength();
    //how much the spring is stretched
    (*e)->naturalLength=rest*length;
    (*e)->springK=meshSpringK/(*e)->naturalLength;
}
Appendix B

Line-Segment and Triangle Intersection$^1$

As we mentioned in section 3.4, we use a simplified representation for our virtual instrument in collision detection. For collision detection, the virtual instruments are represented by a small set of line segments. Our virtual tissue model is composed of triangles, which represent the outer surface of the tissue. Therefore, collision detection between instrument and tissue model is done by line segment and triangle intersection checking. In this appendix, we explain the algorithm to find the intersection point.

The simple case of finding the intersection point between a line segment and a triangle is to find the intersection between the line, on which the given line segment lies, and the plane that contains the triangle. To do this, we first check whether the line and plane are parallel. If they are not parallel, there must be an intersection point. Then we need to check whether this intersection point lies along the line segment and lies within the triangle.

$^1$ This algorithm is a well established mathematical algorithm. The description of this algorithm is referenced to “Determining whether a line segment intersects a 3 vertex facet”, written by Paul Bourke, available at http://astronomy.swin.edu.au/~pbourke/geometry/linefacet/, visited at March 2, 2004.
We represent the line by equation \( p = p_1 + t(p_2 - p_1) \), where \( p_1 \) and \( p_2 \) are two known points on the line. The plane is represented by equation \( Ax + By + Cz + D = 0 \), where the values of \( A, B, C \) are the components of the plane normal, which can be found by taking the cross product of any two normalized edge vectors. However, for graphic rendering purpose, we have already calculated normals for every triangle. Therefore, we can easily get the values of \( A, B, C \) for every triangle. \( D \) can be found by substituting one vertex into the equation for the plane as the following:

\[
D = -(A P_{ax} + B P_{ay} + C P_{az})
\]

To find the intersection point \( p \), we just need to find the value for \( t \).

\[
t = \frac{(D + A(P_{1x} - P_{2x}) + B(P_{1y} - P_{2y}) + C(P_{1z} - P_{2z}))}{A(P_{1x} - P_{2x}) + B(P_{1y} - P_{2y}) + C(P_{1z} - P_{2z})}
\]

If the denominator above \( A(P_{1x} - P_{2x}) + B(P_{1y} - P_{2y}) + C(P_{1z} - P_{2z}) \) is zero, then the line is parallel to the plane and they do not intersect. For the intersection point to lie on the line segment \( t \) must be between 0 and 1.

Then we need to check whether this intersection point is inside the triangle. If a point is inside a triangle, the sum of the internal angles is \( 2\pi \), while a point outside the triangle has lower angle sums.
As illustrated in the above figure, we want to test whether point $P$ is inside triangle $P_aP_bP_c$. We can calculate the angles as the following:

\[
\begin{align*}
\theta_1 &= \cos^{-1}\left(\frac{P_a \cdot (P - P)}{|P_a - P|}\right) \\
\theta_2 &= \cos^{-1}\left(\frac{P_b \cdot (P - P)}{|P_b - P|}\right) \\
\theta_3 &= \cos^{-1}\left(\frac{P_c \cdot (P - P)}{|P_c - P|}\right)
\end{align*}
\]

If the sum of $\theta_1$, $\theta_2$ and $\theta_3$ is equal to $2\pi$, point $P$ is inside the triangle. In computer, we need consider the floating error. Therefore, we approximate this as the following:

\[
\text{sum} = \theta_1 + \theta_2 + \theta_3;
\]
\[
\text{if}(\text{abs(sum-2*3.14)} < \text{eps}) \quad \text{return true;}
\]

where eps is floating error we can accept.
Appendix C

Axis Aligned Bounding Box (AABB)

To speed up the collision detection, we use Axis Aligned Bounding Box (AABB) to narrow down our search scope before we find the actual intersection point. AABB is bounding box whose sides are parallel to the coordinate axes, as shown in the following figure. We form bounding box around the probe tip. We check with every vertex of the mesh to see whether it falls inside the bounding box. If a vertex is inside the bounding box, we save it to the candidate contact vertex list for further checking. Once we find all the candidate contact vertices, we use line triangle intersection method to check whether the probe has actually intersected with a triangle that is adjacent to the candidate vertex. In this way, we can find the exact intersection of the probe and the tissue mesh.
The radius (edge) of the bounding box is twice the length of the longest edge of the mesh. It can be illustrated by the following pseudo code:

```plaintext
boundingBoxMin[3], boundingBoxMax[3];
//set longest edge's length as the collision detection radius
for (i=0; i<3; i++)
{
    boundingBoxMin[i] = probeTipPosition[i] - LongestEdgeLength;
    boundingBoxMax[i] = probeTipPosition[i] + LongestEdgeLength;
}

for( each node of the mesh) //bounding box checking algorithm
{
    currentPosition = node->GetCurrentPosition();
    if (((currentPosition.x >= tipBoxMinVertex.x) &&
         (currentPosition.x <= tipBoxMaxVertex.x) &&
         (currentPosition.y >= tipBoxMinVertex.y) &&
         (currentPosition.y <= tipBoxMaxVertex.y) &&
         (currentPosition.z >= tipBoxMinVertex.z) &&
         (currentPosition.z <= tipBoxMaxVertex.z))
        Save this node into candidateContactList;
}

for( each node in the candidateContactNodeList)
{
    for( each adjacent triangle of aNodeInCandidateList)
    {
        LineTriangleIntersectTest(probe,aAdjacentTriangle)
        if( a contact node is detected)
        {
            set the current contact node/face;
            return true;
        }
    }
}
```

Since our tissue model is deformable, every time step the vertices' position may change. Contrary to the traditional way to form bounding boxes around every mesh vertex, we form bounding box around the probe tip. Therefore, every sampling time, we only need to recalculate the bounding box using current probe tip position. An AABB-based algorithm is fast since only six comparisons are needed. The time for AABB checking is linear to the number of mesh vertices. However, if the probe moves too fast, i.e. during one sampling time, it passes a distance more than the bounding box edge and may miss the candidate vertex. Since our program runs at a quite high update rate, e.g. more than 100Hz, this case will not actually happen.
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