EIGEN-CSS SHAPE MATCHING
AND RECOGNIZING FISH IN UNDERWATER VIDEO

by

Andrew Rom
B.Sc., Simon Fraser University, 2005

A THESIS SUBMITTED IN PARTIAL FULFILLMENT
OF THE REQUIREMENTS FOR THE DEGREE OF
MASTER OF SCIENCE
in the School
of
Computing Science

© Andrew Rom 2007
SIMON FRASER UNIVERSITY
Spring 2007

All rights reserved. This work may not be
reproduced in whole or in part by photocopy
or other means, without the permission of the author.
Name: Andrew Ivan
Degree: Master of Science
Title of thesis: Eigen-CSS Shape Matching and Recognizing Fish in Underwater Video

Examinining Committee: Dr. Brian Funt
Chair
Dr. Mark Drew, Co-Senior Supervisor
Dr. Greg Mori, Co-Senior Supervisor
Dr. Ze-Nian Li, SFU Examiner

Date Approved: April 5, 2007
DECLARATION OF PARTIAL COPYRIGHT LICENCE

The author, whose copyright is declared on the title page of this work, has granted to Simon Fraser University the right to lend this thesis, project or extended essay to users of the Simon Fraser University Library, and to make partial or single copies only for such users or in response to a request from the library of any other university, or other educational institution, on its own behalf or for one of its users.

The author has further granted permission to Simon Fraser University to keep or make a digital copy for use in its circulating collection (currently available to the public at the “Institutional Repository” link of the SFU Library website <www.lib.sfu.ca> at: <http://ir.lib.sfu.ca/handle/1892/1/2>) and, without changing the content, to translate the thesis/project or extended essays, if technically possible, to any medium or format for the purpose of preservation of the digital work.

The author has further agreed that permission for multiple copying of this work for scholarly purposes may be granted by either the author or the Dean of Graduate Studies.

It is understood that copying or publication of this work for financial gain shall not be allowed without the author’s written permission.

Permission for public performance, or limited permission for private scholarly use, of any multimedia materials forming part of this work, may have been granted by the author. This information may be found on the separately catalogued multimedia material and in the signed Partial Copyright Licence.

The original Partial Copyright Licence attesting to these terms, and signed by this author, may be found in the original bound copy of this work, retained in the Simon Fraser University Archive.

Simon Fraser University Library
Burnaby, BC, Canada

Revised: Spring 2007
Abstract

This thesis presents work on shape matching and object recognition. First, we describe Eigen-CSS, a faster and more accurate approach to representing and matching the curvature scale space (CSS) features of shape silhouette contours. Phase-correlated marginal-sum features and PCA eigenspace decomposition via SVD differentiate our technique from earlier work. Next, we describe a deformable template object recognition method for classifying fish species in underwater video. The efficient combination of shape contexts with larger-scale spatial structure information allows acceptable estimation of point correspondences between template and test images despite missing or inaccurate edge information. Fast distance transforms and tree-structured dynamic programming allow the efficient computation of globally optimal correspondences, and multi-class support vector machines (SVMs) are used for classification. The two methods, Eigen-CSS shape matching and deformable template matching followed by texture-based recognition, are contrasted as complementary techniques that respectively suit the unique characteristics of two substantially different computer vision problems.
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"Computer science is no more about computers than astronomy is about telescopes."

Edeger Dijkstra
Acknowledgments

Numerous people assisted me through a myriad of challenges during the pursuit of my degree and the writing of this thesis. Whether providing moral support or technical advice, I very much appreciate the help provided by my family, friends and colleagues. First, I thank my Mom, Dad and brother for their loving support. I am grateful to Laura for her un failing encouragement and patience. I would also like to recognize all the friends whose optimism cheered me and inspired me onward. In addition, I am indebted to the many professors and classmates who helped me learn valuable lessons during my time at SFU, both academic and otherwise. In particular, Dr. Mark Drew, Dr. Greg Mori, Dr. Ghassan Hamarneh, Dr. Anna Celler and Dr. Tim Lee all provided immeasurable advice and assistance for which I am deeply grateful. Dr. Drew and Dr. Lee’s ideas and contributions were especially important to the Eysen-CSS shape matching work described in Chapter 3, and Dr. Mori provided invaluable advice on the fish recognition problem of Chapter 4. Also, I would like to thank Dr. Larry Dill for his consultations and for providing the underwater video whose analysis is described in Chapter 4. Finally, I appreciate the valuable comments on this thesis furnished by my examiner, Dr. Ze-Niu Li, and extend thanks to Dr. Brian Funt for taking the time to serve as chair for my thesis defense seminar.
## Contents

<table>
<thead>
<tr>
<th>Approval</th>
<th>ii</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>iii</td>
</tr>
<tr>
<td>Dedication</td>
<td>iv</td>
</tr>
<tr>
<td>Quotation</td>
<td>v</td>
</tr>
<tr>
<td>Acknowledgments</td>
<td>vi</td>
</tr>
<tr>
<td>Contents</td>
<td>vii</td>
</tr>
<tr>
<td>List of Tables</td>
<td>x</td>
</tr>
<tr>
<td>List of Figures</td>
<td>xi</td>
</tr>
<tr>
<td>List of Algorithms</td>
<td>xv</td>
</tr>
</tbody>
</table>

1 Introduction

1.1 Object recognition .................................................. 1
1.1.1 Motivation ...................................................... 1
1.1.2 Challenges ..................................................... 2
1.1.3 Eigen-CSs shape matching ........................................4
1.1.4 Deformable template matching and texture-based classification .... 5
1.1.5 Outline .......................................................... 7

2 Previous Work

2.1 Shape matching methods .............................................. 9
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1.1</td>
<td>Silhouette-based methods</td>
<td>9</td>
</tr>
<tr>
<td>2.1.2</td>
<td>Region-based methods</td>
<td>11</td>
</tr>
<tr>
<td>2.1.3</td>
<td>Skeleton-based methods</td>
<td>11</td>
</tr>
<tr>
<td>2.1.4</td>
<td>Deformable template matching</td>
<td>12</td>
</tr>
<tr>
<td>2.1.5</td>
<td>Chamfer matching and Hausdorff distance</td>
<td>15</td>
</tr>
<tr>
<td>2.2</td>
<td>Distance transforms</td>
<td>16</td>
</tr>
<tr>
<td>2.2.1</td>
<td>Traditional binary distance transforms</td>
<td>16</td>
</tr>
<tr>
<td>2.2.2</td>
<td>Distance transforms generalized to arbitrary functions</td>
<td>17</td>
</tr>
<tr>
<td>2.2.3</td>
<td>Separable computation of multiple dimensions</td>
<td>18</td>
</tr>
<tr>
<td>2.2.4</td>
<td>Fast generalized distance transform algorithm</td>
<td>18</td>
</tr>
<tr>
<td>2.3</td>
<td>Dynamic programming on a tree structure</td>
<td>21</td>
</tr>
<tr>
<td>2.4</td>
<td>Support vector machines (SVMs)</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>Shape Retrieval with Eigen-CSS Search</td>
<td>25</td>
</tr>
<tr>
<td>3.1</td>
<td>Introduction</td>
<td>25</td>
</tr>
<tr>
<td>3.2</td>
<td>Synopsis of CSS Matching by Contour Maxima</td>
<td>28</td>
</tr>
<tr>
<td>3.2.1</td>
<td>CSS Representation</td>
<td>28</td>
</tr>
<tr>
<td>3.2.2</td>
<td>Matching by CSS: Contour Maxima</td>
<td>29</td>
</tr>
<tr>
<td>3.2.3</td>
<td>Class Matching, Evaluation Method</td>
<td>31</td>
</tr>
<tr>
<td>3.3</td>
<td>Matching by Eigen-CSS</td>
<td>32</td>
</tr>
<tr>
<td>3.3.1</td>
<td>Eigen-space: PCA via SVD</td>
<td>32</td>
</tr>
<tr>
<td>3.3.2</td>
<td>Marginal-Sum Feature Vectors</td>
<td>34</td>
</tr>
<tr>
<td>3.3.3</td>
<td>Phase Correlation</td>
<td>35</td>
</tr>
<tr>
<td>3.3.4</td>
<td>Mirror reflections</td>
<td>36</td>
</tr>
<tr>
<td>3.3.5</td>
<td>Algorithm Structure</td>
<td>38</td>
</tr>
<tr>
<td>3.4</td>
<td>Experiments and Results</td>
<td>40</td>
</tr>
<tr>
<td>3.4.1</td>
<td>Test Data Sets</td>
<td>40</td>
</tr>
<tr>
<td>3.4.2</td>
<td>Implementation Details</td>
<td>41</td>
</tr>
<tr>
<td>3.4.3</td>
<td>Evaluation by Class Matching</td>
<td>45</td>
</tr>
<tr>
<td>3.4.4</td>
<td>Results</td>
<td>46</td>
</tr>
<tr>
<td>3.4.5</td>
<td>Motivation for marginal-sum features</td>
<td>53</td>
</tr>
<tr>
<td>3.5</td>
<td>Conclusion</td>
<td>55</td>
</tr>
</tbody>
</table>
4 Recognizing Fish in Underwater Video

4.1 Introduction .................................................................................................................. 57
4.1.1 Previous Work ........................................................................................................ 59

4.2 Approach ....................................................................................................................... 60
4.2.1 Model generation ...................................................................................................... 61
4.2.2 Deformable template matching ............................................................................... 63
4.2.3 Texture-based classification ..................................................................................... 65

4.3 Results .......................................................................................................................... 66
4.4 Conclusion .................................................................................................................... 67

5 Conclusion ...................................................................................................................... 69
5.1 Contributions ................................................................................................................ 69
5.2 Future work .................................................................................................................. 70
5.3 Conclusion .................................................................................................................... 71

Bibliography ....................................................................................................................... 72

Index .................................................................................................................................. 80
List of Tables

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Matching averages for databases 1, 2, and 3.</td>
<td>52</td>
</tr>
<tr>
<td>4.1</td>
<td>Results of SVM classification.</td>
<td>67</td>
</tr>
</tbody>
</table>
List of Figures

1.1 (a): An example of a closed binary silhouette contour. (b): The corresponding curvature scale space image. ........................................ 5
1.2 Two fish that are distinguishable by shape. ........................................ 5
1.3 Two fish that are indistinguishable by shape, but unique in texture. .......... 6
2.1 Shape contexts. (a,b) Sampled edge points of two shapes. (c) Diagram of log-polar histogram bins used in computing the shape contexts. (d-f) Example shape contexts for reference samples marked by φ, o, ω in (a,b). Each shape context is a log-polar histogram of the coordinates of the rest of the point set measured using the reference point as the origin. (Dark=large value.) Note the visual similarity of the shape contexts for φ and ω, which were computed for relatively similar points on the two shapes. By contrast, the shape context for ω is quite different. This figure is reprinted from from Mori et al. [65] by permission. © 2005 IEEE. ........................................ 14
2.2 A binary image (a) with black representing ones and white representing zeros, and its distance transform (b). The “hottest” values in (b) reflect the fact that these areas are furthest from the black pixels. ........................................ 16
2.3 An example of a set of parabolas whose lower envelope (marked with a thicker red line) makes up a 1-D distance transform. ........................................ 19
3.1 Sample of boundary curves. ........................................ 26
3.2 (a): Gaussian smoothing of a closed curve shown at the left most figure. (b): The corresponding curvature scale space image. .......... 29
3.3 A database with 131 fish divided into 17 classes. Every row represents a class of fish (see [60]). ........................................ 31
3.1 Mirror reflection. (a): The boundary curve and its 180° rotation and vertical mirror transformations. (b): The corresponding CSS images. (c): The corresponding vectors \( \mathbf{r} \) as computed by Eq. (3.9). (d): The corresponding phase-correlated vectors \( \mathbf{r} \).

3.5 A shape database of 216 boundary curves, divided into 18 classes. Every row represents a class of object.

3.6 (a): Left: A fish in database 1. Right: The corresponding CSS image, with smoothing level \( \sigma \) on the outline and contour area length \( t \) along the axis. While some example CSS images in this chapter are of higher resolution for visualization purposes, the CSS images used in the experiments were typically reparameterized to have a contour length of 256 and 30 \( \sigma \) levels. (b): The corresponding phase-correlated marginal-sum feature vector. Each point along the abscissa represents a particular entry in the 2D-B feature vector, and the corresponding plotted height value represents the magnitude of the feature vector entry at that particular location.

3.7 Matching results for a fish in database 1, using our algorithm. The top-left curve shows the input fish. The rest of the fish show the best 15 match results, ranked by their Euclidean distance to the input fish in the eigenspace subspace. The fish's class appears as a label over each fish.

3.8 (a): An image in database 3 (‘chopper-01.gif’); (b): The standard-length contour. (c): The corresponding CSS image. (d): The corresponding feature vector; the phase-correlated marginal-sum component is shown in blue, and the row-sum is shown in green, dashed.

3.9 ROC curve for the class 0 fish shown in Figure 3.6.

3.10 Left: Plotting the matching average for database 1 vs. the number of bases used to form the eigenspace. Right: The plot for database 2.

3.11 Left: Plotting the matching average for database 1 vs. the number of bases used to form the eigenspace. Solid line: raw CSS method. Dotted line: marginal-sum feature vector method.

3.12 Rotated hammer are included in the 15 best matches, when database 2 is queried.

3.13 Mirrored fish are included in the 15 best matches, when database 3 is queried.
3.14 Matching results for MPEG-7 contour database, using the specialized Eigen-
CSS method, over number of basis vectors used. Success rate at dimension 5
is 99.2%. ................................................................. 51

3.15 Two challenging contours and their CSS images. Note that (c) and (d)
would appear very similar to the basic maxima-matching method, while the
marginal-sum feature can capture more information via the differences in
column sums due to the different width of the CSS ‘loops’. ......................... 54

3.16 Matching results on a query contour with shallow concavity. (a.) The
maxima-based method fails to return any correct matches. (b.) Better results
from the marginal-sum feature. .................................................. 56

4.1 Underwater video images of two species of fish. .................................... 58

1.2 The two types of fish to be classified. ................................................. 60

4.3 The crosses and yellow lines in 4.3(b) are the estimated correspondences from
the same-colored tree structure in 4.3(e) using the method described in this
chapter. The blue circles and lines in 4.3(b) show the top shape context
correspondence matches without consideration of spatial information; that
is, results equivalent to employing Eq 4.1 without the second term. Note
that the yellow lines in 4.3(b) retain some spatial structure, allowing the
traversal of an approximate affine warping transformation. However, the blue
circles cross-widely, reflecting the fact that the shape contexts were unable
to determine accurate point correspondences based on SC matching costs
alone. The same situation is evident in the second row; in 4.3(d), underwater
plants create background clutter that generates spurious edges and throws off
the shape context costs. The addition of the tree’s spatial constraints helps
overcome the problem, as can be seen in 4.3(c). .................................. 61
4.1 Edges extracted from the image by a Canny edge detector are shown in 4.4(a). 4.4(b) shows a visualization of a circular shape context histogram in red, with yellow bars representing the magnitude and direction of each bins’ counts. 4.4(c) shows the SC matching cost between the histogram from 4.4(b) and the edges of a second, differently oriented image where edges are denoted by black dots. The costs are calculated at every pixel location in the second image and the best match (shortest Euclidean distance between histogram vectors) appears at the “hottest” spot, marked with a cross.

4.5 A diagram of the steps in the deformable template matching of a query fish image with two templates. Note how the query image warps well to template 1 but poorly to template 2.

4.6 Warping examples; in each row, the rightmost column shows the result of warping the leftmost column into approximate alignment with the center column images, using an affine transformation estimated from the calculated point correspondences. The first two rows show reasonable transformations (4.6(f) and 4.6(i)), while the correspondences were not recovered well in the third row example and consequently 4.6(i) is distorted.
List of Algorithms

2.1 Fused distance transform algorithm pseudocode. .......................... 20
3.1 The original CSS maximal-matching algorithm. ............................ 30
3.2 Structure of Stage 1 Eigen CSS processing. ................................. 38
3.3 Structure of Stage 2 Eigen CSS processing. ................................. 39
4.1 Steps in deformable template matching for fish recognition. .......... 62
Chapter 1

Introduction

1.1 Object recognition

This thesis describes work on shape matching and object recognition. In Chapter 3, we propose a framework in two stages for a novel approach to both representing and matching the curvature scale space (CSS) features of shape silhouette contours. The results presented show this method, called Eigen-CSS, to be substantially more accurate and faster than published methods. In Chapter 4, we present a deformable template object recognition method for classifying fish species in underwater video. The two methods, Eigen-CSS shape matching and deformable template matching followed by texture-based recognition, are contrasted as complementary techniques that respectively suit the unique characteristics of two substantially different computer vision problems.

1.1.1 Motivation

A primary goal of computer vision research is to develop techniques that allow computers to recognize objects in images or video. There are numerous applications that motivate the development of object recognition methods. Some examples include:

- assisting a robot to determine its topological location [78] and to perform tasks using specific items,
- the navigation and targeting of aerial, aquatic or terrestrial autonomous vehicles,
- industrial inspection, positioning or sorting of mechanical parts or foodstuffs.
• diagnostic or assistive medical applications,
• interactive toys,
• human motion capture \cite{28} for movies or games,
• fingerprint, facial, character and handwriting recognition,
• the retrieval of multimedia from electronic databases for entertainment, science, art, business or engineering applications,
• content recognition software, for example to identify copyrighted images or video posted on the internet, and
• surveillance or census systems for vehicles, people or animals.

Automating certain of these object recognition tasks using computer vision may yield savings across a range of areas; potential benefits could include greater efficiency, increased recognition accuracy, mitigation of human exposure to a dangerous environment, or reduction of tedious manual labor.

1.1.2 Challenges

However, object recognition is a difficult problem, especially when the basis of comparison is the performance of a human observer. Many aspects of our visual system that we take for granted are challenging to replicate mechanically; for example, adjusting to differences in the color or intensity of a scene's illumination. Also, in addition to the powerful processing capability of the brain and optical system, humans have access to a wealth of contextual information and prior learning with which to aid their recognition/decisions. Further, people have innate biological affinities for recognizing certain patterns, such as faces \cite{70}.

Because of the breadth of the problem, most computer vision object recognition methods concern themselves with limited scenarios rather than attempting to generalize to completely unconstrained vision tasks. Consequently, techniques may be predicated on assumptions about the types of images used as input. For example, the silhouette matching algorithm described in Chapter 3 requires relatively clean, closed binary contours. Or, in the case of the method for recognizing fish species described in Chapter 4, the number of species is limited to make the problem more tractable. The necessity of making these types of compromises
is a testament to the power of the human visual system, however it by no means diminishes the usefulness of object recognition techniques in everyday applications. A concrete example of computer vision working in tandem with human observation is computer-aided diagnosis (CAD), which refers to image analysis systems that aim to reduce the number of tumors missed by radiologists viewing x-ray images. Rather than leaving such a crucial task fully to an automated system, the computer analysis complements a doctor's reading by flagging possible lesions, while leaving the final subjective decision to the human expert who may employ unquantifiable experience-based judgment to finally decide if a tumor is dangerous.

Although the computer vision algorithms cannot currently match the performance of a human observer, the combination of doctor and automated recognition system may be better than the doctor alone [8]. Examples such as these motivate continued work on object recognition problems, since they prove the worth of such systems despite the fact that they may be forced to address a partially limited problem domain.

Computer vision exploits a wide variety of methods in pursuit of object recognition [6], some of which are better suited to certain applications than others. An important factor in the success of a particular method is its suitability to the images to which it is applied. One way of ascertaining a particular vision method's applicability to a problem setting is to examine the availability of the image characteristics on which the method relies. Features such as shape, color, texture and are utilized to different degrees by different recognition techniques, so the availability of a particular feature in an image or video strongly influences the most effective recognition method for that particular scenario.

This thesis describes two methods that are tailored to the problems to which they are applied. Chapter 3 presents a technique for retrieving matching shapes from a large database of closed binary silhouette contours. In contrast, Chapter 4 details a method for texture-based recognition of nearly identically shaped fish. Figure 1.1 displays examples of two sea-creature contours whose shapes make them distinctive, despite the images' relative simplicity. Contrast this with Figure 1.2, which shows fish with very similar silhouettes but different textures. These differences motivate the two approaches delineated in Chapters 3 and 4. While the texture comparison of Chapter 4 would be impossible to apply to the contours of Figure 1.2, the shape matching of Chapter 3 would be equally ill-suited to discriminating between the similarly shaped fish of Figure 1.3.

The two methods are juxtaposed with the goal of illuminating their complementary nature. Rather than try to rank their effectiveness relative to one another, the intention is
to illustrate how different vision techniques are appropriate for different problem domains and to provide examples in the areas of both shape and appearance.

1.1.3 Eigen-CSS shape matching

In Chapter 3 we present a method for matching binary shape contour images. An object’s shape is a very important property when attempting visual recognition. Compared to other attributes, for example color or size, shape has the potential to discriminate and recognize a greater number of objects with better accuracy. At the same time, shape is a more amorphous concept than other properties: some of the numerous methods for categorizing objects by shape are outlined in Chapter 2.

Palmer [21] describes shape as the spatial structure of an object that does not change under translation, rotation, dilation or reflection. This definition captures the idea that shape is intrinsic to an object: a square is still a square if you rotate it 45° and double its size. However, turning a square distorts its 90° corners and readers it no longer a square. Despite this, the resulting diamond can intuitively be said to share more in shape similarity with the original square than, say, a circle. Thus shape is not a clear-cut attribute of an object; hence the multitude of ways to characterize it for computer vision applications.

The Eigen-CSS shape representation is based on curvature scale space (CSS) images [6], 60f, a method from the MPEG-7 standard [12]. CSS images represent the curvature zero-crossings of a contour that has been parameterized by arc length, under evolution by a Gaussian filter of gradually increasing standard deviation σ. The distance along the curve is plotted on the x-axis, while σ is plotted along the y-axis. Figure 1.1 shows a contour and its CSS image, while Figure 1.2 is an example of some shape silhouette contours.

Our method matches the CSS images of contours using dimensionality reduction via principal component analysis (PCA). The feature vector employed is the concatenation of the row- and column-sums of the original CSS image. Phase correlation through Fourier transforms is used to handle CSS images’ inherent ambiguity due to varying boundary start locations. The Eigen-CSS method is shown to be as accurate as previously published approaches, while substantially faster and very simple to implement.
1.1.4 Deformable template matching and texture-based classification

Chapter 4 describes the recognition of fish species in frames from underwater video. Figure 1.3 shows an example of two fish to be classified. In comparison with the contours in Figure 1.2, textural appearance is the only discriminative aspect of the fish — the two species
classes share the same shape and color, and so cannot be grouped using these features. Instead, it is the presence of a single stripe or multiple stripes that serves to distinguish the two classes of fish.

Given this difficult recognition task, we approach it as a deformable template matching problem\(^1\), followed by the application of a supervised learning classifier. The idea is to align the fish images before classifying by texture, an approach that is shown in Chapter 4 to give a demonstrable increase in performance. The combination of shape context descriptors [8] and efficient dynamic programming-based correspondence using the distance transform [28, 30] are a novel contribution of this chapter. Shape contexts alone cannot estimate translucency-robust correspondences as well as the technique employing spatial structure, because the underwater images are of very low quality. In addition, the tree structure makes the computation of globally optimal solutions possible via dynamic programming (see §2.4). Our method is motivated by ideas similar to [3].

\(^1\)See §2.1.1 for a review of other deformable template matching techniques.

![Figure 1.3: Two fish that are indistinguishable by shape, but unique in texture.](image)
For the underwater recognition problem described in Chapter 4, the motivation is to reduce the time that human observers must spend watching boring underwater video footage. In this case, the method described is not fully automatic but is designed to serve as a component of a complete fish census system.

1.1.5 Outline

This thesis presents techniques for matching silhouette contours and for recognizing fish in underwater video. The former is a new method of representing and matching the CSS-shape representation, called Eigen-CSS. The latter is a deformable template matching technique employing shape contexts and larger-scale spatial structure. We begin by describing previous work in Chapter 2. In Chapter 3, results are reported that show the Eigen-CSS method to be more effective and faster than previously published methods. Chapter 4 presents results that illustrate the effectiveness of the deformable template matching in improving the outcome of a difficult underwater classification problem. Finally, we conclude in Chapter 5.
Chapter 2

Previous Work

This chapter contains a brief review of some of the previous work that underlies and motivates the techniques described in this thesis. While the silhouette matching of Chapter 3 and the deformable template matching of Chapter 4 draw on both some shared background and on some disparate ideas, precursor works for both methods are described together here. Since so many object recognition techniques are based on others, or are made up of combinations of previous works, it is difficult to follow a completely strict categorization while reviewing them. However, in an attempt to organize the literature review in terms of shared method characteristics, this chapter is generally laid out as follows:

- Shape matching methods (§2.1)
  - Silhouette-based methods
  - Region-based methods
  - Skeleton-based methods
  - Deformable template matching
  - Chamfer matching and Hausdorff distance
- Distance transforms (§2.2)
- Dynamic programming on a tree structure (§2.3)
- Support vector machines (§2.4)
2.1 Shape matching methods

The use of shape as a means towards solving computer vision problems has an extensive history. Valkenburg and Vogels [62] provided a survey of many shape matching methods, dividing image comparison methods into two general types:

- intensity-based approaches that make use of pixel brightness information, color and texture; and
- geometry-based approaches that employ the spatial configuration of features extracted from the image.

The deformable template matching of Chapter 4 first makes use of geometry-based spatial configurations and finally makes a classification based on textural pixel-brightness information. In contrast, the silhouette contour matching method of Chapter 3 is concerned solely with the latter category, in that it uses no pixel intensity information and only employs features derived from a binary image contour.

Within the geometry-based approaches, further divisions can be drawn among silhouette-based, region-based, and skeleton-based methods. Silhouette-based techniques are those relying solely on an object’s enclosing contour, e.g., the curvature scale space methods described in Chapter 3, or Fourier and wavelet descriptor methods. Region-based are those techniques employing information about the area inside the object’s body; for example, the moment-based methods of [2.1.2]. In contrast, skeleton-based refers to techniques employing a tree-like structure based on an erosion of the original shape, such as Sebastian et al.’s shock graphs [90].

2.1.1 Silhouette-based methods

Curvature scale space

The curvature scale space (CSS) image [62, 59, 61, 12], is a shape representation based on a plot of the zero-crossings of the curvature function of a closed-contour curve under evolution with a Gaussian of progressively increasing standard deviation $\sigma$. Among the attractive aspects of this shape representation are its ability to capture multi-scale shape characteristics and its effective invariance to affine transformations of the original contour. The CSS representation has been adopted as a shape descriptor in the MPEG-7 standard [60, 12]. Chapter 3 presents our improvement to the representation and matching of CSS images.
Curve segments

Sun & Sper [87] described a parts-based statistical shape classification framework in which shape classes are modeled by a set of contour segments taken from many example shapes. The algorithm matches a set of segments from an input shape with sets of class segments. A contour is broken into segments based on the location of critical points, or the extrema of the contour’s curvature function (see Eq. 3.4, p. 28). After processing for translation, rotation and scaling invariance, segments are compared to find their mean and variation with respect to a set of decorrelated basis segments, and Bayesian classifiers are used to compute the probabilities of various classes. The method is tested on the MPEG-7 database with good results, achieving 98% classification accuracy. However, the contour segment matching technique takes approximately 6 seconds per shape classification in Matlab on a 1.7 GHz machine, compared with our method of Chapter 3, which requires only $7 \times 10^{-5}$ sec on a 2.8 GHz machine and achieves comparable matching results.

Fourier and wavelet descriptors

Fourier shape descriptors are features that make use of coefficients obtained by applying the Fourier transform to the parameterized function describing a shape’s boundary contour. Astier et al. used Fourier descriptors to match 2-D silhouettes of 3-D aircraft, employing phase normalization to avoid dependence on the particular contour point chosen for silhouette parameterization [6]. Gomaa et al. [57] employed Fourier descriptors to describe curve segments and used dynamic programming to search for contour segment matches. Kunttu et al. [56] improved upon basic Fourier descriptors by applying the Fourier transform to wavelet coefficients of a shape boundary at multiple scales.

A characteristic of Fourier descriptors that can cause matching difficulties is their basis on global silhouettes and their corresponding sensitivity to changes in the object boundary [72]. Wavelet descriptors [19] are a multi-resolution shape characterization that is more efficient than Fourier descriptors, as well as better at representing local features due to the improved spatial and frequency localization properties of wavelet bases.
2.1.2 Region-based methods

Moments

Given a continuous function (or silhouette in our case) \( f(x,y) \), the \((p+q)\)th order moment \( m_{pq} \) is defined as:

\[
m_{pq} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^p y^q f(x, y) \, dx \, dy.
\]  
(2.1)

For a discrete digital image, \( m_{pq} \) becomes

\[
m_{pq} \equiv \sum_x \sum_y x^p y^q f(x, y).
\]  
(2.2)

These moments capture region-based, global image information. Moments, and functions of moments, were among early computer vision techniques used to characterize images for matching [42, 72]. Hu [42] described a set of moment invariants to improve upon the basic image moments; for example, the central moments \( p_{pq} \) (described in Eq. 3.19, p. 44), are invariant to translation. Other global object features that have been used for shape description are area, eccentricity (Eq. 3.17, p. 44), circularity (Eq. 3.20, p. 14), compactness, major axis orientation, Euler number, convexity, shape numbers, and algebraic moments [94]. Difficulties of moments include sensitivity to distribution of mass in the image silhouette [72].

Khotanzad and Hong [48] proposed using Zernike moments, which are the coefficients of an image expanded into orthogonal Zernike polynomial bases. In addition to the Zernike moments’ rotational invariance, they possess the desirable property of orthogonality, enabling the separation of the individual contribution of each order Zernike moment, as opposed to the partially redundant information content of regular moments. Zernike moments were found to outperform regular moments and moment invariants in a test matching images of characters.

2.1.3 Skeleton-based methods

Shock graphs

Sebastian et al. [80] described a technique for matching shapes based on hierarchical skeleton-like shock graphs that represent shapes. These graphs represent the singularities of medial axis transforms, obtained by the “grassfire” evolution of shapes; the term “shock” is derived
from viewing these points as instabilities of wavefront propagation from the object contour inward. Each shape is thought of as a point in a shape space and the distance between two shapes is the minimum cost of the deformation taking one shape to the other. The finding of this cost is made feasible by enumerating the shock graph edits which are transitions in the partitioned, discretized shape space. The shock graph editing technique gives very good results for shape recognition, however its high computational cost makes it slow compared to other methods.

Sebastian and Limia [29] compared curve-based shape matching with a skeleton-based approach and concluded that the curve-based technique was approximately an order of magnitude faster. Although the skeleton-based method better handled shape variations such as part-rearrangement and articulation, the curve-based approach had a roughly equivalent recognition rate for other matching problems, with substantially less computational complexity.

2.1.4 Deformable template matching

The idea underlying deformable template matching is that shapes which share a general similarity may be transformed so that they deform into alignment with one another. To recover the necessary transformation, a correspondence between an unknown shape and a model must be found. After the correspondence is determined, an aligning transformation can be recovered and the degree of shape similarity can be characterized based on the magnitude of the transformation and any remaining disparity after the deformation is complete.

There are several types of deformation transformations that may be employed:

- rigid: a linear, non-distorting transformation consisting of rotation and translation,
- affine: a linear transformation with stretching and shearing,
- piecewise affine: a non-linear combination of different affine transformations for different parts of an image,
- elastic: a non-linear, non-rigid deformation; for example, interpolating thin-plate splines [13].

In this case, “linear” refers to the ability to represent the transformation with a $4 \times 4$ matrix.

Deformable template matching has been the subject of a considerable body of computer vision research. Fischler and Elschlager [32] presented a framework for the use of this
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concept in computer vision and implemented shape deformation by modeling the problem as energy minimization of interconnected springs-masses. Costa et al. [20] proposed that flexible template models should only be able to deform in ways characteristic of the class of objects that they represent, and thus performed matching based on point distribution models derived from hand-picked points on example images. Anit and Kong [5] matched landmark graphs to collections of point features extracted from a target image. The types of shape variations considered were constrained by considering dynamic programming matching of decomposable subgraphs of the original template graph. Felzenszwalb [27] followed this idea by representing shapes as triangulated polygons, whose faces then form a tree whose structure can be exploited to allow efficient global optimal matches. The matching proceeds by minimizing an energy function that assigns costs based on the deformation of the triangle polygons and also incorporates a cost attracting the template boundary to locations with high image intensity gradient magnitude.

The following deformable template matching techniques share several aspects: the use of a local descriptor to guide the search for correspondences between images, and a technique for recovering the correspondences themselves.

Some local descriptors include scale-invariant feature transform (SIFT) features [56], geometric blur [4], and shape contexts [8]. SIFT features are collections of oriented local image gradients, located at stable image scale-space extrema. Berg, Berg & Malik [10] used deformable shape matching to recognize object categories. The local descriptor employed is geometric blur, a point descriptor that consists of samples from a radially smoothed local edge image. The correspondence method used is the relatively computationally costly integer quadratic programming, formulated in a way so as to allow convenient approximation of a reasonable solution.

Shape contexts

Along a similar tack, Belongie et al. [8] and Mori et al. [65] also perform object recognition via shape similarity. However, the local descriptor that they use is a radial log-polar histogram of edge points dubbed the shape context. To derive correspondences, weighted bipartite matching via the Hungarian method is employed. The deformations are modeled by thin plate splines [13]. Figure 2.1 shows an example of shape edge points, a log-polar histogram, and some shape contexts. For a particular location, its shape context captures the relative spatial locations of all the edge points within the circumference of the shape context bins.
In Chapter 4 we use generalized shape contexts, which are an extension of shape contexts that record the dominant orientation of the edge points within each histogram bin. At a point \( p_i \), the shape context is a histogram \( h_i \) capturing the relative distribution of all other points such that

\[
b_i(k) = \sum_{q_j \in Q} f_j \quad \text{where} \quad Q = \{ q_j \neq p_i, (q_j - p_i) \in \text{bin}(k) \}
\]  

(2.3)
and \( t_j \) is a tangent vector that is the direction of the edge at \( q_i \). Shape contexts \([64, 8]\) have been used for a number of object recognition tasks, automatically breaking visual CAPTCHAs \([66]\), efficient pruning of a shape database for faster matching \([65]\), recovering 3-D human body configurations \([67]\) and pose estimation \([57]\). Thayananthan et al. \([80]\) compared shape context and chamfer matching. They concluded that the correspondences derived from shape contexts could be improved by including a “geometric continuity constraint”; our combination in Chapter 4 of shape contexts and spatial distortion costs is conceptually analogous.

### Pictorial structures

Fleuret et al. \([30]\) present another deformable template method, motivated by Fischler and Elschlager’s original parts-based model. Objects are represented as collections of parts with individual appearance models, and the connections between parts are modeled as deformable spring-like connections. The connections are restricted to tree-structured graphs so that dynamic programming can be used, along with an efficient distance transform method \([28]\), to efficiently find globally optimal correspondences.

#### 2.1.5 Chamfer matching and Hausdorff distance

Bungay et al. \([14]\) described a matching method that finds the best fit of edge points from two images by minimizing a generalized distance between them. Image edge points are distorted by a set of parametric transformation equations, with the goal of finding a geometric distortion that brings both images into optimal position. In the hierarchical chamfer matching algorithm, a resolution pyramid reduces the computational cost of the matching.

Along similar lines, the Hausdorff distance \([43, 76]\) is a metric used to quantify the degree of resemblance between two objects represented as binary images or sets of points. The Hausdorff distance \( H(A, B) \) is a distance between two finite point sets \( A = \{a_1, \ldots, a_p\} \) and \( B = \{b_1, \ldots, b_q\} \) is defined as

\[
H(A, B) = \max(h(A, B), h(B, A))
\]

where

\[
h(A, B) = \max_{a \in A} \min_{b \in B} \|a - b\|
\]

(2.4)
and $\|\cdot\|$ is a norm on the points of $A$ and $B$, such as $L_2$ distance.

The Hausdorff distance and chamfer matching are similar conceptually to binary correlation. However, they measure proximity rather than exact superposition, and hence handle real-world edge sets better [23]. One drawback of the Hausdorff distance measure is its sensitivity to outliers; consequently the term $\max_{x \in Y}$ in Eq. 2.5 may be replaced with a quantile value⁴ rather than using the maximum.

2.2 Distance transforms

2.2.1 Traditional binary distance transforms

\[ D_T(p) = \min_{q \in P} d(p, q) \]  \hspace{1cm} (2.6)

Figure 2.2: A binary image (a) with black representing ones and white representing zeros, and its distance transform (b). The “hottest” values in (b) reflect the fact that these areas are farthest from the black pixels.

The distance transform of a binary image encodes the distance from a particular pixel to the nearest non-zero pixel. Given a set of points $P$ on a grid $\mathcal{G}$, with $P \subseteq \mathcal{G}$, the traditional distance transform associates each grid location with the distance to the nearest point in $P$.  

For example, the 50th quantile is the median.
where \(d(p, q)\) is a measure of distance between \(p\) and \(q\), for example the \(L_1\) or \(L_2\) norm. This is a useful tool for computer vision comparison of binary images; for example, the chamfer matching and Hausdorff distance comparisons described in §2.1.5 employ distance transforms. In this case, the binary image can be thought of as a representation of a binary function, with a black or white pixel at a particular point denoting one of the function's two possible values. The distance transforms of binary functions are real-valued functions that facilitate comparisons; as mentioned in §2.1.5, the attractive property is that the distance functions allow the measurement of proximity rather than relying on exact superposition alone.

### 2.2.2 Distance transforms generalized to arbitrary functions

In computer vision applications, binary images might be derived from the output of an edge or corner detector, or might represent the locations of some other feature extracted by previous processing. In other cases, rather than just indication of the presence or absence of a feature at a pixel location, there may be information about the feature: "cost" available. For example, Chapter 4 describes how at each pixel location an \(L_2\) point-feature histogram matching cost is calculated. The extension of the distance transform to an arbitrary-valued function such as histogram matching costs is referred to as the generalized distance transform. Using the same notation as Eq. 2.6, let \(\mathcal{G}\) be a grid and \(f : \mathcal{G} \rightarrow \mathbb{R}\) an arbitrary function. Felzenszwalb and Huttenlocher [28] define the generalized distance transform of \(f\) as

\[
D_f(p) = \min_{q \in \mathcal{G}} (d(p, q) + f(q)).
\]  

(2.7)

That is, for a point \(p\) we would like to find a point \(q\) that is both close to \(p\) and has a small value \(f(q)\).

Felzenszwalb and Huttenlocher [28] outline a method that employs generalized distance transforms to minimize, in time linear in the number of pixels, cost functions having both local and spatial terms. This technique is also employed in the parts-based deformable template method of Felzenszwalb and Huttenlocher [30]. The following descriptions of the fast generalized distance transform are paraphrased from their technical report [28].

As explained below, the following method for computing the generalized distance transform has time complexity \(O(n)\) where \(n\) is the number of pixels, compared with \(O(n^2)\) for
a naive algorithm, and is referred to as a fast distance transform. The fast generalized distance transform technique also has the attractive aspect that each dimension’s transform is computed separately. As well as facilitating understanding of the algorithm, this also allows the method to generalize to arbitrary dimensions [28].

2.2.3 Separable computation of multiple dimensions

For example, a two-dimensional transform may be computed by first performing 1-D transforms along each column of the grid and then performing 1-D transforms along each row of the result; in fact, while the computation cannot be done in parallel, it does not matter whether the columns or rows are transformed first. To see why, let \( G = \{0, \ldots, n - 1\} \times \{0, \ldots, m - 1\} \) be a 2-D grid, and let \( f : G \rightarrow \mathbb{R} \) be an arbitrary function on \( G \). The 2-D squared Euclidean distance transform of \( f \) is given by

\[
D_f(x, y) = \min_{(x', y') \in G} \left( (x - x')^2 + (y - y')^2 + f(x', y') \right).
\]

(2.8)

Since the first term does not depend on \( y' \), it can be rewritten as

\[
D_f(x, y) = \min_{x'} \left( (x - x')^2 + \min_{y'} \left( (y - y')^2 + f(x', y') \right) \right).
\]

(2.9)

\[
= \min_{x'} \left( (x - x')^2 + D_{f|_x}(y) \right),
\]

(2.10)

where \( D_{f|_x}(y) \) is the 1-D distance transform of \( f \) restricted to the column indexed by \( x' \). Hence distance transforms of arbitrary dimension can be computed via compositions of transforms along each dimension of the underlying grid.

2.2.4 Fast generalized distance transform algorithm

The intuitive description of the fast generalized distance transform algorithm given by Venessawahl and Huttaker [28] uses a 1-D squared Euclidean distance transform computation as an example. Let \( f : G \rightarrow \mathbb{R} \) be a function on the one-dimensional grid \( G \), with \( G = \{0, \ldots, n - 1\} \). Following Eq. 2.7, the squared Euclidean distance transform of \( f \) is

\[
D_f(p) = \min_{q \in G} \left( (p - q)^2 + f(q) \right).
\]

(2.11)
Figure 2.3: An example of a set of parabolas whose lower envelope (marked with a thicker red line) makes up a 1-D distance transform.

Note that at each point \( q \in \mathcal{B} \) the distance transform of \( f \) is bounded by a parabola rooted at \((q, f(q))\), as shown in Figure 2.3.

There are two steps in computing the distance transform of \( f \). First, the lower envelope of \( n \) parabolas is computed. Then, the values of \( D_f(p) \) are filled in by checking the height of the lower envelope at each grid location \( p \). Algorithm 2.1 gives pseudocode for the process [28].

The main section of the algorithm is the computation of the lower envelope. Since any two parabolas defining the distance transform intersect at one point, the horizontal intersection of the parabola coming from grid location \( q \) and the one from \( p \) can be calculated.
Algorithm 2.1: Fast distance transform algorithm pseudocode.

1. \( k \leftarrow 0 \) \{ index of rightmost parabola in lower envelope +1 \}
2. \( v[k] \leftarrow 0 \) \{ locations of parabolas in lower envelope +1 \}
3. \( z[k] \leftarrow -\infty \) \{ locations of boundaries between parabolas +1 \}
4. \( z[1] \leftarrow +\infty \)
5. for \( q = 1 \) to \( n - 1 \) do \{ compute lower envelope +1 \}
6. \( s \leftarrow \frac{(f(q) + g^2 - f(v[k]) + v[k]^2)}{(2q - 2v[k])} \)
7. if \( s \leq z[k] \) then
8. \( k \leftarrow k - 1 \)
9. goto 6
10. else
11. \( k \leftarrow k + 1 \)
12. \( v[k] \leftarrow q \)
13. \( z[k] \leftarrow s \)
14. \( z[k + 1] \leftarrow +\infty \)
15. end if
16. end for
17. \( k \leftarrow 0 \)
18. for \( q = 0 \) to \( n - 1 \) do \{ fill in values of distance transform +1 \}
19. while \( z[k + 1] < q \) do
20. \( k \leftarrow k + 1 \)
21. end while
22. \( D_f(q) \leftarrow ((q - v[k])^2 + f(v[k])) \)
23. end for

algebraically as

\[
s = \frac{(f(p) + p^2 - f(q) + q^2)}{2p - 2q}.
\]

(2.12)

If \( q < p \) then the parabola coming from \( q \) is below the one coming from \( p \) to the left of the intersection point \( s \), and above it to the right of \( s \).

The lower envelope is computed by sequentially finding the lower envelope of the first \( q \) parabolas, with the parabolas ordered by their horizontal grid locations. The algorithm calculates the combinatorial structure of the lower envelope, employing two arrays to keep track of the arrangement. The horizontal grid location of the \( z \)th parabola in the lower envelope is stored in \( v[k] \). The range in which the \( z \)th parabola is below the others is given by \( z[k] \) and \( z[k + 1] \). The number of parabolas in the lower envelope is stored in \( k \).

When considering the parabola at \( q \), its intersection with the parabola from \( v[k] \) is found \( (v[k]) \) is the rightmost parabola in the lower envelope computed so far). There are two
2.3 Dynamic programming on a tree structure

Fehnuschkall and Hattetlacher [30] describe an efficient dynamic programming method for finding the minimal value of an energy function with two terms. The following is paraphrased from their description of the algorithm. Let $G$ be an undirected graph $G = (V, E)$, with vertices $V = \{v_1, \ldots, v_n\}$ representing model parts and edges $(v_i, v_j) \in E$ for each pair of connected parts $v_i$ and $v_j$. A configuration $L = (l_1, \ldots, l_n)$ is an instance of an object where each $l_i$ specifies the location of part vertex $v_i$. An optimal match of a model to an image is then

$$L^* = \arg \min_L \left( \sum_{i=1}^{n} m_i(l_i) + \sum_{(v_i, v_j) \in E} d_{ij}(l_i, l_j) \right). \quad (2.13)$$

The first term is a function $m_i(l_i)$ which measures how well a part matches the image at a particular location $l_i$. The second term $d_{ij}(l_i, l_j)$ is a function measuring the amount that the model is deformed by placing vertex $v_i$ at location $l_i$ and vertex $v_j$ at location $l_j$. If the intersection is after $z[k]$, which we recall stores the start of the range in which the parabola from $v[k]$ is below the others, or

- the intersection is before $z[k]$. If the intersection is after $z[k]$, then the lower envelope is modified to show that the parabola from $v$ is below all others starting at the intersection point $z$. If the intersection is before $z[k]$, then the parabola from $v[k]$ should not remain as part of the newly calculated lower envelope. In that case, the parabola index $k$ is decremented to "delete" that parabola, and the procedure is repeated.

The intuition for why this algorithm is linear in the number of grid locations is as follows. Each parabola is considered for addition to the lower envelope once. The addition of a single parabola may involve deleting more than one of the others, however each parabola is deleted at most once. These are steps 5–17 in Algorithm 2.1. Finally, the computation of the distance transform via sampling of the parabola lower envelope is accomplished with a single pass over the grid positions, lines 18–23 of Algorithm 2.1. Hence both sections of Algorithm 2.1 are $O(n)$, and the overall algorithm is linear in the number of grid locations.
The two keys to this method's efficient global optimization of Eq. 2.13 are (1) that $G$ be connected and acyclic, that is, a tree; and (2) that the relationships between parts be expressed in a form that is amenable to the efficient distance transform method described in §2.2.

The algorithm for finding the optimal configuration $L^*$ that minimizes Eq. 2.13 proceeds as follows. Recalling that $G = (V, E)$, let $v_i \in V$ be an arbitrarily chosen root vertex. Relative to $v_i$, each vertex $v_j \in V$ has a depth $d_j$, the number of edges between it and $v_i$. Vertex $v_i$ may (or may not) have children $C_j$ which are its neighboring vertices of depth $(d_j + 1)$. All vertices other than $v_i$ have a unique parent, which is the neighboring vertex of depth $(d_j - 1)$. For any leaf vertex $v_j$ (that is, a vertex with no children), the optimal location $I_j^*$ can be computed as just a function of the location of its parent $v_i$. This is because the only edge incident to $v_j$ is $(v_i, v_j)$, thus the quality of the best location for $v_j$ given location $I_i$ for $v_i$ is

$$B_j(I_i) = \min_{I_j} (m_j(I_j) + d_j(I_i, I_j)), \quad (2.14)$$

and the best location for $v_j$ as a function of $I_i$ is

$$I_j^* = \arg \min_{I_j} (m_j(I_j) + d_j(I_i, I_j)). \quad (2.15)$$

For any vertex $v_j$ other than the root, assume that the function $B_j(I_i)$ is known for each child $v_i \in C_j$. Then the quality of the best location for $v_j$ given a location for its parent $v_i$ is

$$B_j(I_i) = \min_{I_j} \left( m_j(I_j) + d_j(I_i, I_j) + \sum_{v_i \in C_j} B_i(I_j) \right). \quad (2.16)$$

Lastly, if $B_i(I_i)$ is known for each child $v_i \in C_j$ of the root $v_j$, then the best location for the root is

$$I_j^* = \arg \min_{I_i} \left( m_i(I_i) + \sum_{v_i \in C_j} B_i(I_i) \right). \quad (2.17)$$

The recursive nature of the functions $B_j(I_i)$ allows a simple algorithm to be used. If $d$ is the maximum depth in the tree, for each node $v_j$ with depth $d$ compute $B_j(I_i)$ where $v_i$ is the parent of $v_j$. Since these are all leaf nodes, the cost $B_j(I_i)$ can be computed using
2.4 Support vector machines (SVMs)

Support vector machines are supervised machine learning classifiers that partition a dataset according to a maximal separating hyperplane. Burey [15] gives an overview and describes other attractive aspects of SVMs. First, support vector machine training always finds a global minimum (as opposed to neural networks for example); this guarantees there is no other point at which the objective function has a lower value. Also, SVMs have an attractive intuitive geometric interpretation.

However, there are some drawbacks to SVM classification. The results are heavily dependent on the choice of kernel, and on parameter settings such as the amount to penalize a point that lies on the wrong side of a prospective separating hyperplane. How to choose the best kernel for a particular problem is still an open research problem, leaving cross-validation or trial-and-error as the best current methods. In addition, SVMs are limited in the speed and size of datasets which they can handle, due to their computational cost. Finally, there is no established way to train a multi-class SVM classifier in one step, although Aliferi, Schapire and Singer [5] present a useful approach for reducing multiclass problems to binary
classifications; the technique we employ in the most recent version of the work described in Chapter 4.
Chapter 3

Shape Retrieval with Eigen-CSS Search

3.1 Introduction

Shape retrieval programs are comprised of two components: shape representation and matching algorithm. Building the representation on scale space filtering and the curvature function of a closed boundary curve, curvature scale space (CSS) has been demonstrated to be a robust 2-D shape representation. The adoption of the CSS image as the default in the MPEG-7 standard [12], using a matching algorithm utilizing the contour maximum of the CSS image, makes this feature of interest pervasive. In this chapter, we propose a framework in two stages for a novel approach to both representing and matching the CSS feature. Our contribution consists of three steps, each of which effects a profound speedup on CSS image matching and increase in effectiveness. Each step is a well-known technique in other domains, but the proposed concatenation of steps leads to a novel approach to this subject which captures shape information much more efficiently. Firstly, the standard algorithm for the feature involves a complicated and time-consuming search, since the arc length is not known in any new contour. Here, we first obviate this search via a phase correlation transform in the spatial dimension of the CSS image. Remarkably, this step also makes the method rotation- and reflection-invariant. Then, using experience derived from medical imaging, we define a set of marginal features summarizing the transformed image. The resulting feature space is amenable to dimension reduction via subspace projection.
methods, with a dramatic speedup in time, and as well orders of magnitude reduction in space. The first stage of the resultant program, using a general-purpose eigenspace, has accuracy compatible with the original program, which uses contour maxima. In the second stage, we generate specialized eigenspaces for each shape category, with little extra runtime complexity because search can still be carried out in reduced dimensionality. Results are substantially more accurate than published methods. Both methods are rotation invariant, and are simple, fast, and effective. Material from this chapter was submitted to Image and Vision Computing [24] and also published in a 2005 tech report by Deew, Lee and Rana [24].

A closed boundary curve of an object contains rich information about the object. Examining the curve, we can recognize the object shape and often identify the type of object. For example, Figure 3.1 shows the boundary curves of several objects. Although no two curves are identical, we know all curves in the same column have similar shape and they belong to the same type of object. In fact, we can name the objects as birds, canals, forks, hammers, and elephants. A computer program constructed to recognize the object shape category based on its boundary curve is useful for retrieving similar shapes that belong to the same type of object.

![Figure 3.1: Sample of boundary curves.](image-url)
Building a shape retrieval program requires two components: a shape representation, and a matching algorithm. The curvature scale space (CSS) representation [61] has been shown to be a robust shape representation. Based on the scale space filtering technique applied to the curvature of a closed boundary curve, the representation behaves well under perspective transformations of the curve. Furthermore, a small local change applied to the curve corresponds to a small local change in the representation, and the amount of change in the representation corresponds to the amount of change applied to the curve. More importantly, the representation supports retrieval of similar shape. Spurred partly by the success of the original CSS-derived shape retrieval algorithm [69], and because of the above properties, the CSS representation has been selected as the object contour-based shape descriptor for MPEG-7 [68, 69].

In this work, we propose an alternative shape retrieval algorithm for the CSS representation. The matching is carried out in the eigenspace of transformed CSS images. In spirit, then, this approach is inspired by Nayar et al.’s manifold projection scheme [68, 69] for object and pose identification based upon appearance. Here, we are interested in developing eigenspaces that are expressive of CSS images, or rather eigenvectors of more compact expressions of these images. Objects can then be identified as belonging to the most likely subspace for categories of objects.

CSS images are bedevilled by an inherent ambiguity: the zero position of arc length is not determined for a new curve, compared to the model one (see Figure 3.4). As well, reflections form a problem. To handle these rotation and mirror transformations of the boundary curve, and to improve the execution speed and matching performance, we apply the Phase Correlation method [49] along the abscissa (arc length) dimension of the CSS images. This transform aligns every curve’s zero-position—the resulting curve is a new kind of CSS image. To our knowledge, this has not been done before for CSS images.

We also need to compact the large amount of information in the CSS image in order to further speed up search. Motivated by the medical imaging tomographic technique of reducing dimensionality by summing, we form a new feature vector by summing separately over each of abscissa and ordinate (arc length and scale), and concatenating into a new feature vector we call the marginal-sum vector. We determined that the simplest and most successful approach was to form the set of marginal-sum vectors and apply the phase correlation transform to sum down CSS image columns. This results in a feature vector which is not only invariant to rotations (starting position on the contour) but also invariant
3.2 Synopsis of CSS Matching by Contour Maxima

3.2.1 CSS Representation

The CSS representation [61] relies on a binary 3-D image, called the curvature scale space image, to represent the shape of a closed curve $L_0$ parameterized by path length $t$

$$L_0(t) = L_0(x(t), y(t))$$

over multiple scales (see Figure 3.2). The $x$ dimension of the CSS image specifies the parameterized path length of the curve and the $y$ dimension specifies scales of the curve corresponding to the standard deviation $\sigma$ of a Gaussian function

$$g(t, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} e^{-t^2/2\sigma^2}.$$  \hspace{1cm} (3.2)

The binary CSS image is constructed by convolution of the closed curve $L_0(t)$ by a series of Gaussians $g(t, \sigma)$ with increasing $\sigma$, given by

$$L(t, \sigma) = L_0(x(t), y(t)) \otimes g(t, \sigma) = (X(t, \sigma), Y(t, \sigma)).$$  \hspace{1cm} (3.3)

where $\otimes$ denotes a convolution operation, $X(t, \sigma) = x(t) \otimes g(t, \sigma)$, and $Y(t, \sigma) = y(t) \otimes g(t, \sigma)$.

The curvature functions $\kappa(t, \sigma)$ of the smoothed curves $L(t, \sigma)$ are then calculated as

$$\kappa(t, \sigma) = \frac{\partial X}{\partial t} \frac{\partial^2 Y}{\partial \sigma^2} - \frac{\partial^2 X}{\partial \sigma^2} \frac{\partial Y}{\partial t} \left[ \left( \frac{\partial X}{\partial \sigma} \right)^2 + \left( \frac{\partial Y}{\partial \sigma} \right)^2 \right]^{1/2}.$$  \hspace{1cm} (4.4)

For every zero-curvature point, i.e., $\kappa(t, \sigma) = 0$ and $\partial \kappa(t, \sigma)/\partial t \neq 0$, the corresponding location $(t, \sigma)$ in the binary CSS image is set to 1. The markings of the zero-curvature points form a set of contours, whose appearance captures the shape of the closed curve $L_0(t)$. Figure 3.2 shows an example of the smoothing process of a closed boundary curve and its corresponding CSS image.
Figure 3.2: (a): Gaussian smoothing process of a closed curve shown at the left most figure. (b): The corresponding curvature scale space image.

3.2.2 Matching by CSS Contour Maxima

The canonical CSS-based shape retrieval algorithm [50, 60, 2] is a algorithm comparing a CSS image with a set of CSS model images, in an image database, and returning a subset of models whose appearances are similar to the image. The similarity in appearance is quantified by the cost of the match between an image and a model, which is defined as the total distance between the corresponding contour maxima in the two CSS images. A perfect match has a zero cost.
Algorithm 3.1: The original CSS maxima-matching algorithm.

```
Loop for all models
    Cost for model is the minimum of (
        matchCSS(image, model),
        matchCSS(model, image),
        matchCSS(mirror(image), model),
        matchCSS(model, mirror(image)))
End loop
Rank models based on their costs

Function matchCSS(css1, css2)
    Loop for all contour maximum pairs of css1 and css2
        Align css1 and css2 by shifting css1 horizontally
        Determine cost of the match
    End loop
    Return(minimum cost among all pairs)
End function
```

In order to find the minimum cost of the match between an image and a model, the algorithm must consider all possible ways of aligning the high-scale contour maxima from both CSS images, and compute the associated cost. For every possible candidate pair of contour maxima, there are two ways to align them: either shifting the image CSS circularly in the horizontal direction or shifting the model CSS. Because of the asymmetric treatment of the image CSS and the model CSS by the algorithm, both alignment methods must be attempted, and their associated costs must be estimated separately.

Unfortunately, the above procedure fails to detect the mirror-image of the input image, even if such is in the database. Therefore, the algorithm has to repeat once again by resampling the mirrored CSS image with all the models. Finally, all costs of the match must be considered to calculate the closeness in appearance for all models.

The conceptual high-level structure of the algorithm is shown as pseudocode in Algorithm 3.1.
3.2.3 Class Matching Evaluation Method

Good performance was reported when the above algorithm was evaluated for image databases [69]. As an example, Figure 3.3 shows a database of 131 fish used for evaluation. These are divided into 17 classes, (0 to 16). An image database is composed of a set of boundary curves, pre-assigned into classes based on their shapes. One of the boundary curves is used to match against the other curves stored in database, and the first 15 best matches are returned. The number of returned matches belonging to the same class as the input is divided by the number of curves in that class to obtain the performance measure of the input curve. To derive the performance measure over the class the above step is repeated for all curves in the same class. Finally, the performance measure for all classes is determined.

Figure 3.3: A database with 131 fish divided into 17 classes. Every row represents a class of fish (see [69].)
3.3 Matching by Eigen-CSS

In this section, we describe Stage 1 and Stage 2 of our shape retrieval algorithm, which again rely on CSS images to represent object shapes. However, instead of measuring similarity of two CSS images by the alignment of their contour maximum pairs, we propose conducting the matching in an eigenspace of reduced image vectors. Matching images in eigenspace has been successfully applied to facial recognition [91], by finding an eigenspace basis using a principal component analysis. More generally, object model bases have been learned over different objects, poses, and illuminations by eigenspace projection [88, 69]. For our application, motivated by medical imaging tomographic applications, we convert CSS images into more compact and descriptive feature vectors we call marginal-sum vectors, which are further transformed into an eigenspace using the singular value decomposition (SVD) [96] method and truncated to just a few coefficients.

In Stage 1 of our algorithm, we use a general-purpose eigenspace pertaining to the whole database. In Stage 2, we create specialized eigenspaces each pertaining to a single object class.

3.3.1 Eigenspace: PCA via SVD

Dimensionality reduction is the derivation of a set of lower-dimensional vectors from high-dimensional data, where the lower-dimensional coordinates still capture the relationships inherent in the original data set. The default method of dimensionality reduction in the Eigen-CSS method, principal component analysis (PCA) [47, 92], attempts to represent a large number of high-dimensional feature vectors in a database as linear combinations of a much smaller number of basis vectors (PCA is sometimes referred to as the Karhunen-Loeve transform). In terms of storage space, this reduction is a desirable goal. For example, if there are 131 shapes in a database and the feature vectors are 244-dimensional, without dimensionality reduction it would be necessary to store 131 different 244-D vectors, one for each shape in the database. However, if the set of database feature vectors is represented well by, for example, combinations of 15 basis feature vectors, then we need only store these 15 basis vectors, along with a 15-vector of weights for each shape in the database. Without dimensionality reduction, it would be necessary to store 131 different 244-dimensional vectors; with dimensionality reduction only 15 separate 244-D vectors and 131 15-D vectors are necessary. If each vector entry is a 32-bit float, the unreduced database would require
4 \times 241 \times 131 - 127856 \text{ bytes. In contrast, the database reduced to 15 dimensions requires}
4 \times (15 \times 241 + 15 \times 131) = 22500 \text{ bytes, a savings of approximately 82%. A more severe}
reduction to 5 dimensions would save 94\% over the space needed for the full-dimensional
database. Obviously, in terms of storage, there is a good incentive to reduce the feature
dimensionality. The attractive aspect of this type of dimensionality reduction is that if the
bases capture a large part of the variance of the original data, this significant reduction in
required storage can be achieved with little loss of matching accuracy.

Using singular value decomposition to discover orthogonal bases which best capture the
variance of a data set in the least squares sense is one implementation of an important
mathematical technique called principal component analysis (PCA). PCA facilitates the
discovery of the directions of most significant variance in a data set, and consequently
allows dimensionality reduction by identifying directions which can be discarded due to
insignificant sample variation along them. Two key points about PCA are (1) it is linear,
and (2) it derives orthogonal bases. The former characteristic refers to the representation of
features as linear combinations of a set of basis vectors, and the latter means that the bases
discovered by PCA are all mutually perpendicular in a multi-dimensional sense. In contrast,
independent component analysis (ICA) [44] may find non-orthogonal bases for subspace
representation; other dimensionality-reduction methods such as locally linear embedding
(LLE) [75] and Isomap [88] do not explicitly return basis vectors at all, although they
still could be fitted into the Eigen-CSS framework. Fisher's linear discriminant analysis
(LDA) [33] is another subspace method that attempts to maximize the ratio of intra-class
variance to inter-class variance. In this work, PCA is chosen because it gives good results
and is simple to implement via SVD.

In the Eigen-CSS method SVD is used to decompose \( \mathbf{X} \), a matrix of mean-subtracted
feature vectors, into a set of new eigenfeatures, ordered by decreasing variance accounted for.
Singular value decomposition is an efficient method for decorrelating vector information. For
\( n \) column vectors \( \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n \in \mathbb{R}^m \), we form an \( m \times n \) data matrix \( \mathbf{X} \) of mean-subtracted
vectors

\[
\mathbf{X} = [\mathbf{x}_1 - \bar{x}, \mathbf{x}_2 - \bar{x}, \ldots, \mathbf{x}_n - \bar{x}].
\]  

(3.5)

The SVD operation produces factors

\[
\mathbf{USV} = \mathbf{X},
\]  

(3.6)

with orthogonal \( m \times m \) matrix \( \mathbf{U} \) of eigenfeatures, \( \mathbf{S} \) the \( n \times n \) diagonal matrix of singular
values, and \( \mathbf{V} \) an \( m \times n \) matrix of loadings. The column vectors of \( \mathbf{U} \) form the basis for the eigenspace. In the new representation, vector \( \mathbf{x} \) goes into a new coefficient m-vector \( \mathbf{u} \) via

\[
\mathbf{u} = \mathbf{U}^T \mathbf{x}.
\]  

(3.7)

Since the eigenvectors are ordered by variance-accounted for, we may often be able to reduce the dimensionality by truncating \( \mathbf{u} \) if the number of bases used is reduced to \( k \) where \( k < n \), the CSS eigenspace is truncated to \( \mathbb{R}^k \). For any two vectors \( \mathbf{u}_1 \) and \( \mathbf{u}_2 \), here we use a Euclidean metric (\( L_2 \) norm) as our distance measure.

### 3.3.2 Marginal-Sum Feature Vectors

The entire CSS image can be vectorized to form a column vector \( \mathbf{x}_i \) of the input matrix \( \mathbf{X} \) for the above SVD operation. However, such a formulation will create two problems. First, the resultant input matrix \( \mathbf{X} \), which is an ensemble of all the vectors \( \mathbf{x}_i \), will be very large and lead to long execution time for the SVD operation. Second, raw CSS images may be too noisy for matching. The various parameterized curves for the type of object that we intend to retrieve face slight alternations at arbitrary locations, and the CSS contour points will be unlikely to line up in their corresponding CSS images. Matching the CSS images pixel-by-pixel may not be able to achieve the optimum result. Therefore we derive special column vectors \( \mathbf{x}_i \) that we call marginal-sum feature vectors, from the CSS images. (We have also experimented with the use of the entire CSS image; results are reported in [24]. The present method performed better than did raw CSS image matching by Euclidean distance.)

To motivate the following, consider medical imaging tomographic applications. In this situation, suppose we wish to specialize to the case of 2-D skin pathologies. Doctors often consider very simple measures of skin structures based on a few distances across the lesion. A more complicated 3-D case might involve 2-D images formed from various 3-D directions. For our skin lesion situation, the analogue would be many 2-D x-rays perpendicular to the lesion, or in other words sums over material from a particular ray direction. The same basic idea applies: we can glean much information about structures by simply considering sets of sums across them. Here we apply this concept by treating each 2-D CSS image as a structure we wish to examine. Instead of the raw data, we consider instead the set of row-sums and set of column-sums, concatenated, as a novel feature vector. The ability of this choice is borne out by the experiments below, and in fact the new vector does seem
to modify to some extent the effects of noise. For further motivation of the marginal-sum feature, see the discussion in §1.4.5.

Let $C(i,j)$ denote the pixel at the $i^{th}$ row and $j^{th}$ column of an $x \times c$ CSS image. The marginal-sum feature vector $x$ is defined as a column vector $x$ composed of row-sum and column-sum vectors: $r$ sums down the rows of the CSS image, and $c$ sums across the columns.

$$x = [r \ c]^T$$  \hspace{1cm} (3.8)

$$r = \left[ \sum_j C(1,j), \sum_j C(2,j), \ldots, \sum_j C(1,c) \right]^T \text{ and}$$  \hspace{1cm} (3.9)

$$c = \left[ \sum_i C(1,i), \sum_i C(2,i), \ldots, \sum_i C(c,i) \right]^T \hspace{1cm} (3.10)$$

Vector $r$ can be interpreted as the probabilities of zero curvature points, given a point $t$ along the parameterized closed curve, while vector $c$ denotes the probabilities of zero curvature, given a smoothing level $\sigma$. Conceptually, we can imagine the special vector as formed by collapsing the CSS image in the $y$ and $z$ directions separately, precisely as in a tomographic x-ray process.

### 3.3.3 Phase Correlation

Clearly, a rotation transformation on a closed boundary curve translates the initial point of the parameterization process, i.e., the CSS image is circularly shifted. On the other hand, a reflection transformation reverses the direction of the parameterization process, i.e., the CSS image is mirrored. Figs. 3.4(a,b) show a $180^\circ$ rotation and a vertical mirroring transformation of a boundary curve, along with their corresponding CSS images. These transformations pose a technical challenge to our algorithm; in particular, the vector $r$ specified in Eq. (3.9) will be affected, but the vector $c$ specified in Eq. (3.10) remains unchanged. Our solution to this problem is to carry out a phase correlation transform [49] on the vector $r$, in the same way as Fourier phase normalization has been used to eliminate starting point dependency when matching contours using Fourier Descriptors [6, 56]. This can be accomplished by converting the vector to the frequency domain, calculating the magnitude as a function of frequency, and transforming the results back to the spatial domain. The effect is translational alignment of the inverse-Fourier transformed functions. Note, however, that in carrying out this transform, we depart from a conventional CSS.
image, now going over to a phase-correlated version which is quite different from the original. But the phase correlation is carried out only in the abscissa, path-length direction, not in the ordinate, scale dimension. In fact, we carry out the phase correlation only on vector $\mathbf{r}$, not on the full CSS image, and this greatly simplifies matters.

Mathematically, the phase-correlated vector $\mathbf{\tilde{r}}$ can be expressed as

$$\mathbf{\tilde{r}} = |F^{-1}(|F(\mathbf{r})|)| \quad (3.11)$$

where $F$ denotes a 1-D Discrete Fourier Transform. Figure 3.4(c) shows the vectors $\mathbf{r}$ for the corresponding CSS images. In Figure 3.4(d), the phase-correlated vectors $\mathbf{\tilde{r}}$ are plotted; these three vectors should have the same values, since as shown below in §3.3.4, in fact Eq. (3.11) produces a feature vector invariant to rotations and reflections.

Therefore, we replace the marginal-sum feature vector in Eq. (3.8) by

$$\mathbf{x} = [\mathbf{\tilde{r}} \mathbf{e}]^T \quad (3.12)$$

Notice that because of the nonlinearity of the absolute value operation, Eq. (3.11) is not equivalent to forming a 2-D CSS image which has been phase-correlated along the abscissa and then collapsed onto a row-sum. It is instead a much simpler operation.

3.3.4 Mirror reflections

A "vertical mirroring" of a contour, reflecting around the middle vertical column as in Figure 3.4(a), is effected by reversing the order of the abscissa coordinates, and hence by reversing vector $\mathbf{r}$. Suppose $N$ is the number of columns in the CSS image. Then the discrete Fourier transform $F_{\mathbf{r}}$ of the row-sum $\mathbf{r}$ of the flipped contour $\tilde{C}$ is found via

$$\begin{align*}
\hat{r}_n &= \sum_{i=1}^{N} \tilde{C}(i, n) = \tilde{r}_{N+1-n} \quad (3.13) \\
F_{\tilde{r}} &= \sum_{u=1}^{N-1} \tilde{r}_u \exp(-2\pi i(u-1)(n-1)/N) \quad u = 1..N; \\
F_{\tilde{r}} &= \sum_{u=1}^{N-1} \tilde{r}_{N+1-u} \exp(-2\pi i(u-1)(N-1)/N) \\
&= \sum_{u=1}^{N-1} \tilde{r}_u \exp(2\pi i(u-1)(n-1)/N) \exp(2\pi i(N-1)/N) \\
&= \exp(2\pi i(N-1)/N) F_{\tilde{r}} \\
\end{align*}$$

Thus we have that $|F_{\tilde{r}}| = |F_{\mathbf{r}}|$ and the two transforms differ only by a phase.

Therefore the feature of Eq. (3.11) is invariant to vertical mirroring. As well, clearly the sums across columns, $x_c$, are also unchanged, so the complete feature vector $\mathbf{x}$ is invariant.
Figure 3.4: Mirror reflection. (a): The boundary curve and its $180^\circ$ rotation and vertical mirror transformations. (b): The corresponding CSS images. (c): The corresponding vectors $r$ as computed by Eq. (3.9). (d): The corresponding phase-correlated vectors $\tilde{r}$.

For "horizontal mirroring", wherein the contour is inverted from top to bottom, the CSS image is unchanged except that it is reversed left-right and shifted. Thus again we have that the Fourier transform of the row-steps down the columns differ only by a phase, and $\tilde{r}$
Obtain phase-correlated marginal-sum vector for each CSS
Form input matrix for SVD
Perform SVD
Map each CSS into $R^k$ eigenspace

is invariant; as well, clearly the column-sums across the rows are unchanged.

3.3.5 Algorithm Structure

We constructed two different versions of the algorithm. Stage 1 is aimed at applying the CSS image transformation and dimensional reduction scheme using a general eigenvector basis. This could be used in a situation in which categorization of classes in a target database were not available. In a second stage, however, if class metadata is available, we can further develop an eigenspace separately for each class. Projecting onto each class provides a powerful mechanism for classifying new, test CSS images. The price for Stage 2 processing is a mild increase in complexity, as we shall see below.

Stage 1: General Eigenspace

Our Stage 1 shape retrieval algorithm is divided into two modules: an eigenspace construction module, and a matching module. The conceptual high-level structure of the former module is shown as pseudocode in Algorithm 3.2.

Matching an image is done by computing the corresponding phase-correlated marginal-sum feature vector $\mathbf{x} = \mathbf{f}^T \mathbf{e}$, and mapping it into the $R^k$ eigenspace. Similarity between the image and the models is measured by their Euclidean distances in the eigenspace.

Stage 2: Specialized Eigenspaces

If a categorization of the boundary-curve database is available, a further refinement can be carried out. For example, in the MPEG-7 shape database there are 70 classes with 20 objects each. We can form a separate eigenspace for each of these 70 categories, and then match a transformed CSS feature vector with each space separately. This turns out to be
Algorithm 3.3: Structure of Stage 2 Eigen-CSS processing.

Obtain phase-correlated marginal-sum vector for each CSS
Form input matrix for SVD for each object category
Perform multiple SVDs
Map test CSS into each \( \mathbb{R}^k \) eigenspace
The eigenspace that gives the closest reconstruction of the test CSS
feature vector is the best category

very effective. As well, the subspace dimensionality required is found to be very low to
still produce effective categorization. In sum, the algorithm is then modified to that of
Algorithm 3.4.

By Parseval’s Theorem, which states that the sum of the squares of the components of a
function are the same regardless of the orthonormal basis under which it is represented, the
matching can in fact be carried out in the reduced, eigen-coefficient domain. We wish to
characterize a good fit for a test feature vector \( \mathbf{x} \) with the approximation \( \hat{\mathbf{x}} \) by considering
the Euclidean distance \( \| \mathbf{x} - \hat{\mathbf{x}} \|^2 \).

Now suppose the \( k \)-vector set of coefficients in a subspace is \( \mathbf{c} : \hat{\mathbf{x}} = \sum_{i=1}^{k} c_i \mathbf{v}_i \), where \( \mathbf{v}_i \)
is the \( i \)-th eigenvector. Then our distance measure, for determining how well a test feature
vector \( \mathbf{x} \) is expressed in the eigen-subspace, is given by

\[
D^2 = \| \mathbf{x} - \hat{\mathbf{x}} \|^2 = (\mathbf{x}^T - \sum_{i=1}^{k} c_i \mathbf{v}_i)(\mathbf{x} - \sum_{i=1}^{k} c_i \mathbf{v}_i)
\]

(3.14)

assuming the eigenvectors are orthonormal so that \( c_j \equiv \mathbf{x}^T \mathbf{v}_j \). Since the first term above is
fixed, for a particular test image, we minimize distance \( D \) by simply maximizing the sum
of squares of subspace coefficients \( c \).

The meaning of this is that the CSS image feature vector is best represented by the
subspace in which its coordinates are best mapped. The idea is similar to finding the best
2-D plane of several available to best characterize a 3-D vector: the best 2-D subspace is that
for which orthogonal projection of the 3-vector produces the largest-magnitude projections.

While production of the object category eigenspaces does take time offline, the runtime
complexity for matching is not much increased by using a Stage 2 algorithm. For the Stage 1
algorithm, using a general basis for all shapes, suppose we make use of a \( K \)-dimensional
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3.4 Experiments and Results

The algorithms presented in §3.3 have been evaluated using three shape databases.

3.4.1 Test Data Sets

The first database used is a set of 138 fish, shown in Figure 3.1 [66]. The original boundary curves in the database have very long parameterization length, ranging from 400 to 1600 points. Here, these are re-parameterized to 200 to speed up execution time.

The second database used comprises 216 shapes, divided into 18 classes: bird, bone, brick, camel, car, children, classic, elephant, face, fork, fountain, glass, heart, key, mint, ray, and turtle [81]. The original database consists of binary images in TIFF format. We extracted the boundary curves of each image and again parameterized the boundary curve to 200 points. Figure 3.5 shows the entire second database. Each row represents one class of object. (A portion of the database has been enlarged and shown in Figure 3.1.)
The third database is the MPEG-7 Core Experiment CE: Shape-1 closed-contour database [52]. This consists of $C = 70$ classes (bone, chicken, cellular, ph, ...) of $20$ objects each ($N = 1400$). Again, we made use of length-200 contours.

![Shape database](image)

Figure 3.5: A shape database of 216 boundary curves, divided into 18 classes. Every row represents a class of object.

3.4.2 Implementation Details

**CSS images**

As described in §3.2.1, we computed the CSS image of every boundary curve by smoothing $\hat{\alpha}$ with a series of Gaussian functions, whose $\sigma$ value started at 5 and was incremented by one unit until no zero curvatures remained on the smoothed curve. The small $\sigma$ values (from 1 to 4), associated with fine texture irregularities of the curve, were removed from
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the CSS image to reduce the computation error introduced by a discrete boundary curve. As a result, the y-axis (the σ axis) of a CSS image had variable length, depending on the shape of the curve, but the x-axis had its length standardized to 200, the length of the parameterized curve. In order to standardize the size of all CSS images in a database, we padded the y-axis of all CSS images to a constant length, the maximum over all images.

The CSS images were used to construct the phase-correlated feature vector (Eq. (3.12)), with lengths 244, 230, and 257 for databases 1, 2, and 3 respectively. Figure 3.6 shows a typical example of a boundary curve with its corresponding CSS image and marginal-sum feature vector.

General Eigenspace

Grouping all phase-correlated marginal-sum vectors and forming the input matrix \( X \) (Eq. (3.5)), we built the eigen-CSS eigenspace using the first \( K = 15 \) column vectors in SVD matrix \( U \), i.e., the eigenspace is in the subspace \( R^{15} \). In [24], we analyzed the effect of selecting different number of bases and found that there was little effect on results, for \( K \geq 3 \), with maximum average matching results at about \( K = 15 \).

We also tested using raw CSS images as the vehicle for a subspace reduction [24], with of course a greatly increased execution time. We found that raw images perform substantially worse than marginal-sum feature vectors, likely because of the high noise content in CSS images.

Specialized Eigenspaces

As in §3.2.5, Stage 2 application of the eigenspace method involves creating a specialized eigenspace for each class in a database, and then matching against each object’s eigenspace. We found that this approach produced much better results than matching against a general eigenspace (see §3.4.4 below), and in fact better results than previously reported methods.

Global parameters

For the standard algorithm, a preprocessing step is typically applied to screen out contours that are most likely mismatches for the test contour, over three “global” parameters \( \alpha_u, \alpha_r \), and \( \alpha_m \). With the subscripts \( u \), representing “image” and \( m \) representing “model”, the global parameters are defined as:
Figure 3.6: (a): Left: A fish in database 1. (right): The corresponding CSS image, with smoothing level \( \sigma \) on the ordinate and contour arc length \( t \) along the abscissa. While some example CSS images in this chapter are of higher resolution for visualization purposes, the CSS images used in the experiments were typically reparameterized to have a contour length of 200 and 40 \( \sigma \) levels. (b): The corresponding phase-correlated marginal-sum feature vector. Each point along the abscissa represents a particular entry in the 240-D feature vector, and the correspondingly plotted height value represents the magnitude of the feature vector entry at that particular location.

1. Aspect ratio parameter \( \alpha_\gamma \):
   \[
   \alpha_\gamma = \frac{|a_1 - a_m|}{\max(a_1; a_m)}
   \]  

The aspect ratio is the ratio of the number of rows to the number of columns of that CSS image [62]. Since we fix the number of columns to 200, this amounts to a check on the maximum number of scaling levels (\( m \)) in the source and target CSS images. A comparison of shape contour aspect ratios in the spatial domain, prior to CSS processing, would have more discriminative power than the aspect ratio test.
performed on the CSS image. However, since the latter is the implementation in the method against which we are comparing [82], we follow suit and compare CSS image aspect ratios.

2. Eccentricity parameter \( \alpha_e \):

\[
\alpha_e = \frac{|c_e - c_m|}{\max(c_e, c_m)}
\]  

(3.16)

The eccentricity \( e \), an area-based descriptor, is the ratio of maximum to minimum eigenvalues \( \lambda_k \),

\[
e = \sqrt{\frac{\lambda_{\max}}{\lambda_{\min}}}
\]  

(3.17)

of the 2 × 2 matrix of second-order central moments of the original 2-D curve,

\[
\begin{pmatrix}
\mu_{2,0} & \mu_{1,1} \\
\mu_{1,1} & \mu_{0,2}
\end{pmatrix}
\]  

(3.18)

where the central moments of a region are defined as

\[
\mu_{p,q} = \sum_{x} \sum_{y} (x - \bar{x})^p (y - \bar{y})^q
\]  

(3.19)

and \((x, y)\) is the region’s centroid. In fact, since the matrix is 2-D, this can easily be calculated analytically [25].

3. Asymmetry parameter \( \alpha_a \):

\[
\alpha_a = \frac{|c_a - c_m|}{\max(c_a, c_m)}
\]  

(3.20)

Circularity \( e \) is the ratio of the square of the perimeter to the area, a contour-based parameter.

In our experiments with reimplementing the CSS maximum matching method we followed [82] and used a threshold of 0.3 for the global parameters.
3.4.3 Evaluation by Class Matching

We evaluated the algorithm using the objective evaluation method described in §3.2.3. Every boundary curve in a database was matched in turn against other curves in the database and the matching percentage for a curve, the class of the curves, and the entire database were computed. For example, Figure 3.7 illustrates the matching result for a class 0 fish in database 1. The input fish is shown in the top-left-hand corner with the class name labelled over the curve. The rest of the figure depicts the best 15 match results, ranked by their Euclidean distances from the input in the eigenspace subspace. Since the input fish was in the database, it was scored as the best matched (it was shown as the first matching result), along with 6 other class-0 fish. Because there are 8 fish in this class, the match percentage for this particular fish was $1/8 \times 100\% = 12.5\%$. For all the class-0 fish, the matching average was 75%, and the matching average was 71% for the entire database 1, with no global parameters and a general eigenspace.

![Figure 3.7: Matching results for a fish in database 1, using our algorithm. The top-left curve shows the input fish. The rest of the fish show the best 15 match results, ranked by their Euclidean distance to the input fish in the eigenspace subspace. The fish’s class appears as a label over each fish.](image-url)
3.4.4 Results

Table 1 shows results for all methods tested. For the database shown in Figure 3.3, the matching average as defined in §3.2.3 for all classes was reported to be 76% [60]. In a best-efforts re-implementation as stated above, our figure was 72% (see the top of Table 1). However, our implementation did not test against multiple instances of the same image, since for the method proposed here we did not need to check against images with 180° rotation, since the method is rotation-invariant; also, we did not need to test against mirroring, since as discussed in § 3.3.4 and shown in Figure 3.4, the method presented here is reflection-invariant.

Hence we simply implemented the "original method" (see [60], pp.77-79) and not the "mirror-image extension" ([60], p.78). As well, other possible improvements mentioned were not implemented. However, we did implement the three "global parameters" recommended (see above in §3.4.2).

In comparison, the Stage 1 algorithm given here also produced a 72% success rate, but with a much simpler algorithm.

However, when Stage 2 was implemented, results gave a 98% success rate, using only $k = 1$ eigenvectors in each class, and measuring success as returning exactly the correct (one) class.

Remarkably, when Stage 2 processing is adopted, matching against specialized eigenspaces and using only 2 coefficients, the method achieves 100% classification accuracy for the first two databases. For the MPEG-7 database, the third database tested, we achieved 99% accuracy using only 5 basis vectors.

In comparison to previous results reported for the MPEG-7 database [52, 87], the best result reported in [52] was a matching average of 76.5%, for matches in the top 40 objects returned. Thus the Eigen-CS8 Stage 2 processing, with specialized eigenspaces, surpasses that value by 14% for the data set on which we tested. Comparing to the classification error of 98% reported in [87] for a considerably more complex algorithm based on contour segments, the present method does comparably, yielding a classification error of 99.2% using only 5 basis vectors. However, the running time reported in [87] is 6 sec per classification in Matlab on a 1.7 GHz machine, whereas the present method takes only $7 \times 10^{-3}$ sec on a 2.8 GHz machine, implying that the present method is about 5 orders of magnitude faster.

(Our implementation of the original method [60] gives classification timing results about
10^4 times slower, using global parameters, on a dual 2.4 GHz machine.) While the Stage 2 algorithm does provide for multiple models, this increases discriminability without a great increase in computational matching cost.
Figure 3.8: (a): An image in database 3 (‘chopper-01.gif’); (b): The standard-length contour. (c): The corresponding CSS image. (d): The corresponding feature vector: the phase-correlated marginal-sum component is shown in blue, and the row-sum is shown in green, dashed. (e,f): Vertical and horizontal mirroring. Both generate the same feature vector (d).
Figure 3.9: ROC curve for the class 0 fish shown in Figure 3.6.

Figure 3.10: Left: Plotting the matching average for database 1 vs. the number of bases used to form the eigenspace. Right: The plot for database 2.
Figure 3.11: Left: Plotting the matching average for database 1 vs. the numbers of basis used to form the eigenspace. Solid line: row CSS method. Dotted line: margin-max feature vector method.
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Figure 3.12: Rotated hammers are included in the 15 best matches, when database 2 is queried.
Figure 3.13: Mirrored fish are included in the 15 best matches, when database 1 is queried.

Figure 3.14: Matching results for MPEG-7 contour database, using the specialized Eigen-CSS method, over number of basis vectors used. Success rate at dimension 5 is 99.2%.
Table 3.1: Matching averages for databases 1, 2, and 3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>#Basic Vectors</th>
<th>#Best Matches</th>
<th>Global Parameters</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maxims</td>
<td>15 objects</td>
<td>15 objects</td>
<td>No</td>
<td>62</td>
</tr>
<tr>
<td>General</td>
<td>15 objects</td>
<td>15 objects</td>
<td>No</td>
<td>71</td>
</tr>
<tr>
<td>Eigen-CSS</td>
<td>15 objects</td>
<td>15 objects</td>
<td>No</td>
<td>72</td>
</tr>
<tr>
<td>Specialized</td>
<td>1 top class</td>
<td>1 top class</td>
<td>No</td>
<td>98</td>
</tr>
<tr>
<td>Eigen-CSS</td>
<td>2 top class</td>
<td>2 top class</td>
<td>No</td>
<td>100</td>
</tr>
</tbody>
</table>

Database 2 (Sebastian et al.): 216 Objects, 16 Classes

| Maxims      | 15 objects     | 15 objects    | No                | 68      |
| General     | 15 objects     | 15 objects    | No                | 74      |
| Eigen-CSS   | 15 objects     | 15 objects    | No                | 72      |
| Specialized | 1 top class    | 1 top class   | No                | 97      |
| Eigen-CSS   | 2 top class    | 2 top class   | No                | 100     |

Database 3 (MPEG-7): 1400 Objects, 60 Classes

| Maxims      | 15 objects     | 15 objects    | No                | 3       |
| General     | 15 objects     | 15 objects    | No                | 12      |
| Eigen-CSS   | 15 objects     | 15 objects    | No                | 37      |
| Specialized | 1 top class    | 2 top class   | No                | 84      |
| Eigen-CSS   | 5 top class    | 5 top class   | No                | 99      |

The standard method, "Maxims", and the Stage 1 Eigen-CSS method both examine how many objects in the top 15 returned are in the correct class. Stage 2 "Specialized Eigen-CSS" asks which are the top classes returned. We are interested in using the fewest number of basis coefficients and fewest classes; hence we report results using either only five basis vectors and ask for results only in the single top cclassification returned. The best classification error is the Specialized Eigen-CSS method, using about five basis vectors with a resulting accuracy of 99.2%. This compares favorably with the considerably more complex method set out in [87], with accuracy of 98% but running time three orders of magnitude longer.
3.4.5 Motivation for marginal-sum features

As shown in Figure 3.15, there are types of outlines which can differ greatly in shape yet yield similar CSS images. Because it reflects information about the whole CSS curve, the marginal-sum method is superior for matching these types of shapes than the basic maximum-based method. The maxima-matching method can be altered to better handle these types of shapes via "height-adjusted matching" [60], however the advantage of the marginal-sum feature construction is that it does not require any such changes to achieve comparable results.

The rate of movement of a point on a contour during evolution is proportional to the curvature value at that point. Thus there are two cases which can cause CSS ‘loops’ to become large, reaching high \( \sigma \) values before the zero crossings disappear:

- A shallow concavity, as in Figure 3.15(a), in which case the zero crossings converge very slowly, causing a tall CSS loop as in Figure 3.15(c).
- A deep concavity (section with high curvature), such as in Figure 3.15(b), in which case it takes a great deal of smoothing to make the contour convex, causing a tall CSS loop as in Figure 3.15(d).

These are cases where the marginal-sum method’s ability to capture information other than solely maxima values is of benefit. Makhtarian and Rober [60] handle this problem by selecting a new maximum for each CSS contour based on the level of smoothing; at which the line segment between two zero crossings becomes straight. Without this modification, a method based solely on loop maxima would have difficulty telling the two contours apart. However, the ‘collapsing’, effect of the marginal-sum feature will yield column sums which are quite different, hopefully giving better discrimination when matching these types of contours. Anecdotal, it seems that most of the tall CSS loops formed by shallow concavities are wider than the CSS loops formed by areas of high curvature. The marginal-sum feature vector will reflect this difference, which allows it to exploit information that the maxima-based method does not.

Figure 3.16 shows results which support this idea. The maxima-matching method returns only one correct match; interestingly, the query shape itself is not returned, and none of the other results are from the same class as the query contour (Figure 3.16(a)). In contrast, the marginal-sum method returns four of the eight correct class members (Figure 3.16(b)).
Figure 3.15: Two challenging contours and their CSS images. Note that (c) and (d) would appear very similar to the basic maxima-matching method, while the marginal-sum feature can capture more information via the differences in column sums due to the different width of the CSS ‘loops’.

Also, the marginal-sum matching returns two additional long, thin objects which are from the wrong class but are good matches in terms of shape similarity. It should be noted that according to Mohri et al. [60], the maxima-matching method would return substantially better results with the height adjustment modification and use of global parameters; in our tests we did not implement the height-adjusted method but did implement the global parameters. Regardless, these results provide an interesting illustration of the
superiority of the unmodified marginal-sum feature and help motivate our usage.

3.5 Conclusion

The main advantages of our algorithm are simplicity and execution efficiency. As well, the method possesses the important property of rotation- and reflection-invariance, which obviates searching for multiple instances of objects. The new feature vector also effectively removes noise and produces substantively better results than raw CSS images.

For Stage 1, after building the eigenspace, which has to be performed only once for a database, matching an image against the models in a database involves mapping the image to the eigenspace and calculating the distances between the image and the models in the database. There is no complicated searching, as in the canonical method [66]. With the length of the feature vector as small as 230 elements, the matching is extremely efficient.

For Stage 2, wherein multiple eigenspaces are formed, the method is still efficient, and performs better than the methods reported in [22] or [87] for the MPEG-7 database. In sum, the method we present here is simple, fast, and effective.
(a) Maxima-based matching results

(b) Marginal-sum matching results

Figure 3.16: Matching results on a query contour with shallow concavity. (a.) The maxima-based method fails to return any correct matches. (b.) Better results from the marginal-sum feature.
Chapter 4

Recognizing Fish in Underwater Video

4.1 Introduction

In this chapter, we present a deformable template object recognition method for classifying fish species in underwater video. The main contribution is the efficient combination of shape contexts with large-scale spatial structure information, which allows acceptable estimation of point correspondences between template and test images despite missing or inaccurate edge information. Recovered point correspondences are then used to estimate transformations which are applied to align query images with a template. Finally, the warped images are classified using support vector machines (SVMs). Quantitative results are presented which verify the effectiveness of the deformable template matching. Material from this chapter was previously published by Rama, Mori and Dill [74].

Quantifying the number of fish in a local body of water is of interest for applications such as guiding fisheries regulation, evaluating the ecological impact of dams, and managing commercial fish farms. Going beyond an aggregate count of aquatic animals, information about the distribution of specific species of fish can assist biologists studying issues such as food availability and predator-prey relationships, for example between tiger sharks and dolphins [39], corneosants [41] and sea turtles [39]. Applications like these motivate the development of methods for collecting biological data underwater.

Besides video, other options for automating underwater fish counting include devices
employing hydro-acoustics (sonar), resistivity counters and infrared beams [17]. Of the alternatives, sonar is best suited to coarse detections such as finding schools of fish, while resistivity and infrared counters require fish to swim through relatively narrow enclosed spaces. Underwater video is a non-intrusive method of counting fish, as well as the only one of these techniques that can classify fish by species based on textural appearance. Other attempts to visually identify fish by species rely on constrained images or shape to make distinctions [17, 53, 62]. None of these methods would work for the problem described in this chapter, where the two species of interest have very similar shapes and the environment is natural.

![Figure 4.1: Underwater video images of two species of fish.](image)

The current method is to manually analyze underwater video. Using humans for this recognition and classification task is time-consuming and tedious (and may become error-prone over time as a consequence of its tedious). Hence, there is good motivation to automate the process by using computer vision.

For computer vision researchers, this problem presents a number of interesting challenges. First, the complex environment confounds simpler approaches like luminance thresholding and background subtraction. Issues include shifting colors, uneven and variable illumination, among other effects of light-water interaction, and in addition our test video exhibits sediment in the water and obscuring underwater plants. These factors defeat silhouette extraction and simplistic approaches such as thresholding. As mentioned in [55, 33], even the presumably easier task (as compared to identifying free-swimming fish) of tracking straight underwater pipelines is challenging due to sand, seaweed and the high light-attenuation factor of water. Secondly, the recognition task is non-trivial; common ones such
as background context, distinctive colors and unique shapes are absent. Figure 4.2 shows examples of the two species of fish between which we attempt to discriminate. Finally, the fish appear in a variety of scales, orientations, and body poses, all factors that complicate recognition.

We approach this task as a deformable template matching problem followed by the application of a supervised learning classifier. Aligning the images before classifying by appearance provides a demonstrable increase in performance. A primary contribution of this chapter is the novel combination of shape context descriptors [8] with efficient dynamic programming-based correspondence using the distance transform [28, 30] for deformable template matching. This allows the estimation of template-to-query correspondences which would not be possible using shape contexts alone because of the low quality of the underwater video images. Tree-structured dynamic programming and fast distance transform techniques from [30] make it computationally feasible to simultaneously consider both shape context matching costs and points’ spatial relationships, and to find a globally optimum correspondence. Our method recovers correspondences in low-quality images that lack distinctive or stable features; it is similarly motivated but computationally cheaper than the RGP approach in [10].

4.1.1 Previous Work

The idea of deformable template matching has deep roots within the computer vision community. Fischler and Elschlager [32] developed a technique based on energy minimization in a mass-spring model. Grenander et al. [38] developed these ideas in a probabilistic setting. Viéville [97] developed another variant of the deformable template concept by means of fitting hand-crafted parameterized models, e.g., for eyes, in the image domain using gradient descent.

Other approaches in this vein [54, 20] first attempt to find correspondences between a pair of images prior to an appearance-based comparison, as we do in this chapter.

Recent years have seen the emergence of part-based models approaches [56, 31, 22, 4] that characterize appearance using a collection of local image patches selected by interest point operators. Shape information is encoded via spatial relationships between the local patches. The locations for the local patches are selected with various interest point operators and are represented either as raw pixel values [31] or histograms of image gradients [56, 22], termed SIFT descriptors (Scale Invariant Feature Transform). However, for our problem interest
point operators would likely not be successful due to the lack of distinctive and stable image features in underwater video.

Images of a constrained environment, for example from a glass-walled fish holder, are used in other underwater fish identification systems such as shape-based classification [55] or counting after background subtraction [83]. Other methods use stereo cameras to estimate traits such as fish mass [90]. Special devices through which fish must swim to generate a silhouette for shape classification [17], or a filter for color for fish recognition [85]. Undersea animals are detected and tracked in a natural setting in [65], however identification is not performed.

4.2 Approach

![Striped Trumpeter](image1.png) ![Western Butterfish](image2.png)

Figure 4.2: The two types of fish to be classified.

Our goal is to distinguish between the fish species shown in Figure 4.2. The Striped Trumpeter (Figure 4.2(a)) has multiple horizontal markings while the Western Butterfish (Figure 4.2(b)) sports a single bold stripe. Since the images' color information is dominated by the water's hue, color is not useful to differentiate these fish types. Shape also provides little discrimination, so we will focus on texture-based classification.

We use deformable template matching to align template images and query images in an attempt to improve the performance of such a texture-based classifier, whose results are sensitive to pixel alignment. The subsequent sections describe the details of this approach: a condensed version of the various steps is laid out in Algorithm 1.1.
Figure 4.3: The crosses and yellow lines in 4.3(b) are the estimated correspondences from the same-colored tree structure in 4.3(a) using the method described in this chapter. The blue circles and lines in 4.3(b) show the top shape context correspondence matches without consideration of spatial information; that is, results equivalent to employing Eq. 1.4 without the second term. Note that the yellow lines in 4.3(b) retain some spatial structure, allowing the recovery of an approximate affine mapping transformation. However, the blue lines cross each other wildly, reflecting the fact that the shape contexts were unable to determine accurate point correspondences based on SC matching costs alone. The same situation is evident in the second row in 4.3(d), where underwater plants create background clutter that generates spurious edges and throws off the shape context costs. The addition of the tree’s spatial constraints helps overcome the problem, as can be seen in 4.3(c).

4.2.1 Model generation

The following steps are repeated for each of the two classes. First, a template image representative of the current fish class is chosen, e.g., Figure 4.2(a) or Figure 4.2(b). A set of edge points similar to Figure 4.4(a) are extracted from the template using Canny edge detection. Next, a subset of 100 template edges is randomly chosen from the set of edge points. The size of this subset was chosen empirically based on our previously fixed image size. The edge subset is then connected into a minimum spanning tree (MST) using Prim’s algorithm [21]. An example of a template overlaid with a MST is shown in Figure 4.3(a).
Algorithm 4.1: Steps in deformable template matching for fish recognition.

Generate tree-structured template models
Iteratively estimate transformations from query image to the template
Filter and sum the warped query images into feature vectors
Classify via SVMs

Using tree-structured models provides spatial coherence among point correspondences and allows efficient global optimization of template-query matches via dynamic programming. These model trees are stored and reused for the remainder of the matching process.

Finding the best match of a template tree model to a query image will be phrased as an optimization problem with two cost terms to be minimized. As described by Felzenszwalb and Huttenlocher [20], if a tree has \( n \) vertices \( \{ v_1, \ldots, v_n \} \) and an edge \( \{ t_i, v_j \} \in E \) for each pair of connected vertices, then a configuration \( L = \{ t_1, \ldots, t_n \} \) gives an instance of an object, where each \( t_i \) specifies the location of part \( v_i \). Then, the best match of a model to a query is

\[
L^* = \arg \min_L \left( \sum_{i=1}^{n} m_i(t_i) + \sum_{\{ t_i, v_j \} \in E} d_{ij}(t_i, t_j) \right)
\]

(4.1)

where \( m_i(t_i) \) is a matching cost between features in the model and query image at location \( t_i \), and \( d_{ij}(t_i, t_j) \) is the amount that model edge \( \{ v_i, v_j \} \) is changed when vertex \( v_i \) is located at \( t_i \) and \( v_j \) is placed at \( t_j \). In our method, \( m_i(t_i) \) will be the shape context matching cost defined in §4.2.2, and \( d_{ij}(t_i, t_j) = \| (t_j - t_i) - (l_j^* - l_i^*) \|_2 \), with \( l_i^* \) denoting the location of vertex \( v_i \) in the model tree.

This means that the best set of point correspondence mappings from the template into the query are those that minimize the total shape context matching cost and at the same time least alter the relative spatial locations of vertices which are neighbors in the model tree.

---

\(^*\) See Chapter 2, §2.4.
4.2.2 Deformable template matching

For the deformable template matching, we combine the strengths of shape context descriptors [8] with the distance transform methods of [28, 30]. Rather than matching a set of edge points in the model image with another set of edge points in the query image, we search every pixel location in the query image and thus find a global optimum match for the model tree.

Shape contexts

Our method employs shape contexts as image features because they are well-suited to capturing large-scale spatial information in images exhibiting sparse edges, a common characteristic of our underwater images.

![Detected edges](image1)
![A shape context](image2)
![Shape context matching costs](image3)

Figure 4.1: Edges extracted from the image by a Canny edge detector are shown in 4.1(a). 4.1(b) shows a visualization of a circular shape context histogram in red, with yellow bars representing the magnitude and direction of each bins' counts. 4.1(c) shows the SC matching cost between the histogram from 4.1(b) and the edges of a second, differently oriented image whose edges are denoted by black dots. The costs are calculated at every pixel location in the second image and the best match (shortest Euclidean distance between histogram vectors) appears at the “hottest” spot, marked with a cross.

Shape contexts [8] (SCs) are coarse radial histograms of image edge points. For a particular location, its shape context captures the relative spatial locations of all the edge points within the circumference of the shape context bins. In this work we use generalized shape contexts [65] which capture the dominant orientation of edges in each bin, rather than just the point counts. For a point $p$, the shape context is a histogram $h_i$ capturing the relative distribution of all other points such that

$$h_i(b) = \sum_{j \in Q} |t_j| \quad \text{where } Q_i = \{q_j \neq p, (q_j - p) \in \text{bin}(b)\}$$

(4.2)
and \( t_j \) is a tangent vector that is the direction of the edge at \( q_j \). Figs. 4.4(a) and 4.4(b) show a visualization of edge points and a shape context. When comparing two shape contexts, we treat them as feature vectors and compute the \( L_2 \) distance between them. This distance is referred to as the shape context matching cost; in our method, this is the first minimization term \( m_i(t) \) in Eq. (4.1).

After a MST is constructed in the template image, shape contexts are calculated at each of the pixels which make up the vertices of the model tree, and these will be matched with shape contexts computed at every pixel location in the query image. Although SC histograms are only computed at a subset of template edge locations, all of the edge points which were initially output by the Canny detector are eligible to be counted by any SCs which encompass them.

**Distance transforms**

Distance transforms and dynamic programming on a tree structure \([28, 30]\) make it computationally feasible to find globally optimal correspondences between the template model and an unknown query image, a situation for which the methods of \([8, 10]\) are ineffective or intractable. In particular, the distance transform method can find the global optimum of Eq. (4.1) in time \( O(hn) \), where \( h \) is the number of pixels and \( n \) is the number of nodes in the tree. This allows efficient computation of \( d_{ij}(l, q_j) \) in Eq. (4.1) (see \( \S 2.2 \)).

**Dynamic programming for efficient minimization**

The techniques of \([30]\) are employed to find \( L^* \) from Eq. (4.1) — the globally optimum configuration of a template model tree in the query image (see \( \S 2.3 \)). Two key aspects of this approach make the global optimization of Eq. 4.1 computationally tractable. First, the use of a tree structure to capture the spatial relationships allows the use of dynamic programming. Secondly, the accompanying restriction that parts have a pairwise relationship with one another allows the use of generalized distance transforms. These two techniques greatly increase the efficiency of the correspondence computations, and allow globally optimal solutions to be found.
Iterative warping

From the template-to-query correspondence estimates, a least-squares affine transformation from the query to the template can be derived. The use of affine transformations is justified since the fish are relatively flat, and since in practice the video sequence usually contained at least one side-on image of each fish. This transformation is then applied to the edge points from the query image, shape contexts are recomputed everywhere in the query image, and the correspondence process is repeated. For our experiments, a maximum of 4 iterations were performed; if a reasonable affine transformation is not found, the iterative warping process aborts. After the iterative transformation of the query edge points, the complete estimated transformation is applied to the query image. Figure 4.6 shows some examples of warped images.

4.2.3 Texture-based classification

Since the fish are the same shape but have different markings, we employ a texture-based classification method. Once the query images have been transformed into estimated alignment with the template they are processed to extract texture properties. First, each image is convolved with a 3-pixel-tall vertical central difference kernel. The motivation for vertical derivative filtering is that after successful warping, the vertical direction captures the most image information. Next, the filter response is half-wave rectified to avoid cancellation during subsequent spatial aggregation. Each half-wave component of the filter response is summed into 7-pixel square sections. Finally, all of the combined filter responses are concatenated into a feature vector as input for a support vector machine (SVM) classifier.

SVMs are binary classifiers. However, in our method there are two templates, one for each type of fish, and each query image is warped to both templates. This means that we have two SVMs whose outputs need to be combined to get a final classification decision. Our situation is a simplified version of the multi-SVM problem of [3]. If both SVMs agree on a classification decision, then all is well. If the two SVMs assert opposite classifications, then the decision of the SVM with the greater absolute distance to its separating hyperplane is taken to be the true one.
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4.3 Results

The steps described in §4.2 - tree-structured model generation, point correspondence estimation, iterative warping and SVM texture classification - were implemented in MATLAB and tested on a set of manually cropped underwater video images of two fish species. The diagram in Figure 4.3 shows the sequence of steps followed to compare a query image with two templates. We used semiLight [16] for SVM classification. For both species of fish being classified, 160 images were manually cropped from frames of underwater video. In these 320 images, the fish appear at different angular poses although all of their heads face the right. All images were converted to grayscale, de-interlaced and resized to 50 x 100 pixels.
Table 4.1: Results of SVM classification.

<table>
<thead>
<tr>
<th>SVM kernel</th>
<th>unwarped</th>
<th>warped</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear</td>
<td>84%</td>
<td>96%</td>
</tr>
<tr>
<td>polynomial</td>
<td>81%</td>
<td>86%</td>
</tr>
</tbody>
</table>

empirically chosen based on the size of the majority of fish in the images.

8-fold cross validation on a training set consisting of half the image data was used to select the best SVM kernels and parameters. SVMs with these attributes were then constructed for the entire training set. The results of running these SVMs on the set of test images are reported in Table 4.1. The basis of comparison is the accuracies of SVMs trained on texture features from the original, unwarped images.

For both the linear and polynomial SVM kernels, warping the images into alignment with a template prior to classification improved the classification accuracy, in the best case by up to 6% (90% versus 84%).

4.4 Conclusion

This work describes a novel combination of two existing techniques—shape contexts and efficient dynamic programming-based correspondence—using the distance transform applied to classifying fish by textural appearance in underwater video. In feature-poor underwater video data, this method is able to effectively deform objects into alignment. Previous methods, such as the linear assignment problem (used in [8]) or ICP (used in [10]), would be ineffective or computationally intractable in this setting. In addition, our work goes beyond previous tracking and counting methods by classifying fishes' species based on appearance.

The motivation for the choice of the particular techniques described here is the uniqueness of this recognition problem. Compared to other computer vision tasks, for these images it is difficult to exploit useful cues like background, color and shape. These difficulties, combined with others such as low resolution, inspired the adoption of the particular methods we have described. Other methods which may be effective in different recognition problems are not necessarily suited to the task of recognizing fish in underwater video.

In experiments on a dataset of fish images, we have demonstrated quantitatively the improvement in classification accuracy that can be attained by using deformable template
matching to align objects prior to appearance-based recognition. We used an SVM on
texture descriptors to perform classification, and obtained improvements in classification
accuracy of up to 6% (90% versus 84%) by running deformable template matching prior to
recognition.

As future work, we are developing a preprocessing and tracking component that will
output cropped fish images to be classified using the method described in this chapter. The
goal is a complete system that automatically detects, tracks, counts and classifies fish in
underwater video, without requiring manual cropping of fish images.

Figure 4.6: Warping examples: in each row, the rightmost column shows the result of
warping the leftmost column into approximate alignment with the center column images,
using an affine transformation estimated from the calculated point correspondences. The
first two rows show reasonable transformations (4.6(f) and 4.6(c)), while the correspondences
were not recovered well in the third row example and consequently 4.6(i) is distorted.
Chapter 5

Conclusion

5.1 Contributions

This thesis presents two methods of practical use for shape matching and object recognition. First, the Eigen-CSS shape retrieval method described in Chapter 3 is a novel technique that achieves accuracy for multiple databases equivalent to previously published methods, while being orders of magnitude faster and significantly simpler to implement. Compared with other contour-based shape matching techniques, it outperforms Fourier and wavelet descriptors, is computationally cheaper than shock graph skeleton and curve segment matching methods while giving comparable results, and is simpler to implement and outperforms the canonical CSS maxima-matching algorithm. While these results are based on the performance of the Eigen-CSS algorithm on three particular shape databases, in each case our method outperformed our implementation of the canonical CSS maxima-matching method.

Second, Chapter 4 demonstrates a deformable matching technique whose main contribution is the efficient combination of shape contexts with larger-scale spatial structure information, thereby allowing acceptable estimation of point correspondences between template and test images despite missing or inaccurate edge information. The use of shape contexts is suited to the sometimes sparse-edged underwater images, in which local features such as SIFT [56] would likely perform poorly. Further, the usage of fast distance transforms and re-structured dynamic programming allow globally optimal correspondences to be computed efficiently compared to other methods for this type of problem. Contrasted with geometric blur and ICP [10], or with shape contexts and linear assignment [8], our method is simpler and computationally cheaper, while still quantitatively improving the texture.
classification results in the presented experiments. In experiments with hand-cropped fish images, the deformable template matching improved the accuracy of fish classification by 6%.

5.2 Future work

The Eigen-CSS method has been extended to 3-D objects [55]. Other work could include the substitution of different dimensionality reduction techniques, or the usage of this method as the back end of a system that automatically extracts contours from real images.

In this thesis we have demonstrated that it is possible to accurately classify fish species given a set of cropped images. Completing a fully-automated system requires a more effective preprocessing method to generate higher-quality candidates for the warping and classification process. This could involve implementing a more sophisticated detector, or obtaining higher-quality underwater video data. We experimented with a variety of combinations of tracking and motion detection, including background subtraction and color space analysis. Comparisons with hand-labeled ground truth underscored the difficulty of the problem. Because of this, we believe other useful directions may include placing stereo cameras underwater to capture depth information, or the use of other sensing modalities such as sonar to provide localization cues for the initial cropping of fish candidates from the video frames. The recognition method here could even serve as an analysis component of a system of remote robotic cameras such as those described by Song and Goldberg [83]. For example, the Automated Collaborative Observatory for Natural Environments (ACONE) system [1, 73] under development by researchers from Texas A&M, UC Berkeley and Cornell automatically captures video of birds, but does not currently perform automatic identification. Research on automatic monitoring of animal behavior is also being done by Balch et al. [7] and Belanger et al. [9].

Another point to note regarding the deformable template matching method described in this thesis is that the matching cost currently only consists of the shape context histogram similarity match. An option for extending the method that might have the potential for generalization to a broader range of recognition problems would be the addition of an appearance-similarity metric into the matching cost. For example, the correlation score of a local appearance window around a point could be balanced with the shape context score. This addition would be trivial since the rest of the algorithm would remain unaltered.
5.3 Conclusion

This thesis presents two complementary computer vision methods for shape matching and object recognition. The first approach, Eigen-CS, shape matching, is concerned with the representation and matching of binary silhouette contours of objects. In contrast, the subsequent deformable template texture-classification method recognizes similarly-shaped fish that are distinguished by their surface markings. While neither approach would apply well to the data set used to test the other, when applied to the specific applications for which they were intended our experiments demonstrate an improvement in performance in both cases.

Matching binary shape contours and classifying fish in underwater video are both tasks that the human visual system performs very accurately. However, over large time frames these jobs can also become tedious chores for people, and thus are good candidates for automation with computer vision.

In the case of the Eigen-CS method, the experiments were restricted to matching clean binary contours, with the understanding that these have been provided by some previous processing method. Although in some cases it may be difficult to obtain such contours from real-world images, once they are provided the method works well. The Eigen-CS approach is also efficient, and the use of subspace decomposition and feature-summation are important steps in reducing storage and computational requirements.

In Chapter 4, recognizing fish in underwater video via deformable template texture-classification was shown to be accurate, provided a reasonably cropped set of candidate fish images are provided. For this method, the greatest improvement in results would follow from better detection of fish within the video frames. Whether through higher-quality video or feedback from external sensors, well-localized fish candidates within a frame image are a key component that would allow the extension of this thesis work into a fully-automated system. The method described in Chapter 4 is also computationally efficient; two important aspects of this section are the use of fast distance transforms and tree-structured dynamic programming. These techniques allow the global optimization of a two-term correspondence matching function in time linear in the number of pixels, as opposed to the quadratic complexity of a naive algorithm.

In sum, the two approaches described here are examples of shape matching and object recognition which illustrate the importance of choosing computer vision methods to complement particular problem domains and the unique data at hand.
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