Assessments have become increasingly prevalent in education. While many affordances of assessments are offered in the literature, there is mixed evidence on how assessments affect students’ learning and performance. Moreover, a testing effect has been identified in lab-based studies where more testing is associated with better performance; however, less is known about the effects of testing on performance in situ. The present study employs data from two Mechanics courses to analyze the effects of testing on performance. We compare two sections—experimental condition with testing (N = 36) and control condition with homework (N = 38)—of the Mechanics course, to examine the relative importance of testing. We find a strong effect for regular testing on student mid-term and final exam performance. The findings have broad implications for the growing testing effect literature.
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1. Introduction

Improving students’ learning outcomes is an institutional mandate of educational organizations. Learning outcomes are generally measured through the use of some form of assessment [1]. Today, students regularly face some form of assessment in their academic lives. In fact, in the present age of accountability management, many organizations are impelled to collect extensive performance data and students regularly sit for high-stakes examinations. Indeed, assessment has become for better or worse a distinctive and ubiquitous feature of education [2–4]. Among a wide range of assessments, testing is the primary means to evaluate learning and achievement [5] as “[it] is a form of assessment that occurs in the classroom” [6, p. 223]

Many researchers have sought to better understand the effects of testing [7–17]. One area of research has become focused on explicating the **testing effect**, where “students who take a test on material between the time they first study and the time they take a final test remember more of the material than students who do not take an intervening test” [10, p. 392]. Examining the effects of testing is especially important because of the implications on students’ learning and performance outcomes [15, 16, 18] and the prevalence of testing in today’s education [1, 19, 20].

The testing effect has been demonstrated with varied test formats and study materials and in different educational settings [20–22]. A recent meta-analysis has shown that for learning, practice tests are more beneficial than restudying [19].

Beyond improved retention of studied material over restudying [15, 22], research has also demonstrated a link between testing and skills learning [23]. In fact, “taking a test can do more than simply assess learning: tests can also enhance learning and improve long-term retention” [24, p. 861].

Thus far, the growing literature that empirically investigates the testing effect has primarily focused and relied on experimental studies; Butler and Roediger [5] examined the testing effect in a simulated classroom setting; Agarwal, Karpicke, Kang, Roediger, and McDermott [24] conducted an experimental study of the testing effect where students were tested on prose passages with open-book and closed-book tests; Carpenter, Pashler, Wixted, and Vul [25] showed experimentally that testing (via memory tests) enhanced overall recall more compared to restudying; Verkoeijen, Bouwmeester, and Camp [26] observed the testing effect in an experimental comparison of learning wordlists through either restudying or testing.

Despite the importance of evaluating the effects of testing, there is comparatively less research on the testing effect in natural settings. Hence, little is known about the degree to which we can generalize from controlled lab experimental studies to real-world learning situations. Moreover, there has been some debate regarding the testing effect owing to the mixed evidence [27–29]. If testing potentially can influence students’ learning and performance, then additional in situ examinations of the connections between testing and student outcomes are warranted that go beyond the controlled setting of experimental studies.
Where previous studies considered the testing effect in lab-based and experimental studies, the present study responds to recent calls for more investigations of the testing effect in natural educational contexts [14, 21, 30] and focuses on testing in natural learning settings by examining how testing affects students' academic outcomes in a physics course. Specifically, we compare data from pre-university science students enrolled in two Mechanics courses to understand the effect of testing on academic outcomes.

2. Methodology

2.1 Research context

The current study involves a comparative case study that contrasts two sections of a pre-university Mechanics course. A treatment group included a course that used robust testing with no assigned homework and a control group included a course with online homework and instant formative feedback. To eliminate teacher bias from a comparative case study, the two sections were taught by different instructors with identical content, including three required unit tests (e.g., test 1 on week 5, test 2 on week 10, and test 3 on week 15) and a standardized final exam. In addition, the three required unit tests and the standardized final exam were identical for both the sections. Table 1 illustrates the two conditions in the present study. For each condition, the outcome measures (such as quizzes, unit tests, and standardized final exam) are also listed.

Compared to the control group, who had assigned weekly homework, the students in the treatment group were quizzed 12 times during the 15-week semester with no additional homework. The quizzes were designed with the intent to promote better learning outcomes and provide formative peer feedback in preparation for the three required tests and the final exam. Students were given fifteen minutes to complete individually each quiz. Thereafter, students were given an opportunity (ten minutes) to discuss the quiz with their peers as a way to get formative feedback.

Before the study was conducted, participants were informed of the voluntary and confidential nature of the study. Students who consented to participate were assured that study results would not be linked to any identifiable data. The data included in the current study was not analyzed until after the final grades were submitted.

2.2 Study participants

The current study was conducted using data from first-semester college physics students at an English Collège d'enseignement général et professionnel (CEGEP) in Montreal, Quebec (for a primer on CEGEPs, see [31]). The sample (N = 74, 51% males, 49% females) was drawn from two sections of the Mechanics Physics course. The treatment group consisted of N = 36 students (56% females, 44% males) and the control group consisted of N = 38 students (42% females, 58% males).

In order to rule out systematic bias, comparative statistics were used to analyze the sample. No systematic differences between the two groups were found (as illustrated in Table 2). The High School Average (HSA) was essentially the same for the control group (N = 38, HSA = 83.53%, Std. Deviation = 4.49) and the treatment group (N = 36, HSA = 85.39%, Std. Deviation = 4.40). A one-way ANOVA analysis shows that these two groups were not significantly different, F (1,70) = 3.33, p > 0.05, at the beginning of the semester. In addition, there was no significant differences between the genders, F (1,70) = 0.313, p > 0.05.

3. Analysis and results

The data were analyzed in the spirit of Zhang, Ding, and Mazur [32] using within-sample paired t-tests to assess if there was any significant shift within and between the two groups (treatment and control) on the unit tests average (M = 73.36%, SD = 13.41) and the final exam average (M = 66.33%, SD = 15.43).
The overall shift between the unit tests average and the final exam average was statistically significant for the two groups combined, $t(73) = 3.86, p < 0.001, ES = 0.45$, whereas, the shift difference for the treatment group was also statistically significant (see Table 3), revealing that students in the treatment group performed better by 3.60 points in the three unit tests average as compared to their performance in the standardized final exam, $t(35) = 2.60, p = 0.014, ES = 0.43$.

In addition, a within-sample paired $t$-test found a strong significant positive shift for the control group, $t(37) = 3.18, p = 0.003, ES = 0.51$, revealing that students in the control group were less successful on the standardized final exam by over 10 points (see Table 2). Using Cohen’s $d$ [33] criterion of significance if $d > 0.2$, effect size (ES) demonstrated that the observed changes were both of statistical and practical significance. The within-sample paired $t$-test difference between the treatment and the control group shows that robust testing can lead to better later retention and performance in a standardized final exam in a college science course.

The overall unit tests average (see Table 4) for the treatment group ($M = 74.00\%$, $SD = 14.80$) was slightly higher compared to the control group ($M = 72.76\%$, $SD = 12.12$). However, an independent $t$-test revealed that this difference was not statistically significant, $t(72) = 0.397, p = 0.693, ES = 0.092$. In addition, an independent $t$-test demonstrated that both the overall standardized final exam average difference between the treatment group ($M = 70.40\%, SD = 15.18$) and the control group ($M = 62.49\%, SD = 14.85$) was statistically significant, $t(72) = 2.26, p = 0.027, ES = 0.53$ (see Table 4), providing preliminary evidence that robust testing and peer formative feedback may enhance later retention and performance.

### 3.1 Gender differences

An independent $t$-test—to evaluate the overall effects (both groups combined) of achievement gains, overall academic performance and HSA by gender—revealed that both males and females do not exhibit any change (see Table 5). Furthermore, the independent $t$-tests did not reveal any overall difference across all examined variables, suggesting no differences across gender before and after the standardized final exam.

Gender differences within each group on achievement gain, pre and post final exam were also assessed using an independent $t$-test. For the control group, no significant differences were observed between genders across all variables pre and post final exam (see Table 6).

Similarly, the independent $t$-test revealed no significant gender differences in the treatment group across all the examined variables (see Table 7). It is interesting to note that, despite the nontrivial differences between the genders overall, female students recorded higher final exam average ($M = 71.31\%, SD = 17.58$) compared to their male counterparts.

---

**Table 3.** Overall shift between unit tests and final exam scores for each group

<table>
<thead>
<tr>
<th>Sections</th>
<th>Tests avg % ($SD$)</th>
<th>FX avg. % ($SD$)</th>
<th>Shift % ($SD$)</th>
<th>t</th>
<th>t-test p</th>
<th>ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment group</td>
<td>74.00 (14.80)</td>
<td>70.40 (15.18)</td>
<td>3.60 (8.33)</td>
<td>2.60</td>
<td>0.014</td>
<td>0.43</td>
</tr>
<tr>
<td>Control group</td>
<td>72.76 (12.12)</td>
<td>62.49 (14.85)</td>
<td>10.27 (19.93)</td>
<td>3.18</td>
<td>0.003</td>
<td>0.51</td>
</tr>
<tr>
<td>Both groups</td>
<td>73.36 (13.41)</td>
<td>66.33 (15.43)</td>
<td>7.03 (15.68)</td>
<td>3.86</td>
<td>0.001</td>
<td>0.45</td>
</tr>
</tbody>
</table>

**Table 4.** Overall difference between the treatment and the control group

<table>
<thead>
<tr>
<th>Sections</th>
<th>Unit tests avg % ($SD$)</th>
<th>FX avg. % ($SD$)</th>
<th>Shift % ($SD$)</th>
<th>t</th>
<th>t-test p</th>
<th>ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment group</td>
<td>74.00 (14.80)</td>
<td>70.40 (15.18)</td>
<td>3.60 (8.33)</td>
<td>2.60</td>
<td>0.014</td>
<td>0.43</td>
</tr>
<tr>
<td>Control group</td>
<td>72.76 (12.12)</td>
<td>62.49 (14.85)</td>
<td>10.27 (19.93)</td>
<td>3.18</td>
<td>0.003</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Note. * $p < 0.05$.

---

**Table 5.** Overall HSA, unit tests and final exam average, and shift by gender for both groups

<table>
<thead>
<tr>
<th>Gender</th>
<th>Unit test avg. % ($SD$)</th>
<th>FX avg. % ($SD$)</th>
<th>Shift % ($SD$)</th>
<th>HSA % ($SD$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males ($n = 38$)</td>
<td>72.91 (12.78)</td>
<td>65.23 (14.98)</td>
<td>7.68 (18.40)</td>
<td>84.58 (4.95)</td>
</tr>
<tr>
<td>Females ($n = 36$)</td>
<td>73.84 (14.21)</td>
<td>67.50 (16.02)</td>
<td>6.34 (12.40)</td>
<td>84.28 (4.07)</td>
</tr>
<tr>
<td>t-test results</td>
<td>$p = 0.769$</td>
<td>$p = 0.531$</td>
<td>$p = 0.716$</td>
<td>$p = 0.777$</td>
</tr>
</tbody>
</table>

Note. An independent t-test was not significant across all variables.
Male students had a higher achievement deficit between the unit test average and the final exam ($M = 4.66\%, \ SD = 7.98\%$) compared to female students ($M = 2.76\%, \ SD = 8.71\%$); female students scored an average of 2.06 points higher in the standardized final exam than male students. However, this difference was trivial and non-significant, suggesting that these two groups were similar and benefited equally from the testing effect and peer feedback.

4. Discussion

Students appear to self-regulate their performance based on formative feedback [34]. It appears clear that testing condition strongly improved student performance, one may reasonably conclude that testing leads to improved performance and therefore, learning. However, as content was explicitly taught based on the learning objectives and competences, the improved performance may be an artifact of rehearsal rather than learning. Critics of teaching to the test [35] argue that it is no measure of learning but rather speaks to the benefits of rehearsal on test performance. Indeed, test performance is only a proxy of learning and a relatively poor one as longitudinal studies employing test-retest methodologies months or years later report poorer performances after delay except where knowledge and skills continued to be practiced.

Both groups had the opportunity to practice in the three unit tests before the final exam. The only difference between the two groups was: the treatment group had quizzes with peer formative feedback and the control group had weekly online homework with instant feedback. Both groups had a chance to practice with formative feedback, except for the treatment group there were no outside class assignments. Compared to the testing condition, homework-only students had the chance to expand their understanding of the class lectures through the homework assignments, but they did not have the opportunity to discuss their understanding with peers post hoc. Depending on the grading of tests and assignments, there can be different incentive for study between the two conditions. There may be different perceptions and different motivations of the value and objective for studying; homework can be considered an assessment for learning, while a test is an assessment of learning [36]. It is likely that the homework and testing instructional designs induced different study approaches to the material [37]. Thus, the testing condition might induce a surface approach to studying oriented towards performance and away from deep understanding (Biggs, 1987). More longitudinal of approaches to studying have demonstrated better gains over the long-term for deeper compared to surface learning approaches [38].

Much, as in a previous study [30], we found an immediate effect for formative assessment that suggests that students respond to formative feedback by adjusting and regulating their performance. It appears likely that aspects of the instructional situation may have a confounding effect on the present findings. The test-taking treatment condition also included a peer review and exchange activity that provided feedback that was “nonevaluative, supportive, timely, and specific” [39, p. 153], that is, feedback that is tuned to be maximally effective for learning [39]. In comparison, the control group did not benefit from a peer review and feedback session. Thus, it remains unclear whether

<table>
<thead>
<tr>
<th>Gender</th>
<th>Unit test avg. % ($SD$)</th>
<th>FX avg. % ($SD$)</th>
<th>Shift % ($SD$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males (n = 22)</td>
<td>72.18 (13.72)</td>
<td>62.31 (16.47)</td>
<td>9.87 (23.21)</td>
</tr>
<tr>
<td>Females (n = 16)</td>
<td>73.55 (9.87)</td>
<td>62.73 (12.82)</td>
<td>10.81 (14.98)</td>
</tr>
<tr>
<td>t-test results</td>
<td>$p = 0.738$</td>
<td>$p = 0.932$</td>
<td>$p = 0.889$</td>
</tr>
</tbody>
</table>

**Note.** No significant differences exist between genders across all variables $p > 0.05$.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Unit tests avg. % ($SD$)</th>
<th>FX avg. % ($SD$)</th>
<th>Shift (%) ($SD$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males (n = 16)</td>
<td>73.91 (11.73)</td>
<td>69.25 (11.98)</td>
<td>4.66 (7.98)</td>
</tr>
<tr>
<td>Females (n = 20)</td>
<td>74.07 (17.17)</td>
<td>71.31 (17.58)</td>
<td>2.76 (8.71)</td>
</tr>
<tr>
<td>t-test results</td>
<td>$p = 0.975$</td>
<td>$p = 0.691$</td>
<td>$p = 0.504$</td>
</tr>
</tbody>
</table>

**Note.** An independent $t$-test analysis shows no significant differences between the genders, $p > 0.05$. 

$(M = 69.25\%, \ SD = 11.98\%)$ in the treatment group. Male students had a higher achievement deficit between the unit test average and the final exam $(M = 4.66\%, \ SD = 7.98\%)$ compared to female students $(M = 2.76\%, \ SD = 8.71\%)$; female students scored an average of 2.06 points higher in the standardized final exam than male students. However, this difference was trivial and non-significant, suggesting that these two groups were similar and benefited equally from the testing effect and peer feedback.
it is the frequent testing or the supporting activities that are related to improved performance in Mechanics.

The present conversation on the testing effect recalls the debate on mastery and meaningful learning [40]. Mastery learning or teaching to curriculum objectives offered structured curricula and clear, measurable outcomes. However, it was a piecemeal vision of learning and offered a limited vision of education. Mastery learning, embodying a behavioral epistemology, rendered learning as the accumulation of discrete bits of information and knowledge was cast as declarative, procedural, and strategic. Yet, critics argued from a constructivist perspective that this limited model of learning did not address the black box of cognition and more contextual forms of knowledge and knowing grounded in social activity; indeed, that the learner was an active participant in the construction of knowledge. Teaching to the test may present learning gains in the short term however over the long-term these prove rather illusory. Indeed, such rote learning limits the agency of the individual and knowledge thus gained remains limited and un-integrated, dissociated from meaningful experience.

To advance the debate over the testing effect, more research ought to be conducted in naturalistic settings that take a more multifaceted and multifactorial approach to the study of teaching and learning [41]. Studies of the testing effect need to consider a wider range of learning outcomes including repeated measures, but also attitudinal measures and measures of learning transfer. To that end, mixed-methods approaches [42] appear to have the most potential for identifying salient factors and processes prevailing across social, cognitive, and affective dimensions of the learning environment.

4.1 Implications

On the surface, our study appears to confirm the testing effect as students in the repeated testing group outperformed students in the homework-only control group on mid-term and final exams. However, our study also raises the possibilities of confounding variables inherent in the operationalizations of the treatment and control which induced uncontrollable variations between the groups. As a rare case study of the testing effect conducted in a naturalistic setting, this research highlights the difficulties of attributing effects solely to the treatment condition and stresses the need for further more complex methodologies that can capture the multifactorial classroom reality to understand the range of interactions—both affordances and constraints [38]—which support effective classroom learning environments.

4.2 Limitations

We did not collect any participant profile and cannot speculate on how the testing condition influences learners’ behaviors, including goals, motivation, and approach to learning. The present study is limited by its use of a non-randomized convenience sample. However, using two sections in the same semester taught using the same materials mitigated bias across groups. This is further supported by the absence of any significant effects for gender across both sections. The cross-sectional nature of the study limits the conclusions about the persistence of knowledge gains over the long-term.

4.3 Future directions

The present study can be extended by examining how frequent testing influences learners’ across cognitive, social, and affective dimensions to understand the influence of regular testing on perceptions of the learning environment and to better understand the relationship between testing and learning, not simply in terms of testing performance, but in terms of lasting, long-term learning gains.

5. Conclusion

We find a strong testing effect for two Mechanics sections, comparing a testing condition with a control group. We do not find any differences between males and females. The findings reported in the present study have broad implications for the growing testing effect literature.
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