Applications of Numerical Linear Algebra to Protein Structural Analysis: the Case of Methionine-Aromatic Motifs

by

David Sebastian Weber

B.Sc., Simon Fraser University, 2016

Thesis Submitted in Partial Fulfillment of the Requirements for the Degree of Master of Science in the Department of Chemistry Faculty of Science

© David Sebastian Weber 2018
SIMON FRASER UNIVERSITY
Fall 2018

Copyright in this work rests with the author. Please ensure that any reproduction or re-use is done in accordance with the relevant national copyright legislation.
Approval

Name: David Sebastian Weber

Degree: Master of Science (Chemistry)

Title: Applications of Numerical Linear Algebra to Protein Structural Analysis: the Case of Methionine-Aromatic Motifs

Examiner Committee:

Chair: Corina Andreoiu
Associate Professor

Jeffrey J. Warren
Senior Supervisor
Assistant Professor

Loren Kaake
Supervisor
Assistant Professor

Vance E. Williams
Supervisor
Associate Professor

David Sivak
Internal Examiner
Assistant Professor
Department of Physics

Date Defended: December 7, 2018
Abstract

Linear algebraic algorithms uncovered a preponderance of protein methionine residues interacting with two or more aromatic residues. The average geometric relationship between transition metals and methionine-aromatic interactions in PDB crystal structures was assessed with a nearest neighbours-like algorithm (“Met-aromatic”) developed for finding and classifying methionine-aromatic interactions. Here, we assumed that a methionine could interact with one to six midpoints between aromatic carbon atoms in any of phenylalanine, tyrosine, and tryptophan; an integer we termed “Order of Interaction.” Serendipitously, an oversight in Met-aromatic led to the discovery of a significant number of interactions of order exceeding VI, suggesting a large number of methionine residues interacting with two or more aromatics. This was termed the “Bridging Interaction.” Herein, the methionine-aromatic and bridging interactions are discussed in light of their possible redox roles.
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(1)
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Upon joining the Warren lab as a graduate student, I didn’t view Protein Data Bank files as mundane text files containing 3-dimensional coordinates. Instead I viewed PDB files as opportunities. Opportunities to develop novel mathematics from which I could derive geometric relationships. 3-dimensional coordinates were not arbitrary numbers, but rather nodes in a larger network which could be explored computationally. It was only because of open source projects like Python that I feel I have had a successful and productive graduate school career and this is why I feel dedicating this thesis to the Python Software Foundation is appropriate.
I am grateful to my graduate supervisor, Dr. Jeff Warren, for providing me with the opportunity to work in his lab. Jeff took me under his wing despite my skill set which differs greatly from many other students in his lab. Jeff saw opportunity in me even when I saw little opportunity in myself. Second, Jeff provided me with an ideal working environment which wasn’t littered with micromanagement and criticisms, but rather an environment where I was free to approach problems using my own strategies, where creativity was encouraged, and where help was always available if need be. I also feel that Jeff showed me what it’s like to work for a great supervisor - a skill that I will carry forward in the event that I end up in a management position. Last, Jeff’s lab has set me up to do well in the future: few labs expose students to both the software development environment and the modern laboratory environment. Many thanks Jeff!

I am grateful to my family for putting a roof over my head throughout my graduate career. Time that could have been spent negotiating with roommates, scouring rental properties, etc., was instead spent on a deeper cause: learning and practicing my programming skills. None of the research presented in this thesis could be possible without my family’s assistance and for that I will be forever thankful!

I would also like to acknowledge both the SFU Department of Chemistry and the KEY Big Data Initiative, both of which have provided funding for my work.

With special mention to both Drs. Loren Kaake and Vance Williams, who offered to serve on my committee.

Last but certainly not least I would like to acknowledge my lab members. Thanks for putting up with my antics!
# Table of Contents

- Approval ii
- Abstract iii
- Dedication iv
- Acknowledgements vi
- Table of Contents vii
- List of Tables x
- List of Figures xi

## 1 Introduction

1.1 Protein Structures ........................................... 1
1.2 The Protein Data Bank ........................................ 3
1.3 A brief review of the linear algebra used in this thesis ............ 5
1.4 Networks ...................................................... 9
1.5 Research motivation ......................................... 12

## 2 The Met-aromatic algorithm and order of interaction 16

2.1 Preface ....................................................... 16
2.2 What is an “interaction?” ....................................... 16
2.3 Creating and refining a feature space .......................... 17
2.4 The distance condition ....................................... 18
2.5 The angular condition ....................................... 18
2.6 Comments on the algorithm ........................................ 22
2.7 Physicochemical significance of Met-aromatic ................ 23
2.8 Standalone software design and order of interaction ......... 27
2.9 Conclusions ......................................................... 30

3 Surveying the Protein Data Bank: What Could Met-Aromatic Interactions be Doing Near Metal Sites? 33
   3.1 Preface ............................................................. 33
   3.2 Introduction ....................................................... 33
   3.3 Overview of experimental methods ........................... 36
   3.4 Benchmarking incidences and distributions of Met-aromatic geometries in oxidoreductases ......................... 37
   3.5 Order of interaction ............................................. 37
   3.6 The bridging interaction ....................................... 38
   3.7 Implications for theoretical analyses ....................... 41
   3.8 Statistics of distances between transition metals and aromatic interactions in metal-containing oxidoreductases .................. 41
   3.9 Statistics of distances between specific transition metals and Met-aromatic interactions ................................. 43
   3.10 Challenges and extensions for PDB surveys ................ 45
   3.11 Examples of redox activity of Met-Trp motifs ............... 46
   3.12 Conclusions and future work ................................ 49

4 The Bridging Interaction 54
   4.1 Preface ............................................................. 54
   4.2 Introduction ....................................................... 56
   4.3 Methods ............................................................ 57
   4.4 Overall counts for bridging interactions ...................... 60
   4.5 Survey of bridging geometries ................................ 61
   4.6 Network analysis and bridge superimposability ............. 63
List of Tables

Table 4.1 One can find bridges of specific type by imposing lower and upper bounds on Met-aromatic, where these bounds refer to the number of vectors $\vec{v}$ projecting from a methionine to $j$ number of aromatics. As an example, dual bridging interactions can be isolated by excluding any interactions of order less than II (a minimum of two vectors $\vec{v}$ are required to “touch” two aromatics) and order greater than XII. Degree matrices can be obtained from $j$ to programmatically select in specific bridges (4.6, 4.7). ................................................................. 59
List of Figures

Figure 1.1 Four examples of non-covalent interactions in proteins. [A]: A hydrogen bond. [B]: A salt bridge. [C]: A cation-π interaction. [D]: Aromatic interactions. (Left) Edge on. (Middle) Stacked. (Right) Offset stacked geometry.

Figure 1.2 A schematic representation of the PDB file format for the dummy file 1abc.pdb. Researchers "Harvey Johnson" and "John Doe" have crystallized a new metalloprotein consisting of two proline residues and a Zn heteroatom. These researchers have formatted their data in a format compatible with Protein Data Bank standards.

Figure 1.3 A schematic representation of key organization according to SMCRA hierarchy for coordinates in the PDB.

Figure 1.4 The Petersen graph. The Petersen graph contains a total of 10 nodes with 15 edges. The Petersen graph is a member of the cubic family of graphs. All nodes in a cubic graph project connections to three other nodes, that is, all nodes have a degree of 3. Adapted from R. A. Nonenmacher.

Figure 2.1 Left: Feature space $P_1$. The raw, unrefined set of residues for the PDB entry 1RCY. Right: Feature space $P_2$. $P_1$ has been refined down to only those residues containing an aromatic moiety or methionine.
Figure 2.2  
*Left:* Feature space \( P2 \) from Fig 2.1. *Right:* Feature space \( P3 \). \( P2 \) has been refined down to only those residues where methionine is physically near an aromatic. Here Met18 is physically near Tyr122 and Met148 is physically near Phe54.

Figure 2.3  
*Left:* Feature space \( P3 \) from Fig. 2.2. Here the Met18/Tyr122 interaction has been isolated. The distance cutoff has been set to 6.0 Å. In this case, the Euclidean norm of the first vector \( \vec{v} \) is 4.211 Å. Recall that \( \vec{v} \) from a methionine SD coordinate to a midpoint between two aromatic carbon atoms. In this case the norm \( \leq 6.0 \) Å, meeting the Met-aromatic distance criteria. Here Met-\( \theta \) = 75.766\(^\circ\) and Met-\( \phi \) = 64.317\(^\circ\). *Right:* A ChemDraw schematic representation of the geometric elements upon which Met-aromatic constraints are imposed.

Figure 2.4  
The four methionine poses leading to four possible logic states. Vector \( \vec{v} \) is shown as a black arrow pointing to the right in each pose. *Right:* the logic matrix associated with the four poses. Note that poses A-C are deemed interacting pairs according to Met-aromatic criteria. These poses maximize the interaction of lone pairs with a region of electron-rich space between two aromatic carbon atoms. Pose D minimizes this interaction as both lone pairs point away from the aromatic edge. \( c \) is equivalent to some arbitrary cutoff. The interaction in feature space \( P3 \), Fig. 2.3, is equivalent to pose A.

Figure 2.5  
A PyMOL rendering for the aromatic interaction between Met72 and Phe12 for calmodulin (PDB ID 1CFC). A vector points from Met72 \( \delta \)-sulfur to the centroid of the Phe12 aromatic ring.
Figure 2.6 An Avogadro rendering of the two extreme ends of our translation series. Left: +0.75 Å translation towards the benzene ring. Right: -1.00 Å translation away from the benzene ring. The 0.00 Å position refers to the native spacing in the protein. The dashed line is parallel to the $w$ vector in homogeneous transform $T$. 

Figure 2.7 An example Lennard-Jones potential plotted using $V_{LJ}(r) = \varepsilon[(\frac{r_m}{r})^{12} - 2(\frac{r_m}{r})^6] \arg\min_r V_{LJ}(r) = r_m = 1.00$. The potential energy between two atoms/molecules is minimized at this distance.

Figure 2.8 Translation of the dimethylsulfide (DMS) approximation in Fig. 2.6 towards the plane containing a benzene molecule. The translation from -1.00 Å to +0.75 Å is in accordance with the scheme depicted in 2.6. An increase in HOMO energy is observed as the DMS approaches the ring plane. The trend presented here is qualitatively similar to the repulsive portion of the Lennard-Jones function (see Fig. 2.7).

Figure 2.9 Version 1.4 of a Tkinter Met-aromatic user interface wrapper. This particular version has been optimized for use with the MacOSX platform. Here the UI is running the Met-aromatic algorithm on the protein 1RCY from Fig. 2.2. Note that the first RESULT line matches exactly the geometric values in Fig. 2.3.

Figure 2.10 1RCY: Met-\(\phi\) and Met-\(\theta\) both exceed 109.5° for the two dashed lines projecting from the Met148 \(\delta\)-sulfur to midpoints between Phe54 CG/CD1 and Phe54 CG/CD2. These two lines do not meet the Met-aromatic angular condition.
Figure 2.11 The order of interaction classification. An order-I interaction indicates that one vector $\vec{v}$ (shown in black) is shorter than some cutoff distance (i.e. 4.9 Å) and either Met-$\theta$ or Met-$\phi$ is $\leq$ 109.5°. An order-II interaction indicates that two of six vectors meet Met-aromatic criteria. Likewise, an order-VI interaction indicates that all six vectors $\vec{v}$ projecting from a methionine sulfur to aromatic midpoints meet Met-aromatic criteria. Vectors $\vec{a}$ and $\vec{g}$ are shown in red.

Figure 2.12 A tabular output obtained from the user interface in Fig. 2.9 for 1RCY. A table is the simplest example of a structured database. There are a total of six MET POS lines containing the residue position number 18 (an order-VI interaction) and a total of four MET POS lines containing the residue position number 148 (an order-IV interaction).

Figure 3.1 Heat maps relating the angle between a Met $\delta$-sulfur lone pair and the vector $\vec{v}$ to the magnitude of $\vec{v}$ (the distance between a Met $\delta$-sulfur and a midpoint between two aromatic carbon atoms). Left: The $y$-axis depicts the angle Met-$\theta$ (angle between vectors $\vec{a}$ and $\vec{v}$). Right: The $y$-axis depicts the angle Met-$\phi$ (angle between vectors $\vec{g}$ and $\vec{v}$). The $z$-axis depicts counts for vectors $\vec{v}$ between specific distance / angle values.

Figure 3.2 A breakdown of counts for all oxidoreductase methionine-aromatic interactions classified by interaction order.

Figure 3.3 The PDB entry 1IK3 is analyzed using the Tkinter Met-aromatic GUI, v1.4 (the fourth version developed). A cutoff distance $c$ of 4.9 Å and a cutoff angle of 109.5° (i.e. Met-$\theta$ or Met-$\phi$ $\leq$ 109.5°) were chosen. Note that here phenylalanine was excluded from the search.
Figure 3.4  The “Wow!” line. list_mets is a Python list containing the residue positions of methionines meeting Met-aromatic criteria for an aromatic interaction. A count of each residue position in MET POS was expected to yield a maximum of 6 (order-VI), but here we have 9. This finding ended up revealing an important new methionine-aromatic geometry. I named this the “Wow!” line based on a narrowband radio signal received by the Ohio State University’s Big Ear radio telescope on August 15th, 1977. The signal was found to originate from the Sagittarius constellation and was believed to be evidence of extraterrestrial life. The scientist who found the signal named it the “Wow! signal.”

Figure 3.5  The bridging interaction. The presence of two (or more) aromatic residues proximal a methionine residue can yield an interaction of order exceeding VI. In this case, we have a Trp578 : Met585 : Tyr436 bridge from the lipoxygenase 1IK3. This data matches data in the prompt (Fig. 3.3).

Figure 3.6  A breakdown of counts for distances between all metal ions and Met-aromatic interactions in oxidoreductases, where A = Met-Phe; B = Met-Tyr; C = Met-Trp. The optimal bin width was chosen based on the Freedman-Diaconis rule. An arbitrary cutoff of 14 Å was selected.

Figure 3.7  A breakdown of counts for Met-aromatic to metal distances for Fe, Cu, and Zn. A cutoff of 100 Å was imposed on all plots. A total of 25 bins were used for each distribution.

Figure 3.8  Structure of yeast cytochrome c peroxidase (PDB ID 2CYP) showing the interaction between Trp191, Met230, and Met231. The closest atomic distance is denoted by a dashed line.
Figure 3.9  Structure of human ferritin (PDB ID 4Y08) showing the interaction between Met37 with Phe55 and Tyr34. The closest sulfur-aromatic atomic distances are shown. The orange sphere is an iron atom located in the ferritin ferroxidase site.  ................................................................. 48

Figure 4.1  Left: A correlation depicting breakdowns between aromatic members in bridging interactions. Each pixel contains the raw number of interactions (UPPER) and the proportion relative to the total number of bridging interactions found in this study (95,844) (LOWER). Right: An example of the most frequent bridging interaction, Phe : Met : Tyr. The PyMOL rendering [5] shows Phe214 : Met181 : Tyr198 in the core domain of inositol polyphosphate multikinase (PBD ID 6C8A). The degree matrix corresponding to this discrete bridge is shown in equation (4.8). Closest contacts for heavy atoms are highlighted with black dashed lines.  ................................................................. 60

Figure 4.2  The triangular relationship between a surface residue (coordinate SF), a bridging interaction (coordinate SD) and a metal (coordinate MT) for the protein 1A7E. Here MT refers to an Fe atom. SF: Glu69. SD: Met62 bridged by Tyr67 and Tyr114 (shown in gray). The scalene triangle has area $a$.  ................................................................. 63

Figure 4.3  Top: Scalene triangle face length and area distributions for all bridges where $A = \text{PHE}$ or $B = \text{PHE}$ in a bridge of form $A : \text{MET} : B$. Such bridges are not expected to participate in redox reactions. Bottom: Scalene triangle face length and area distributions for all bridges where $A = (\text{TYR or TRP})$ and $B = (\text{TYR or TRP})$ in a bridge of form $A : \text{MET} : B$. Such bridges could participate in redox reactions. A total of 30 bins were used for all distributions.  ................................................................. 64
Figure 4.4  A two-dimensional feature space $F$. This 2-space contains a total of five nodes: four aromatics [A, B, C, D] and one methionine [E]. The edges here are connection vectors between aromatic residues of norm below some cutoff distance.

Figure 4.5  Two feature spaces, $F_1$ and $F_2$, of varying edge type stemming from the original feature space $F$. As above, BLUE markers represent aromatics. RED markers represent methionine.

Figure 4.6  Four feature spaces $F$ for four different geometries we discovered in the initial study. RED CIRCLE: the methionine residue. Each methionine residue is bound to two aromatics (BLUE CIRCLES). The case of no relationship and direct superimposition (TOP ROW) was previously described. Here two new geometries are presented: indirect superimposition and pseudomembership.

Figure 4.7  A feature space $F$ containing six aromatic chains, or two 3-chains. This condition occurred in a minority of protein structures surveyed.

Figure 4.8  Left. NA: PDB files lacking either a closely spaced aromatic chain or a bridging interaction. A: PDB files containing at least one aromatic chain and at least one bridge. Right. Counts for geometries $S$ in 20,784 PDB files. Wedges are labelled in line with equation 4.16 and Fig. 4.6.

Figure 5.1  A PyMOL-generated model of Pseudomonas aeruginosa azurin labelled with Ru(II)(2,2′-bipyridyl)$_2$(imidazole) at histidine 107. The native Cu ion in azurin is shown as an orange sphere, and a proposed Met:Trp interaction is shown between the Ru and Cu sites.

Figure 5.2  Oxidative flash-quench scheme for a Ru-modified protein (shown as yellow and blue circles). Q is any electron acceptor capable of reacting with excited Ru$^{2+} = (*$Ru$^{2+}$). ET stands for electron transfer.
Figure 5.3 A representation of the anatomy of fluorescence traces collected in the Warren lab. Top: The black trace ($f$) depicts the dynamics of a UV-Vis active system. The blue trace depicts the instrument response function $g$. Here $\mu$ is approximated at 0 (see equation 5.2).

Bottom: A plot of the convolution of $f$ and $g$: $\int_{-\infty}^{\infty} f(\tau)g(t-\tau)d\tau$.

Figure 5.4 A block diagram depicting the transmission of data from an experiment to some convolved function. Photons are collected by the PMT and mapped to some voltage function $V(t)$. The voltage function $V(t)$ is scaled by some constant $c$ imposed by the amplifier. $cV(t)$ is then fitted to the convolution $c\int_{-\infty}^{\infty} V(\tau)g(t-\tau)d\tau$ by way of the digitizer hardware. $f(t)$ can be deconvoluted from $c\int_{-\infty}^{\infty} V(\tau)g(t-\tau)d\tau$ and modified such that a user can obtain a fluorescence decay constant, as an example.

Figure 5.5 A block diagram depicting the transmission of light from sample to PMT.

Figure 5.6 The fluorescence shutter sequence. Top: All shutters are closed. No data acquisition is taking place. Middle: The primary shutter is opened. A blank read is taking place. Bottom: The secondary shutter is opened. The laser beam excites the sample and luminescence data is being collected by the PMT.

Figure 5.7 A screenshot of version 3.6.0 of the Warren laboratory laser software.
Chapter 1

Introduction

1.1 Protein Structures

Proteins are biomolecules that perform many tasks within living organisms such as catalysis, transport, stimulus response, recognition and DNA replication. The fundamental units of these macromolecules are amino acids. There are 20 canonical amino acids, but several non-canonical examples are known in natural systems. [1] Protein three-dimensional structures are classified into four distinct levels. The primary structure refers to the linear chain of amino acids held together by peptide bonds, where for \( n \) amino acids there are \( n \) - 1 peptide bonds. Protein secondary structure refers to the next level of complexity above primary structure. Here, a chain of amino acids can form a simple and regular 3-dimensional structure, usually through self-interactions via hydrogen bonds. The most common secondary structures are the \( \alpha \)-helix and the \( \beta \)-pleated sheet. The \( \alpha \)-helix refers to the right-handed screw formed as a result of hydrogen bonding between a backbone carbonyl group and the amino group located 3-4 residues downstream. The \( \beta \)-sheet is a pleated sheet of \( \beta \)-strands connected laterally by at least two hydrogen bonds.

In the next level of structure, protein tertiary structure, a secondary structure is rendered more compact through additional folding. Typically, folding is initiated through hydrophobic interactions between different portions of the primary structure. The final protein structure is locked together through interactions such as disulfide bonds, hydrogen bonds, and salt bridges (among others, as described below). Finally, quaternary structure refers to the aggregation of two or more tertiary structures via hydrophobic interactions, hydro-
gen bonds, salt bridges and other non-covalent interactions that hold together individual polypeptide chains in a higher order, multi-component structure. One common example of a protein quaternary structure is the grouping of four hemoglobin tertiary structures into the functional tetramer. [1]

Different types of interactions lock proteins in distinct 3-dimensional conformations. For example, hydrogen bonding occurs between a hydrogen atom bound to an electronegative atom such as nitrogen, oxygen, or fluorine and another atom containing at least one lone pair of electrons. The partial positive charge on the hydrogen atom is directly attracted to the partial negative charge on the lone pair. There are many examples of hydrogen bonding in proteins: one example is the serine-serine dimer, where a hydrogen bond forms between the oxygen on the terminal OH group of one serine and a hydrogen on the terminal OH group of the other serine residue. Hydrogen bonds also are important features in α-helices and in β-sheets.

In protein tertiary structure, salt bridges frequently contribute to structural stability. Salt bridges are a combination of the two non-covalent hydrogen and ionic bonds. Salt bridges commonly arise between the residues aspartic acid and lysine. An example here includes the interaction between the negatively charged aspartic acid carboxylate (R-COO−) and the positively charged lysine ammonium (R-NH3+).

In protein tertiary and quaternary structure, there are two additional interactions worth noting in the context of this thesis: cation-π and aromatic interactions. Cation-π interactions are non-covalent attractive interactions between cations and the electron rich faces of conjugated systems. These interactions play a role in protein structure but also in molecular recognition. As an example, the positively charged acetylcholine neurotransmitter binds to a tryptophan π face via a cation-π interaction in the nAChR (nicotinic acetylcholine) receptor. [3] In Fig. 1.1, C, a very simple cation-π interaction is shown. But what about aromatic interactions? Strictly speaking, aromatic interactions refer to the interactions of two (or more) conjugated π systems (Fig. 1.1, D) in one of several geometries. Aromatic interactions, much like their cation-π kin, serve roles in both molecular recognition and structural stability. A recent paper [4] reports the X-ray crystal structures of the antide-
pressants sertraline, fluvoxamine, and paroxetine bound to thermostable variants of the serotonin transporter. In the transporter, all three antidepressants bind via the formation of an offset aromatic interaction. In these aromatic interactions, a pair of aromatic rings has parallel planes and laterally offset centroids (Fig. 1.1, D, right).

1.2 The Protein Data Bank

The Protein Data Bank (PDB) is a crystallographic database containing 3-dimensional structural data for many large biological molecules, mainly proteins and nucleic acids. The PDB’s beginnings can be traced to 1969 when Edgar Meyer at Texas A&M University began to write computer programs for the storage of such data, with the sponsorship of Walter Hamilton (Brookhaven National Laboratory). The PDB has since seen tremendous growth. The earliest statistics available show 13 structures in the database in 1976, and there are over 140,000 available as of mid-2018.

For the purposes of this thesis, the format of PDB structural files is worth describing. The PDB stores all structural data in the unique .pdb file format. Each PDB entry typically has one associated file with all structural data. Some older structures are replaced with newer
data of higher quality, though the original files are still available. A PDB file begins with lines corresponding to HEADER, TITLE and AUTHOR records (Fig. 1.2). These lines provide basic information such as the names of researchers who determined the protein structure and structure determination methods, among others. The REMARK records are lines allocated solely for the purpose of including short, "free form" text. The SEQRES records provide the overall amino acid sequence for the PDB entry. The ATOM records provide 3-dimensional information corresponding to each atom for the protein given in the PDB entry.

Of particular importance to this thesis is the PDB’s use of associative arrays to store this structural data. An associative array refers to a collection of key / value pairs where a unique key (such as a student number) identifies a unique value (such as a student’s name and gender). Here, unique keys identifying atoms are mapped to $\mathbb{R}^3$ vectors describing individual atomic positions. These keys are organized in SMCRA format (Structure / Model / Chain / Residue / Atom) indicating to which hierarchy each atom in the protein belongs (Fig. 1.3). The HETATM records describe the identity and coordinates of heteroatoms in a protein (atoms that are not directly part of the protein molecule, such as embedded metal ions or other cofactors). The format for each HETATM is identical to that of the ATOM records.

```
HEADER  SURFACE PROTEIN 1ABC
TITLE  DETERMINATION OF THIS SURFACE PROTEIN
AUTHOR  HARVEY JOHNSON, JOHN DOE
REMARK  THIS IS OUR INTERESTING PROTEIN
REMARK  MULTIPLY ALL COORDS BY 2
SEQRES  1  A  PRO  PRO
ATOM  1  N  PRO  A 1  x1  y1  z1  ...
ATOM  2  CA  PRO  A 1  x2  y2  z2  ...
ATOM  3  C  PRO  A 1  x3  y3  z3  ...
ATOM  4  O  PRO  A 1  x4  y4  z4  ...
ATOM  5  CB  PRO  A 1  x5  y5  z5  ...
ATOM  6  N  PRO  A 2  x6  y6  z6  ...
ATOM  7  CA  PRO  A 2  x7  y7  z7  ...
ATOM  8  C  PRO  A 2  x8  y8  z8  ...
ATOM  9  O  PRO  A 2  x9  y9  z9  ...
ATOM  10  CB  PRO  A 2  x10  y10  z10  ...
HETATM 11  ZN  ZN  A  3  x11  y11  z11  ...
END
```

*Figure 1.2.* A schematic representation of the PDB file format for the dummy file 1abc.pdb. Researchers "Harvey Johnson" and "John Doe" have crystallized a new metalloprotein consisting of two proline residues and a Zn heteroatom. These researchers have formatted their data in a format compatible with Protein Data Bank standards.
Figure 1.3. A schematic representation of key organization according to SMCRA hierarchy for coordinates in the PDB.

An example of all of the above features of a .pdb file format is shown in Fig. 1.2. Here, the researchers have organized their data into a format compatible with PDB guidelines. The SEQRES record states that the overall protein sequence (i.e., the primary structure) is a PRO-PRO dimer. The ATOM records then provide 3-dimensional coordinate data for the PRO-PRO dimer in SMCRA format. Lastly, there is a zinc heteroatom in the protein structure.

1.3 A BRIEF REVIEW OF THE LINEAR ALGEBRA USED IN THIS THESIS

Section 1.2 described associative arrays whose keys are mapped to unique values in the context of PDB structural data. For the PDB, these values refer specifically to 3-dimensional coordinates. Linear algebra is well suited for working with such coordinates. Specifically, the representations of vectors and matrices are important for the work presented in this thesis. Almost all of the work presented here is done from a linear algebraic perspective. Familiarity with linear algebra and computer programming are assumed. The interested reader is directed toward reference [7] for a good overview of linear algebra and reference [8] for an introduction to computer programming. The following paragraphs outline some essential nomenclature and concepts in the context of this thesis.
Vectors are objects that have both magnitude and direction. In the physical sciences, examples of vectors include force and electric or magnetic fields. In this thesis, vectors are used almost exclusively in a geometric context to describe atomic bonds, lone-pair direction and imaginary line segments between chemical moieties. Vector addition and subtraction (equation 1.1) arise frequently in mapping operations, specifically in operations where vectors are moved around in space, such as to the origin of a frame:

\[ \vec{u} \pm \vec{v} = (u_1 \pm v_1, u_2 \pm v_2, u_3 \pm v_3) . \]  

(1.1)

The norm, or Euclidean norm, of a vector refers to its magnitude. The norm of a vector is commonly encountered in this thesis for the purpose of determining the physical distance between two atoms. For example, take vector \( \vec{u} \) to describe an atom A and vector \( \vec{v} \) to describe an atom B. The distance between the two atoms can be found using equation 1.2:

\[ \| \vec{u} - \vec{v} \| = \sqrt{(u_1 - v_1)^2 + (u_2 - v_2)^2 + (u_3 - v_3)^2} . \]  

(1.2)

The dot product arises commonly in more complex operations such as determining the angle between two vectors. The dot product can be found using equation 1.3:

\[ \vec{u} \cdot \vec{v} = u_1v_1 + u_2v_2 + u_3v_3 . \]  

(1.3)

The following Chapters discuss the angle between a vector parallel to a methionine \( \delta \)-sulfur lone pair and an imaginary vector that approximates lone pairs on the sulfur (which are not visible in X-ray structural data). The angle between two vectors can be using equation 1.4:

\[ \theta = \cos^{-1} \left( \frac{\vec{u} \cdot \vec{v}}{\| \vec{u} \| \| \vec{v} \|} \right) . \]  

(1.4)

A matrix \( (M, \text{equation 1.5}) \) is a rectangular array of elements (e.g., numbers) and can be thought of as a set of stacked vectors. A square matrix contains an equal number of columns and rows. Associated with every \( n \)-dimensional square matrix \( M \) is an \( n \)-dimensional par-
allelotope. The determinant of $M$ yields the signed $n$-dimensional volume of this parallelo-
tope. For example, consider the following definition of $M$ (where both vectors are linearly
independent):

$$M = \begin{bmatrix} a_{1,1} & a_{1,2} \\ a_{2,1} & a_{2,2} \end{bmatrix},$$

(1.5)

the origin of the frame and the two vectors in $M$ define three of four vertices of a
parallelogram (a 2-parallelotope) in the case of a $2 \times 2$ matrix. To compute the area of this
parallelogram:

$$\begin{vmatrix} a_{1,1} & a_{1,2} \\ a_{2,1} & a_{2,2} \end{vmatrix} = (a_{1,1})(a_{2,2}) - (a_{2,1})(a_{1,2}),$$

(1.6)

the vertical lines in equation 1.6 indicate that the determinant of the $2 \times 2$ matrix is
being taken. The 3-parallelotope associated with a set of three linearly independent vectors
is termed the parallelepiped. The work in this thesis relies on the use of the cross product of
a set of vectors (in the case of a $3 \times 3$ matrix) for interpolating the positions of lone pairs,
for example. The cross product of two vectors is a third vector orthogonal to the plane
containing the two vectors. For example, take a water molecule (of tetrahedral geometry,
$C_{2v}$ symmetry - i.e. a molecule with two mirror planes and a twofold symmetry axis) whose
origin is centered at the oxygen atom. Two vectors, $\vec{u}$ and $\vec{v}$, describe the position of the
hydrogen atoms, which can be resolved experimentally using X-ray diffraction and related
techniques. The lone pairs of electrons are less straightforward to treat. The question is how
to find the vector, $\vec{w}$, orthogonal to the plane containing the two hydrogen atoms. This is
accomplished by computing the cross product of $\vec{u}$ and $\vec{v}$, as shown in equation (1.8). Here,
$\vec{w}$ is coplanar with the lone-pairs, and is thus a crucial element for interpolating lone pair
positions in a water molecule.

$$\vec{w} = \vec{u} \times \vec{v} = \begin{vmatrix} \hat{i} & \hat{j} & \hat{k} \\ u_1 & u_2 & u_3 \\ v_1 & v_2 & v_3 \end{vmatrix},$$

(1.7)
\[ \vec{w} = \hat{i}(u_2v_3 - u_3v_2) - \hat{j}(u_1v_3 - u_3v_1) + \hat{k}(u_1v_2 - u_2v_1). \] (1.8)

The vector \( \vec{w} \) is important for two reasons. First, \( \vec{w} \) specifies the plane containing the vectors \( \vec{u} \) and \( \vec{v} \). For the work described here, this result is critical for any studies involving studying the orientation of geometric elements relative to a flat aromatic ring. Second, norm \( \vec{w} \) (or \( \|\vec{w}\| \)) yields the area of the quadrilateral whose edges (2 of 4) are the vectors \( \vec{v} \) and \( \vec{u} \). Correspondingly, the area enclosed by the triangle with vertices \((0, 0, 0), \vec{u}, \text{and} \vec{v} \) is simply equivalent to \( \frac{1}{2}\|\vec{w}\| \). This result is summarized in equation 1.9 (and is used extensively in Chapter 3):

\[ a = \frac{1}{2}\|\vec{u} \times \vec{v}\|. \] (1.9)

Next, linear transformation matrices are described. These concepts are regularly covered in Inorganic Chemistry courses (e.g., CHEM 230 and 332 at SFU). The best way to describe linear transformation matrices is through an example. One such example is the rotation matrix, which rotates a vector by some angle. Consider the vector \( \vec{k} = \begin{bmatrix} a \\ b \\ c \end{bmatrix} \). \( \vec{k} \) can be rotated by \( \frac{\pi}{2} \) about the \( z \) axis by computing \( \text{Rot}(z, \frac{\pi}{2})\vec{k} \):

\[ \text{Rot}(z, \frac{\pi}{2}) = \begin{bmatrix} \cos(\frac{\pi}{2}) & -\sin(\frac{\pi}{2}) & 0 \\ \sin(\frac{\pi}{2}) & \cos(\frac{\pi}{2}) & 0 \\ 0 & 0 & 1 \end{bmatrix}. \] (1.10)

The multiplication operation and result are given in equation 1.11:

\[ a \begin{bmatrix} \cos(\frac{\pi}{2}) \\ \sin(\frac{\pi}{2}) \\ 0 \end{bmatrix} + b \begin{bmatrix} -\sin(\frac{\pi}{2}) \\ \cos(\frac{\pi}{2}) \\ 0 \end{bmatrix} + c \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = a \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} + b \begin{bmatrix} -1 \\ 0 \\ 0 \end{bmatrix} + c \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} -b \\ a \\ c \end{bmatrix}. \] (1.11)

Transformation matrices are used extensively in the computer graphics industry for modeling the motions of humanoid figures and the like. One transformation matrix used almost exclusively for rendering such motions is the homogeneous transformation matrix,
which both rotates and translates a vector in 3-dimensional space. The homogeneous transformation is an example of an affine transformation, a transformation that preserves points, straight lines, and planes. There are many forms of the homogeneous transform. For brevity, the homogeneous transformation matrix $T$ for both a rotation of $\theta$ about the $z$ axis and a translation by $a, b, c$ in the $x, y, z$ direction is given in equation 1.12:

$$
T = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 & a \\
\sin(\theta) & \cos(\theta) & 0 & b \\
0 & 0 & 1 & c \\
0 & 0 & 0 & 1
\end{bmatrix}.
$$

(1.12)

Note that $T$ is a $4 \times 4$ matrix. A $w$ vector has been concatenated to $T$, where $w = \begin{bmatrix} a & b & c & 1 \end{bmatrix}^T$. The $w$ vector is necessary for the translation component of the homogeneous transform. The operations needed to first rotate $\vec{v}$ by $\theta$ about the $z$ axis and then translate $\vec{v}$ by $a, b, c$ in the $x, y, z$ direction are shown in equation 1.13. In this thesis, the homogeneous transformation matrix is used to physically move chemical moieties in 3-dimensional space to generate models for density functional theory calculations, in a process analogous to moving a humanoid figure in a video rendering. This is described in more detail in Chapter 2.

$$
T\vec{v} = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 & a \\
\sin(\theta) & \cos(\theta) & 0 & b \\
0 & 0 & 1 & c \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix} v_x \\
v_y \\
v_z \\
1 \end{bmatrix}.
$$

(1.13)

1.4 Networks

In Chapter 4, extensive reference is made to networks. But what exactly is a network and how is a network described mathematically? A network, in its strictest sense, is a relationship between discrete objects. Real-world examples of networks are roads connecting cities or the Translink Skytrain System in the B.C. Lower Mainland. For the latter example, the discrete
units (i.e., Skytrain stations) are termed nodes and the connections (i.e., rail tracks) are termed edges. A network of nodes and edges is commonly mapped to a finite graph which is described using an adjacency matrix. Consider Fig. 1.4.

In Fig. 1.4, there are 4 nodes labelled A, B, C and D. The connections between these four nodes can be described using adjacency matrix $M_A$ (1.14):

$$M_A = \begin{pmatrix}
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}$$

In $M_A$, the rows and columns correspond to the series of nodes A, B, C, D, and a Boolean true is assigned if a node at a particular column connects to a node at a particular row, and vice versa. More specifically, $M_A$ will always be an $n \times n$ logical matrix with $n$ equivalent to the number of nodes in our network. In this thesis, all networks are assumed to be undirected, and as such, all adjacency matrices $M_A$ will be symmetric. Adjacency matrices are critical because computer architectures do not yet understand graphs and
diagrams. Simply stated, a computer cannot “look” at Fig. 1.4 above and determine that nodes A and C are connected, though this limitation may not be the case in a few years time. A computer is, however, well suited for working with linear algebra such as adjacency matrices.

A second matrix that is used extensively in this thesis is the degree matrix. The degree matrix yields information about the number of edges connected to each node. In the case of the subgraph obtained from the Petersen graph, the degree matrix ($M_D$) is given in equation 1.15. Here, $M_{D(1,1)}$ (i.e., node A) is receiving one connection from node B, one connection from node C, and a connection from an unknown node originating from the bottom left of the Petersen graph. Therefore, $M_{D(1,1)}$ has a degree of 3:

$$M_D = \begin{pmatrix} 3 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 \\ 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 3 \end{pmatrix}.$$  \hspace{1cm} (1.15)$$

In recent years, it has been observed that networks arise frequently in the physical sciences [10] and applications of network science to protein science are well established [11, 12, 13]. In this thesis, proteins are treated as 3-dimensional finite graphs, whose nodes are either atoms or entire amino acids and whose edges are vectors. By simplifying the finite graphs to contain only residues of interest, and assigning connection vectors under specific constraints, we can begin to study the geometric relationships between aromatic residues from a computational point of view, such as how many discrete closely spaced Tyr-Trp residues (‘chains’) a protein contains and the length of such chains.

The above idea segues into an important mathematical property. We can obtain the Laplacian matrix $L$ (equations 1.14, 1.15) from $M_D$ and $M_A$ as follows:

$$L = M_D - M_A,$$  \hspace{1cm} (1.16)
Or:
\[
L = \begin{bmatrix}
 3 & 0 & 0 & 0 \\
 0 & 3 & 0 & 0 \\
 0 & 0 & 3 & 0 \\
 0 & 0 & 0 & 3 \\
\end{bmatrix} - \begin{bmatrix}
 0 & 1 & 1 & 0 \\
 1 & 0 & 0 & 0 \\
 1 & 0 & 0 & 1 \\
 0 & 0 & 1 & 0 \\
\end{bmatrix},
\]
(1.17)

which yields:
\[
L = \begin{bmatrix}
 3 & -1 & -1 & 0 \\
 -1 & 3 & 0 & 0 \\
 -1 & 0 & 3 & -1 \\
 0 & 0 & -1 & 3 \\
\end{bmatrix}.
\]
(1.18)

The Laplacian matrix \(L\) contains critical information about a graph. The algebraic multiplicity of the 0 eigenvalue of \(L\) yields the number of disconnected units in a graph. Here, a disconnected unit is defined as a network that is not in any way connected to another network in some graph. The vector of eigenvalues of \(L\) is \(\vec{\lambda} = \begin{bmatrix} 4.618 & 1.382 & 3.618 & 2.382 \end{bmatrix}^T\).

Note that \(\vec{\lambda}\) contains no 0 eigenvalues. Therefore, there exist no disconnected components in the Petersen subgraph shown in Fig. 1.4. This important property is applied in Chapter 4.

The interested reader is directed towards reference [14] which provides an excellent overview of network theory applications to a wide variety of disciplines including chemistry and physics.

1.5 Research motivation

I hypothesized that the interaction between methionine and the aromatic residues plays a role in electron transfer and I used coordinate data in the PDB alongside Big Data approaches to evaluate this hypothesis. To start with the evaluation, I assumed that a bioinformatics screen of the Protein Data Bank would demonstrate that many methionine-aromatic interaction to redox-active transition metal distances would be short if the methionine-aromatic interaction indeed played a role in mediating electron transfer. To answer this question, I first needed to find methionine-aromatic interactions in proteins. To do so, I
developed a novel (and published, [15]) linear algebraic sorting algorithm for finding these pairs. This algorithm, named *Met-aromatic*, is described in Chapter 2. I then iterated the Met-aromatic algorithm in parallel with another custom program for finding transition metals over all oxidoreductases present in the Protein Data Bank in 2017 in order to collect these distance data. The details and results of this bioinformatics survey are presented in Chapter 3.

A critical oversimplification of the Met-aromatic algorithm serendipitously led to the discovery of a new geometry that involves a Met and more than one aromatic group. We termed these novel motifs “bridging interactions” and carried out a comprehensive screen of all structures in the PDB to further probe the significance of these bridging interactions. As part of this work, I modified the Met-aromatic interaction with bounding conditions to select for only aromatic:methionine:aromatic interactions (our custom nomenclature for a methionine paired with two aromatic residues). These efforts are described in Chapter 4 where I applied my bounded Met-aromatic variant to 139,948 protein structures in the PDB.

The data science methods employed in this thesis have led to many questions. Why do bridging interactions occur in proteins? Have proteins evolved these interactions for some reason? What are their physical properties, either in redox reactions or in protein structure? My colleagues in the Warren lab are working on experimental probes of these questions to complement the bioinformatics work presented here. To assist the Warren lab in addressing questions about Met-aromatic groups, I developed a computer program for operating a home-built nanosecond fluorescence / transient absorption (TA) spectrometer. The construction notes for this system are presented in Chapter 5. My ultimate goal is that the Warren lab will make use of this software to validate the many questions that have arisen as a result of my data analysis using real protein models.
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Chapter 2

The Met-aromatic algorithm and order of interaction

2.1 Preface

I was previously interested in statistically quantifying the orientations of methionine $\delta$-sulfur lone pairs and proline $\alpha$-carbon / $\alpha$-hydrogen bond axes relative to the aromatic rings present on the residues tyrosine, tryptophan, and phenylalanine. This work led to the development of two algorithms for finding such pairs that I named “Pro-aromatic” and “Met-aromatic”, respectively. The focus of this thesis is on the Met-aromatic algorithm. However, many of the same concepts are applied in the Pro-aromatic algorithm, and applications to related searches to the PDB should be straightforward. This Chapter describes the mathematical and programming features of the Met-aromatic algorithm. More detailed examples and discussion are given in Chapters 3 and 4.

2.2 What is an “interaction?”

In the 1980s, very early informatics studies [1] of the PDB revealed a tendency of methionine $\delta$-sulfur atoms to localize near the aromatic residues Phe, Tyr, and Trp. This localization was termed an “interaction.” Later studies, when many more structures were available, confirmed those early findings and refined the model. [2] Nonetheless, an interaction was still defined simply as a localization between Met-sulfur and any of the atoms of the aromatic residue. The earliest iteration of the Met-aromatic algorithm used this simple model, but analysis of the output data showed many outliers (e.g., instances where Met-sulfur was
pointed away from the aromatic residue). These results suggested that the definition of “interaction” could be further refined. Consequently, both a distance component (as done in the literature) and an angular component were applied. The latter component can be used to distinguish those interactions where the Met-sulfur points directly toward or away from the aromatic ring. The development of the final, refined algorithm is given in the following sections.

2.3 Creating and refining a feature space

To find methionine-aromatic interactions in a protein, a feature space must first be generated. This $\mathbb{R}^n$ space contains the set of features of interest. In the case of a protein structure, the feature space is simply the $\mathbb{R}^3$ space containing all atomic coordinates in a PDB file (Fig. 2.1, left). However, the focus here is only four residues, so the feature space can be greatly simplified to contain only coordinates for atoms in any of methionine, tyrosine, tryptophan and phenylalanine (Fig. 2.1, right). Further, each of these residues contains atomic coordinates that are unnecessary for this study. Therefore the feature space is narrowed down to contain only methionine SD ($\delta$-sulfur), CE ($\epsilon$-carbon), and CG ($\gamma$-carbon) coordinates, in addition to any coordinates describing the positions of the six members of an aromatic ring in the aforementioned residues. This greatly refined feature space is now ready for processing using Met-aromatic.
2.4 The distance condition

The first step in the algorithm ensures that a methionine residue is physically near an aromatic residue. This is the distance condition of Met-aromatic. To apply the distance condition, a vector \( \vec{v} \) projects from all methionine \( \delta \)-sulfur coordinates to midpoints between any two bonded aromatic carbon atoms. Midpoints are pre-computed using a vectorized approach (2.1). In 2.1, the six row vectors describe the positions of aromatic carbon atoms in any of Phe, Tyr or Trp:

\[
\begin{bmatrix}
  x_1^* & y_1^* & z_1^* \\
  x_2^* & y_2^* & z_2^* \\
  x_3^* & y_3^* & z_3^* \\
  x_4^* & y_4^* & z_4^* \\
  x_5^* & y_5^* & z_5^* \\
  x_6^* & y_6^* & z_6^*
\end{bmatrix}
\]

therefore \( \vec{v} = \left[ x_n^* \ y_n^* \ z_n^* \right] - \left[ SD_x \ SD_y \ SD_z \right] \). Midpoints were chosen owing to the maximum of electron density observed in the region of space between two aromatic carbon atoms. There exist \( (n)(6m) \) possible vectors \( \vec{v} \) for every feature space, where \( n \) is the number of methionine residues in our feature space and \( m \) the number of aromatic residues. The \( m \) is scaled by a factor of 6 owing to the number of possible midpoints in a hexagonal arrangement of aromatic carbon atoms. Aromatic residues distant to a methionine residue are discarded by eliminating residue pairs where the Euclidean norm of \( \vec{v} \) exceeds some distance cutoff (e.g., 4.9 Å in Chapter 3 or 6.0 Å in Chapter 4) (Fig. 2.2).

2.5 The angular condition

In contrast to past studies, an angular condition was introduced here. Having refined the feature space to include only properly spaced methionine-aromatic pairs, an angular selection criterion involving sulfur lone pairs and aromatic \( \pi \) systems was imposed. However, one important issue must be addressed before proceeding: the location of the lone pairs on the
methionine sulfur must be modeled, as Protein Data Bank entries do not contain information about the geometry of lone pairs present on heteroatoms, as is the case for most routine crystallographic data. To circumvent this problem, the position of lone pairs from existing data was estimated. The CE and CG atoms, included in the refinement of the feature space, are bound directly to the SD atom in a methionine residue. Consequently, the positions of the lone pairs are estimated by considering CE and CG atoms to be vertices of a regular tetrahedron with origin at SD. Note that there are alternative means of completing the last two vertices of a tetrahedron given two input vertices and the origin. For completeness, the method used in this thesis is outlined in detail in the following paragraph. A regular tetrahedron with a water-like structure is $C_{2v}$ symmetric. Consider a regular tetrahedron with origin $O$ and vertices $A, B, C,$ and $D$: the triangle $AOB$ will lie on a plane orthogonal to an equivalent triangle $COD$. Given that $O, A$ and $B$ are known, the positions of $C$ and $D$ can be computed by rotating $O - A$ and $O - B$ by $\frac{1}{2}\pi$ about the vector $\frac{1}{2} [A + B]$. An identical procedure is used to estimate the positions of lone pairs projecting from an SD coordinate. First the vectors antiparallel to the CE / SD and CG / SD bonds are found:

$$\vec{a} = \text{SD} - \text{CE}, \quad (2.2)$$

$$\vec{g} = \text{SD} - \text{CG}, \quad (2.3)$$
in addition to determining the axis of rotation (the real-valued eigenvector) $\vec{k}$:

$$\vec{k} = \frac{1}{2}(\vec{a} + \vec{g}).$$ \hspace{1cm} (2.4)

Note however that the two vectors above, $\vec{a}$ and $\vec{g}$ are coplanar with the CG and CE coordinates. Therefore, to find the positions of the lone pairs, the vectors $\vec{a}'$ and $\vec{g}'$ are rotated about a general axis $\vec{k}$ by $\frac{1}{2}\pi$ using Rodrigues’ rotation formula. The Rodrigues’ rotation formula (commonly used in the study of robotics) requires the computation of a matrix $K$ for the unit direction $\hat{\vec{k}}$,

$$K = \begin{bmatrix}
0 & -\frac{k_x}{\|\vec{k}\|} & \frac{k_y}{\|\vec{k}\|} \\
\frac{k_x}{\|\vec{k}\|} & 0 & -\frac{k_z}{\|\vec{k}\|} \\
-\frac{k_y}{\|\vec{k}\|} & \frac{k_z}{\|\vec{k}\|} & 0
\end{bmatrix}. \hspace{1cm} (2.5)
$$

The rotation matrix $R$ is computed from matrix $K$. $R$ revolves a vector about any general axis by any angle. In this case, vectors are rotated about the line of intersection between the two planes describing all four vertices in a molecule of $C_{2v}$ symmetry, as in equation 2.6

$$R = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} + \sin\left(\frac{\pi}{2}\right)K + (1 - \cos\left(\frac{\pi}{2}\right))K^2. \hspace{1cm} (2.6)
$$

The vectors describing the lone pairs are given in equations 2.7 and 2.8

$$\vec{a} = Ra' , \hspace{1cm} (2.7)$$

$$\vec{g} = Rg' . \hspace{1cm} (2.8)$$

Section 2.4 introduced vector $\vec{v}$ in the context of the distance condition, but it also is important in defining the angular condition, specifically in the study of the orientation of lone pairs relative to an aromatic $\pi$ system. Two angles can be found by mapping $\vec{v}$ to the
Figure 2.3. Left: Feature space $P3$ from Fig. 2.2. Here the Met18/Tyr122 interaction has been isolated. The distance cutoff has been set to 6.0 Å. In this case, the Euclidean norm of the first vector $\vec{v}$ is 4.211 Å. Recall that $\vec{v}$ from a methionine SD coordinate to a midpoint between two aromatic carbon atoms. In this case the norm $\leq 6.0$ Å, meeting the Met-aromatic distance criteria. Here $\text{Met}-\theta = 75.766^\circ$ and $\text{Met}-\phi = 64.317^\circ$. Right: A ChemDraw schematic representation of the geometric elements upon which Met-aromatic constraints are imposed.

origin of the feature space to which the previous $\vec{a}'$ and $\vec{g}'$ vectors were mapped: $\vec{a} \perp \vec{v}$ and $\vec{g} \perp \vec{v}$. These angles are termed Met-$\theta$ and Met-$\phi$, respectively, which can be found using equations 2.9 and 2.10

$$\text{Met} - \theta = \cos^{-1} \frac{\vec{a} \cdot \vec{v}}{\|\vec{a}\|\|\vec{v}\|} \hspace{1cm} (2.9)$$

$$\text{Met} - \phi = \cos^{-1} \frac{\vec{g} \cdot \vec{v}}{\|\vec{g}\|\|\vec{v}\|} \hspace{1cm} (2.10)$$

The angular condition of Met-aromatic judges that a methionine residue is interacting with a conjugated $\pi$ system if and only if ($\text{Met}-\theta \leq 109.5^\circ \text{ or } \text{Met}-\phi \leq 109.5^\circ$) where $109.5^\circ$ refers to the angle between any two vectors projecting from the origin to vertices in a regular tetrahedron. Note that or is an inclusive operator (as compared to xor, the exclusive or operator). This is an important point and means that a methionine residue is also considered interacting if ($\text{Met}-\theta \leq 109.5^\circ \text{ and } \text{Met}-\phi \leq 109.5^\circ$). The Boolean logic of the angular condition is depicted graphically in Fig. 2.4.
Figure 2.4. The four methionine poses leading to four possible logic states. Vector $\vec{v}$ is shown as a black arrow pointing to the right in each pose. Right: the logic matrix associated with the four poses. Note that poses A-C are deemed interacting pairs according to Met-aromatic criteria. These poses maximize the interaction of lone pairs with a region of electron-rich space between two aromatic carbon atoms. Pose D minimizes this interaction as both lone pairs point away from the aromatic edge. $c$ is equivalent to some arbitrary cutoff. The interaction in feature space $P3$, Fig. 2.3, is equivalent to pose A.

2.6 Comments on the algorithm

The above paragraphs describe the elements of the Met-aromatic algorithm, but not the function of the algorithm as a whole. The following paragraphs address the related questions about the Met-aromatic code developed in this thesis, i.e., what are some of the algorithm’s properties and why are they important in terms of the research presented in this thesis? The architecture of the program is perhaps best laid out as a more compact, human readable form known as pseudocode:

Algorithm 1 MetAromatic algorithm. $rp =$ residue position number. atomID = atomic ID such as CG, SD or CE. resID = residue identifier such as Tyr, Trp or Phe. MET array does not require a resID member as all members are methionine residues.

1: procedure MetAromatic
2: MET = $\{\{rp_m, atomID\} : \{x_{met}, y_{met}, z_{met}\}\}$ $\triangleright$ Array of MET CG, SD and CE coordinates
3: ARO = $\{\{rp_a, resID, atomID\} : \{x_{aro*}, y_{aro*}, z_{aro*}\}\}$ $\triangleright$ Aromatic carbon midpoints
4: RESULTS = $\{\}$ $\triangleright$ Array for storing results
5: for $i \in$ groupby(MET[rp_a]) do $\triangleright$ groupby() yields subgroups for each MET residue
6: $\vec{a}, \vec{g} =$ rodrigues($i$.SD, $i$.CG, $i$.CE)
7: for $j \in$ ARO do
8: $\vec{v} = [j.x_{aro*}, j.y_{aro*}, j.z_{aro*}] - i$.SD $\triangleright$ SD is the origin of all frames in algorithm
9: if $||\vec{v}|| \leq c$ then $\triangleright$ $c$ is some cutoff distance such as 6.0 Å
10: Met-$\theta$, Met-$\phi =$ cos$^{-1}\frac{\vec{a}.\vec{v}}{||\vec{a}|| \cdot ||\vec{v}||}$, cos$^{-1}\frac{\vec{g}.\vec{v}}{||\vec{g}|| \cdot ||\vec{v}||}$
11: if Met-$\theta$ $\leq$ $\chi$ or Met-$\phi$ $\leq$ $\chi$ then $\triangleright$ $\chi$ is some cutoff angle such as 109.5°
12: add $\{rp_m, rp_a, resID\} : \{||\vec{v}||, Met-$\theta$, Met-$\phi\}$ to RESULTS array
Algorithm 1 is the basic scaffold of the program that executes the Met-aromatic algorithm on a protein structure. Note that an analysis of the code wrapping the Met-aromatic algorithm reveals hundreds of lines. This supplementary code is termed overhead and is necessary to connect to the Protein Data Bank, fetch a file, clean up the input data, clean up the output, and export the data, among other tasks. The average time taken for the Met-aromatic algorithm to execute on a protein structure is of quadratic, or \( O(n^2) \) time complexity. Time complexity broadly refers to the amount of time an algorithm takes to complete a task as a function of the size \( n \) of its input. While the microperformance of the Met-aromatic algorithm is solely of quadratic time complexity, the macroperformance of the entire program wrapping the algorithm is generally linear owing to a host of different variables such as network bit rate (internet speed), background processes in any computer system, and the basic hardware components on which the program is executed. These are important considerations because the Protein Data Bank contains 140,000 protein structures as of 2018. As such, the overhead performance is critical to ensure a data mining operation is completed in a meaningful timeframe. Next one must consider the microperformance of the base algorithm, Met-aromatic, in this case. The choice of algorithm can make the difference between a solution being found in a matter of milliseconds and a matter of hours. As an example one may compare time taken to analyze a protein consisting of \( n \) number of amino acids using an \( O(n^2) \) algorithm vs. an \( O(n!) \) algorithm.

2.7 Physicochemical significance of Met-aromatic

This Chapter has so far described Met-aromatic’s mathematical underpinnings, the algorithm as a whole, and briefly discussed the overhead wrapping the algorithm. At this point, the reader may be asking “Why is this algorithm significant?” in the context of a chemistry thesis. The answer ties directly into the physical properties of methionine-aromatic motifs. For this work, the most relevant property is redox reactivity. Others have found that these interactions are important in protein structures, but little mention is made of redox reactions, in which the Warren group is interested. The potential significance is best explained by example. Consider the structure of calmodulin (PDB ID 1CFC). The Met-aromatic al-
Figure 2.5. A PyMOL rendering for the aromatic interaction between Met72 and Phe12 for calmodulin (PDB ID 1CFC). A vector points from Met72 δ-sulfur to the centroid of the Phe12 aromatic ring.

gorithm reveals an aromatic interaction between Phe12 and Met72 (Fig 2.5). Using this as
a starting point, a very basic Density Functional Theory (DFT) calculation can be used to
probe how the Met-Phe interaction changes when the Met-Phe distance is changed.

In this computation, a methionine CG-SD-CE moiety and a phenylalanine aromatic ring
were isolated. All other coordinate data were discarded using a custom Python program.
The Python program then computed a vector $\vec{n}$ normal to the plane containing the aromatic
ring and translated the CG-SD-CE structure towards and away from the aromatic plane
along the normal vector. The homogenous transformation matrices described in Chapter 1
were used to translate the coordinates of the CG-SD-CE moiety. Here $\hat{n}$ was found from
$\vec{n}$. $\hat{n}$ was then scaled by a translational increment $t$ to yield a set of translations. This
scaled vector, $t\hat{n}$ served as the $w$ vector $t \begin{bmatrix} \hat{n}_x & \hat{n}_y & \hat{n}_z & 1 \end{bmatrix}^T$ which was concatenated into
the homogeneous transform $T$ (2.12):
The resulting transformation for various values of $t$ was obtained using equation 2.13:

$$ T_t = \begin{bmatrix} 1 & 0 & 0 & t\hat{n}_x \\ 0 & 1 & 0 & t\hat{n}_y \\ 0 & 0 & 1 & t\hat{n}_z \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} CG_x & SD_x & CE_x \\ CG_y & SD_y & CE_y \\ CG_z & SD_z & CE_z \\ 1 & 1 & 1 \end{bmatrix}. \quad (2.13) $$

Where $t \in \{t_1, t_2, \ldots, t_n\}$. All $T_t$ coordinate data was exported in .xyz file format and the resulting .xyz files were visualized using Avogadro. [3] Avogadro was also used to add coordinates for the hydrogen atoms. The resulting system was reduced to a dimethyl sulfide molecule affinely and systematically translated to and from a benzene ring plane (Fig. 2.6).

DFT calculations were used to assess the relative energy changes to the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) as a function of Met-Phe distance. The ORCA software suite was used for these calculations at the BP/def2-SVP level of theory. [4] Critically, it was found that translating towards the benzene ring raises the HOMO energy and lowers the LUMO energy. This trend is qualitatively similar to the repulsive portion of the Lennard-Jones model (Fig. 2.8). The Lennard-Jones model provides an approximation for the potential energy between a pair of neutral-state atoms/molecules spaced some distance $r$ apart [6]. $V_{LJ}(r)$ attains a minimum at some distance $r_m$. Compressing a pair of atoms/molecules a distance below $r_m$ induces a rapid increase in the potential energy of the system. Conversely, separating two atoms/molecules a distance exceeding $r_m$ gradually forces the system to zero potential energy (equation 2.16), Fig. 2.7.
Figure 2.6. An Avogadro rendering of the two extreme ends of our translation series. **Left:** +0.75 Å translation towards the benzene ring. **Right:** -1.00 Å translation away from the benzene ring. The 0.00 Å position refers to the native spacing in the protein. The dashed line is parallel to the \( w \) vector in homogeneous transform \( T \).

\[
\lim_{r \to 0} \epsilon \left[ \left( \frac{T_m}{r} \right)^{12} - 2 \left( \frac{T_m}{r} \right)^{6} \right] = \infty \quad (2.14)
\]

\[
\lim_{r \to r_m} \epsilon \left[ \left( \frac{T_m}{r} \right)^{12} - 2 \left( \frac{T_m}{r} \right)^{6} \right] = -\epsilon \quad (2.15)
\]

\[
\lim_{r \to \infty} \epsilon \left[ \left( \frac{T_m}{r} \right)^{12} - 2 \left( \frac{T_m}{r} \right)^{6} \right] = 0 \quad (2.16)
\]

The result presented in Fig. 2.8 fits with expectations from basic chemical principles; forcing two repulsive systems together will always result in an increase in potential energy. However, from a different perspective a question arises: why would proteins evolve the position of two repulsive systems proximal to each other? A methionine-aromatic system meeting the Met-aromatic criteria is not necessarily a favourable conformation. The dispersion forces (or hydrophobic interactions) are thought to add less than 1.5 kcal mol\(^{-1}\) \([2, 5]\) to overall protein stability. Such interactions may be the difference between a folded and an unfolded protein under normal conditions. The motivating hypothesis here posits that there could be another, underappreciated, role for Met-aromatic groups. Raising the potential energy of a methionine-tyrosine or methionine-tryptophan pair makes either the tyrosine or tryptophan participant more easily oxidized. This is especially the case where the methionine-aromatic interaction is proximal to a species whose LUMO energy remains...
Figure 2.7. An example Lennard-Jones potential plotted using $V_{LJ}(r) = \epsilon[(\frac{r_m}{r})^{12} - 2(\frac{r_m}{r})^{6}]$ \( \arg\min_r V_{LJ}(r) = r_m = 1.00 \). The potential energy between two atoms/molecules is minimized at this distance.

static (regardless of how the translational increment $t$ changes), such as a transition metal. From this perspective, one can begin considering the possibility that proteins have evolved the formation of methionine-aromatic interactions to participate in redox reactions. Chapters 3 and 4 explore this question in more detail.

2.8 Standalone software design and order of interaction

During my time as a graduate student in the Warren lab I had the opportunity to interact and collaborate with colleagues working on experimental protein biochemistry. Parenthetically, one of my early efforts in the Warren lab involved protein expression and purification, but ultimately I found the bioinformatics work presented here to be more tractable. My collaborations and experience in the wet lab taught me important lessons about the importance of user friendliness of any protocol, theoretical or experimental. To greatly simplify the work of students working on experimental aspects of methionine-aromatic interactions in the Warren lab, I spent some time programming a Tkinter user interface that automates
Figure 2.8. Translation of the dimethylsulfide (DMS) approximation in Fig. 2.6 towards the plane containing a benzene molecule. The translation from -1.00 Å to +0.75 Å is in accordance with the scheme depicted in 2.6. An increase in HOMO energy is observed as the DMS approaches the ring plane. The trend presented here is qualitatively similar to the repulsive portion of the Lennard-Jones function (see Fig. 2.7).
Figure 2.9. Version 1.4 of a Tkinter Met-aromatic user interface wrapper. This particular version has been optimized for use with the MacOSX platform. Here the UI is running the Met-aromatic algorithm on the protein 1RCY from Fig. 2.2. Note that the first RESULT line matches exactly the geometric values in Fig. 2.3.

The results for analysis of rusticyanin (Fig. 2.9) allow for the discussion of one additional point about the Met-aromatic algorithm. Examination of the output in Fig. 2.9 shows six output lines for the Met18/Tyr122 interaction, but only four output lines for the Met148/Phe54 interaction. Recall that a methionine δ-sulfur can project six vectors \( \vec{v} \) to six midpoints on a six-membered aromatic ring. However, not all six vectors \( \vec{v} \) always meet the conditions of the Met-aromatic algorithm. In the case of the Met148/Phe54 pair, only four of six vectors \( \vec{v} \) meet Met-aromatic criteria (Fig. 2.10). The number of vectors \( \vec{v} \) projecting from a methionine δ-sulfur and meeting Met-aromatic criteria was termed “order of interaction”. Analysis of the order of interaction led to a critical result, which is presented in Chapter 4. The Met-aromatic interaction in Fig. 2.10 is an order-IV interaction, where maximum order of interaction is VI (for six total midpoints on a six-membered ring).

The significance of order of interaction classification lies in the ability to statistically quantify geometries (potentially a computationally complex task), where an order-I inter-
Figure 2.10. 1RCY: Met-\(\phi\) and Met-\(\theta\) both exceed 109.5° for the two dashed lines projecting from the Met148 \(\delta\)-sulfur to midpoints between Phe54 CG/CD1 and Phe54 CG/CD2. These two lines do not meet the Met-aromatic angular condition.

action is indicative of a side on lone pair / aromatic interaction, as opposed to an order-VI interaction, which suggests that a lone pair is pointing directly into an aromatic centroid (analogous to a “ball and socket” joint). Interactions of orders I-VI are shown in 2.11. The order of interaction is found by simply counting the number of unique MET residue position numbers in the prompt. Formally, this is somewhat similar to cardinality, where in SQL (Structured Query Language) cardinality refers to the “uniqueness” of values in a column in a structured database [7] e.g., Fig. 2.12.

2.9 Conclusions

This Chapter outlined the key aspects of the Met-aromatic algorithm. The work in this thesis starts from the historically narrow definition of “interaction” and expands on that definition to include an angular condition. The approach set out here is applied to two different problems in Chapters 3 and 4. In addition, the development of a simplified user interface will allow other workers to easily analyze protein structures for Met-aromatic interactions. The code also is straightforward to apply to other types of interactions, such as Cysteine-aromatic or Proline-aromatic.
Figure 2.11. The order of interaction classification. An order-I interaction indicates that one vector $\vec{v}$ (shown in black) is shorter than some cutoff distance (i.e. 4.9 Å) and either Met-$\theta$ or Met-$\phi$ is $\leq 109.5^\circ$. An order-II interaction indicates that two of six vectors meet Met-aromatic criteria. Likewise, an order-VI interaction indicates that all six vectors $\vec{v}$ projecting from a methionine sulfur to aromatic midpoints meet Met-aromatic criteria. Vectors $\vec{a}$ and $\vec{g}$ are shown in red.
Figure 2.12. A tabular output obtained from the user interface in Fig. 2.9 for 1RCY. A table is the simplest example of a structured database. There are a total of six MET POS lines containing the residue position number 18 (an order-VI interaction) and a total of four MET POS lines containing the residue position number 148 (an order-IV interaction).
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Chapter 3

Surveying the Protein Data Bank: What Could Met-Aromatic Interactions be Doing Near Metal Sites?

3.1 Preface

This chapter describes work published in: *J. Inorg. Biochem.* **2018**, **186**, 34-41 (DOI: 10.1016/j.jinorgbio.2018.05.008). This work was initially motivated by the idea that methionine (Met)-aromatic interactions could play a role in protein electron transfer reactions. The initial survey started with oxidoreductase enzymes (International Union of Biochemistry and Molecular Biology classifier EC 1), which play roles in many different redox reactions. In addition to collecting the methionine-aromatic interactions, coordinates and identities of transition metals also were collected. The geometric relationships between these metal redox centres and Met-aromatic interactions were evaluated to address the hypothesis that Nature evolved the physical placement of a methionine-aromatic interaction proximal to a metal centre to facilitate or prevent electron transfer.

3.2 Introduction

The intramolecular forces that hold proteins in their native states and promote specific peptide or ligand binding interactions have long been of great interest. [1] Fundamental concepts in protein folding have been established and several modern theoretical treatments can de-
scribe features of protein structure at early times, and at later times, during the folding process. [2, 3] In addition, the last 20 years have seen the emergence of a wealth of data about protein structure. [4] Since 1997, yearly submissions to the Protein Data Bank (PDB) have increased by almost a factor of 10 and the total number of structures available has increased 20-fold. The growth of this database has allowed for the development of new ideas about how protein structures form and function. [3, 6, 7] For instance, analysis of PDB data reveals a great many trends in spatial arrangement of amino acids relative to each other, including H-bonding, salt bridges, π stacking, cation π, and other interactions of aromatic residues. Of particular interest in this thesis are interactions of the aromatic amino acids phenylalanine (Phe), tyrosine (Tyr) and tryptophan (Trp). Some notable examples involve interactions between one of those residues and proline (Pro) [8], alanine (Ala), [9] or methionine (Met). [10]. Here, we use a statistical analysis of structural data to explore whether or not Met-aromatic interactions could be involved in metalloprotein redox reactions.

The aromatic amino acids Tyr and Trp play central roles in protein electron-transfer chemistry. [11, 12] Canonical examples include the functions of photosystem II, [13] DNA photolyase, [14] and ribonucleotide reductase. [15] Oxidized amino acids, such as Tyr and Trp, also are discussed in the context of oxidative stress. [16] The biological redox reactions required in many of the above examples can involve hole/electron transport exceeding distances over 20 Å. Single-step ET, even at high driving force, cannot deliver holes/electrons fast enough to active sites that require the input of electrons to catalyze reactions on timescales shorter than milliseconds. [17] A common bypass to single step ET is the presence of intermediate redox moieties, often Tyr or Trp, that can promote multistep ET (or hopping). [11, 18] Along with those functional roles, a recent proposal suggests that chains of closely spaced Tyr/Trp residues could act as hole conduits stretching from metallocofactors to protein surfaces. [19] In such a case, hole transport through these Tyr/Trp chains is proposed to provide a protective mechanism when metal sites are activated in the absence of substrate (or in cases of other oxidative malfunction). This idea is supported by theory and experiment. [20] All of the above examples are central to biological functions. In this context, it is remarkable that two residues (Tyr and Trp) can carry out such an array of
functions in vivo. This also leads to the natural question of how the microenvironment of
an amino acid aids in steering electrons through peptides.

Pioneering work, when fewer than 100 structures were in the PDB, demonstrated a
propensity for Met to localize its sulfur atom near the aromatic ring of Phe, Tyr, or Trp
in a survey of X-ray structures. [10, 21] Since those initial studies, this localization has
been formally termed an “interaction,” where sulfur-aromatic distances of under about 5 Å
are considered the most significant. More recent analyses of PDB data showed that about
$\frac{1}{3}$ of all structures contain at least one Met-aromatic interaction. [22] Other informatics
surveys of PDB data support the structural importance of Met-aromatic interactions (e.g.,
in membrane proteins [23]) and highlight that other residues, such as histidine, can inter-
act with Met. [24] Related surveys are available for Cys-aromatic interactions. [25, 26]
Other literature supports the idea that Met-aromatic motifs are associated with protein
stability/folding. [27, 28] Structurally, the Met-aromatic interaction is estimated to add an
additional stabilization energy of 1-1.5 kcal mol$^{-1}$ in comparison to a purely hydrophobic
interaction. [22, 25]

The structural roles of the methionine aromatic interaction are well established, but
the single electron redox chemistry of Met is much less clear. [29] The most common Met
redox reactions involve 2 electron oxidation to Met-sulfoxide, which has been implicated
as an antioxidant and a marker for oxidative stress. [30, 31, 32] However, when Met sulfur
atoms interact with an aromatic residue, they tend to be less prone to such oxidation. [33]
A contrasting report highlights how the oxidation state of a Met-sulfur can influence its
interactions with other aromatic amino acids, with oxidized Met sulfoxide interacting more
strongly. [34] Computational studies of sulfur-aromatic interactions in amino acid fragments
[35] and in other model compounds [36] demonstrate the importance of sulfur-aromatic in-
teractions in modifying the redox behavior of both sulfur and the aromatic residue. In
particular, studies of models containing Met and an aromatic ring within close proximity
underscore the attractive two-center, three-electron bond that forms between an oxidized
sulfur and a nearby $\pi$ system. [36] In this study, a survey of protein structural data was
undertaken to address the question of the importance of Met-aromatic interactions in modu-
lating electron transfer (ET) reactions in metalloproteins. The work presented here analyzes PDB data for selected redox proteins to identify and classify Met-aromatic interactions and their relationship with metal sites.

3.3 Overview of experimental methods

A Met-aromatic wrapper (Chapter 2) was written in the Python programming language (Python 3.5). The Python programming language was chosen owing to its general simplicity and readability, in addition to the extensive number of libraries and other open source projects affiliated with the Python Software Foundation. In contrast to the user interface presented in Chapter 2, all scripting/data engineering for this project was done at a high level using the Python Pandas Data Analysis Library (www.pandas.pydata.org) and to a lesser extent using the Python Numpy package (www.numpy.org). All plots were constructed using the Matplotlib Python 2D plotting library (https://matplotlib.org).

The Pandas Met-aromatic wrapper iterated over 12,186 oxidoreductase structures (available 15 January 2017) obtained from the Protein Data Bank. The script was equipped with a method of fetching data corresponding to the list of PDB codes from the PDB server (www.rcsb.org/pdb) via FTP. The imported data were stripped to include only the 'A' labelled chain and the first model in multi-model entries. This simplified feature space was further refined and subsequently processed using the Met-aromatic algorithm. Transition metal identities and coordinates were collected alongside methionine-aromatic interaction data ($\|\vec{v}\|$, angles, etc). The output data of the Met-aromatic algorithm were banked locally as .csv files for each iteration. In retrospect, a more efficient approach to this problem would have been to dynamically upload files to a SQL database. Once the directory was loaded with the Met-aromatic output data and transition metals, those data were compressed into one master .csv file (identical to a SQL Table) and this master .csv file was used for all downstream analysis.
3.4 Benchmarking incidences and distributions of Met-aromatic geometries in oxidoreductases

Out of 12,186 oxidoreductases, a total of 52,618 interactions meeting Met-aromatic criteria were found. Of this total, 14,272 (27%) were determined to be Met-Tyr interactions, 29,455 (56%) Met-Phe interactions and 8,891 (17%) Met-Trp interactions. Overall, the high incidence of Met-aromatic interactions, with an average of >1 interaction per protein, is consistent with similar literature surveys of the PDB. [22] Most interactions had a methionine-aromatic distance of over 4 Å and a lone pair to $\vec{v}$ angular preference of about 60° (Fig. 3.1). The latter is consistent with other reported angular preferences, i.e., 30° to 60° using similar mathematical methods. [22] Interestingly, as the sulfur-to-ring distance decreased, so did the angle, from about 70° to 50° (Fig. 3.1).

3.5 Order of interaction

A novel observation that emerged during analysis of the Met-aromatic data was the propensity for methionine-aromatic interactions to preferentially assume an “order-II” interaction geometry (see Chapter 1). The next highest incidence involves order-III interaction, defined by three aromatic midpoints. These interactions position at least one sulfur lone pair prox-
Figure 3.2. A breakdown of counts for all oxidoreductase methionine-aromatic interactions classified by interaction order.

imal to the aromatic plane. All counts separated by interaction order are shown in Fig. 3.2.

3.6 The bridging interaction

In Chapter 2, Section 2.6 the pseudocode describing Met-aromatic (Algorithm 1) was presented. In an attempt to save on computational costs, it was assumed that: “There could exist no more than six vectors $\vec{v}$ between a methionine $\delta$-sulfur and the midpoints of a six-membered aromatic ring for some short cutoff distance $c$. Implicit in that assumption was that Nature would impose this condition upon the Met-aromatic algorithm owing to the fact that a six-membered aromatic system could have a total of six midpoints between adjacent carbon atoms. However, this assumption proved to be incorrect. As an example (Fig. 3.3), analysis of lipoxygenase from soybeans (PDB ID 1IK3) using the Met-aromatic user interface presented in Chapter 2, Section 2.8 was carried out.

In Fig. 3.3, there exist seven unique instances of the methionine residue. An analysis of the cardinality of the MET POS attribute reveals what was an unexpected and puzzling observation.

The results in Fig. 3.4 suggest that there exists an order-9 interaction. Indeed, in Fig. 3.3, Met-aromatic found that 9 vectors $\vec{v}$ project from Met585. This result initially suggested
**Figure 3.3.** The PDB entry 1IK3 is analyzed using the Tkinter Met-aromatic GUI, v1.4 (the fourth version developed). A cutoff distance \( c \) of 4.9 Å and a cutoff angle of 109.5° (i.e. Met-\( \theta \) or Met-\( \phi \) ≤ 109.5°) were chosen. Note that here phenylalanine was excluded from the search.

**Figure 3.4.** The “Wow!” line. `list_mets` is a Python list containing the residue positions of methionines meeting Met-aromatic criteria for an aromatic interaction. A count of each residue position in \texttt{MET POS} was expected to yield a maximum of 6 (order-VI), but here we have 9. This finding ended up revealing an important new methionine-aromatic geometry. I named this the “Wow!” line based on a narrowband radio signal received by the Ohio State University’s Big Ear radio telescope on August 15th, 1977. The signal was found to originate from the Sagittarius constellation and was believed to be evidence of extraterrestrial life. The scientist who found the signal named it the “Wow! signal.”
The bridging interaction. The presence of two (or more) aromatic residues proximal a methionine residue can yield an interaction of order exceeding VI. In this case, we have a Trp578 : Met585 : Tyr436 bridge from the lipoxygenase 1IK3. This data matches data in the prompt (Fig. 3.3).

![Figure 3.5](image)

Figure 3.5. The bridging interaction. The presence of two (or more) aromatic residues proximal a methionine residue can yield an interaction of order exceeding VI. In this case, we have a Trp578 : Met585 : Tyr436 bridge from the lipoxygenase 1IK3. This data matches data in the prompt (Fig. 3.3).

a critical error in the algorithm; there are only six midpoints on a six-membered ring. One must realize, however, that Met-aromatic is a naïve algorithm in that it does not care for how many vectors $\vec{v}$ project from a methionine $\delta$-sulfur as long as these vectors meet both angular and distance conditions. Consequently, the only instance where the order of interaction can be greater than VI is if there are two (or more) closely associated aromatic groups. This was termed a “bridging interaction” (Fig. 3.5).

The bridging interaction shown in Fig. 3.5 was termed a dual-bridging interaction (two aromatics paired with one methionine residue). Of 52,618 methionine-aromatic interactions meeting Met-aromatic, it was found that 34% (17,748) involved two different aromatics pairing with one methionine residue. Likewise, triple- and quadruple bridging interactions were identified, but at much lower frequencies of 4,515 (9%) and 1,080 (2%). A similar screen of 4,900 randomly selected PDB structures (including some oxidoreductases) was performed and it was found that ca. 35% of all identified Met-aromatic interactions were involved in a dual-bridging interaction. The importance of such bridging interactions, and what role (i.e., structural, redox) they could play in macromolecules, is not yet clear, but the
incidence exceeding 30% suggests this is a motif deserving of further research. The bridging interaction is explored in greater detail in Chapter 4.

3.7 IMPLICATIONS FOR THEORETICAL ANALYSES

Recent computational analyses of sulfur-aromatic motifs have included interaction geometries where the sulfur atom is positioned directly over the aromatic ring, though other geometries have been probed as well. [22, 35] The observation that order I, II, and III interaction types predominate in proteins suggest that future studies could explore these arrangements. Likewise, the high number of bridging interactions found could be an interesting motif to explore using theory. Bridging interactions that involve redox-active and redox-inactive aromatic groups were identified, so investigation could focus on bridging interaction electronic structure and/or protein stability contribution.

3.8 STATISTICS OF DISTANCES BETWEEN TRANSITION METALS AND AROMATIC INTERACTIONS IN METAL-CONTAINING OXIDOREDUCTASES

The mean distance between any metal ion (structural or catalytic) and any methionine-aromatic (Phe, Tyr and Trp) interaction was determined to be $33 \pm 42 \, \text{Å}$ (one standard deviation). Here, the mean distance was assessed without the removal of any very long-range interactions. Counts under a 60 Å cutoff value comprise 91% of the total counts and the mode of this distribution was found between 17.0 and 18.0 Å. The mean of the distribution with the 60 Å cutoff was found to be $23 \pm 11 \, \text{Å}$. Those residues that are far from metal sites are less likely to play any direct roles in redox reactions involving a metal site, so the high average value for the metal to methionine-aromatic distance supports the idea that many methionine-aromatic interactions play a role in stabilizing protein structures among other potential roles.

The distances between metal sites and specific methionine-aromatic motifs (of any interaction order) in the subset of oxidoreductases that contain a metal ion were calculated as one metric to assess the potential importance of methionine-aromatic interactions in redox reactions. Metals are often associated with radical reactions of amino acids. A total of
Figure 3.6. A breakdown of counts for distances between all metal ions and Met-aromatic interactions in oxidoreductases, where A = Met-Phe; B = Met-Tyr; C = Met-Trp. The optimal bin width was chosen based on the Freedman-Diaconis rule. An arbitrary cutoff of 14 Å was selected.

54,324 metal-to-aromatic (CE2) distances were enumerated. Of those, 30,827 (57%) were for metal/Met-Phe interactions, 13,740 (25%) for metal/Met-Tyr interactions, and 9,757 (18%) for metal/Met- Trp containing interactions. It should be noted that these proportions are similar, but not identical, to the proportions found in the benchmarking section (Section 3.4). This result is attributed to the observation that some proteins contain multiple metal centers (such as iron-sulfur clusters) thus increasing the frequency of certain metal/methionine-aromatic distance counts. A selection of interactions between metal ions and methionine-aromatic motifs at distances under 14 Å is shown in Fig. 3.6.

Excluding counts with distances above 60 Å, mean distances of 23.3±11.2, 24.4±11.9 and 24.2±11.5 Å were found for metal- Met-Phe, Met-Tyr, and Met-Trp distances, respectively. Most of the Met-aromatic interactions were found to be located over 20 Å from metal sites. Consequently, it is unlikely that the majority of Met-aromatic interactions play a direct role in single electron redox chemistry involving metals, as single-step electron tunneling is prohibitively slow at such distances. [11, 17] Even the methionine-aromatic interactions that involve redox-active Trp and Tyr are mostly located far from metal sites. The evolutionary placement of methionine-aromatic interactions near the surface of proteins (far from metal sites) may play a more general protective role for biomolecules against oxidative stress. For example, Aledo et al. concluded that the interaction of a methionine sulfur with an aromatic
amino acid increases the resistance of that sulfur to the formation of Met-sulfoxide. [33] However, the original question still remains: could the methionine-aromatic interactions located near metal sites be redox-active?

3.9 Statistics of distances between specific transition metals and Met-aromatic interactions

To gain more insight into potential redox reactivity of methionine-aromatic motifs, raw counts (Fig. 3.6) were divided into counts for different metal ions. Counts for Fe, Cu, and Zn proteins were highest in all cases, comprising over 90% of the total hits (Fig. 3.7). Fe proteins were also broken into heme and non-heme sub-groups and the results are similar to those shown for Fe in Fig. 3.7. Methionine-aromatic interactions are slightly closer to heme-iron than to non-heme iron, but the difference is minimal.

For all transition metal ions, the overall distribution of metal to Met-aromatic interaction distance was very similar. However, there are some notable differences between these data and the total counts shown in Fig. 3.6. The differences are most apparent when comparing redox-active and redox-inactive metals. For example, for redox-active Fe and Cu, there is a greater proportion of methionine-aromatic interactions that are within 15 Å of the metal site; for Met-Trp interactions 16.1% of Fe and 23.9% of Cu metal to methionine-aromatic distances are below 15 Å, whereas for Zn, 12.8% of the interactions are under 15 Å.

The above analysis shows that methionine-aromatic motifs are positioned nearer to redox-active metals versus redox-inactive metals. There are still many interactions far from metal sites, with roles that are possibly structural or protective from oxidative stress, as described above. However, the higher incidences of methionine-aromatic interactions close to redox-active metals is intriguing. On one hand, localization of methionine-aromatic interactions could maintain local protein structure and shield the Met from sulfoxide formation. This is one likely case for Met-Phe motifs, since Phe is redox-inactive. In addition, shielding Met from oxidation could be another strategy used to steer electrons on functional [11] or protective [19] ET pathways. On the other hand, Met-Trp and Met-Tyr groups could be involved in single-electron redox reactions. For example, the bridging interaction shown in
Figure 3.7. A breakdown of counts for Met-aromatic to metal distances for Fe, Cu, and Zn. A cutoff of 100 Å was imposed on all plots. A total of 25 bins were used for each distribution.
Fig. 3.5 is part of a chain of Tyr and Trp that extend from the lipooxygenase active site to the surface of the protein. Such chains have been proposed as protective electron conduits in metalloproteins. [19] This could be an example of a redox role for bridging Met-aromatic interactions.

Given the prevalence of methionine-aromatic interactions, it is remarkable that their redox reactions are not more widely explored. Thioethers positioned near aromatic groups can be more easily oxidized, which is one way that Met could plausibly participate in 1 electron redox reactions. [38, 39] Placement of a Met near Tyr or Trp is expected to affect the reduction potential(s) of both residues; in principle, the reduction potential of Tyr or Trp in a Met-aromatic motif could be modified in either direction. On one hand, the hydrophobic effect of placing a Met near an aromatic could raise aromatic (Tyr or Trp) potentials. On the other hand, a more delocalized electronic structure of methionine-aromatic groups could make the entire motif easier to oxidize. Ultimately, redox reactions involving methionine-aromatic interactions are subject to the same requirements of any ET system; potentials that are too low lead to buildup of radicals between a terminal donor/acceptor pair (and resulting side reactions), and potentials that are too high will inhibit or block ET.

Another facet of these motifs is that an oxidized methionine-aromatic can form a 2-center 3-electron bond, and redox reactions associated with bond making and bond breaking are typically associated with greater nuclear reorganization than are pure ET reactions. [40] Consequently, redox reactions involving methionine-aromatic motifs could be hindered by large reorganization energies. Ultimately, the protein redox chemistry involving methionine-aromatic is underexplored, both experimentally and theoretically. The survey presented here suggests that redox reactivity of methionine-aromatic motifs could be important and warrants greater investigation. We are presently following up this work by designing and investigating proteins that have only one methionine-aromatic interaction.

3.10 Challenges and extensions for PDB surveys

The analysis here presents new perspectives about methionine-aromatic interactions. Different interaction geometries, termed order of interaction, and methionine-aromatic bridging
were identified. However, there were some challenges in analyzing these data that are worth pointing out. First, there is some degree of redundancy in these analyses. First, the entire oxidoreductase (EC 1) class of enzymes, including multiple structures of the same enzyme (often with minor differences, e.g., binding of substrate or point mutations) were analyzed. Second, there exists some natural heterogeneity in X-ray data, arising from many factors, including data quality and crystallization conditions. Likewise, resolution is improving with time, but the average resolution available in the PDB (2.2 Å) is not yet atomic resolution.

The completeness and format of the PDB entry data are also important factors. Some structures were discarded as unreadable because of incomplete or unknown delimiters. This was more problematic for older data, as formats are now standardized. In addition, some spurious examples were noted, such as interactions being near metal sites where such metal sites were artifacts of crystallization conditions. Nonetheless, these examples are rare and unlikely to strongly affect the statistics presented here. Ultimately, the available data set is now sufficiently large such that many of these rare examples are statistically insignificant. Still, such examples are important to note for the sake of completeness.

3.11 Examples of redox activity of Met-Trp motifs

Included in this data are some known redox-active methionine-aromatic motifs and some that are potentially important. In this section a few examples of such methionine-aromatic interactions are outlined. An example “hit” involves Trp191 in cytochrome c peroxidase (CcP), which interacts with Met230 and Met231. These two Met residues interact with the Trp191 pyrrole ring in the structure [41] of the ferric protein (Fig. 3.8). Met231 forms an order-III interaction and its closest distance (3.6 Å) is to a pyrrole ring carbon on Trp. In structures of oxidized (Compound I) CcP, [42, 43] Met230 and Trp191 are slightly closer together (by approximately 0.2 Å). Notably, mutations to Met230 and Met231 can alter [44] or destroy [45] the ability of CcP to produce a radical at Trp191.

Horse heart myoglobin (1YMB) contains two Trp residues (Trp7 and Trp14). Studies of Trp fluorescence [46] show that the fluorescence of both of these sites is quenched by the heme cofactor. Trp14 is about 10 Å from the heme edge and Trp7 is about 14 Å
Figure 3.8. Structure of yeast cytochrome c peroxidase (PDB ID 2CYP) showing the interaction between Trp191, Met230, and Met231. The closest atomic distance is denoted by a dashed line.

from the heme edge. An advanced 2D UV spectroscopic investigation of the mechanism of fluorescence quenching demonstrated that Trp14 fluorescence is quenched almost exclusively via electron transfer, while Trp7 fluorescence is quenched via energy transfer. [47] As noted in that work, the distinct modes of reactivity are noteworthy. Passing 1YMB into the Met-aromatic algorithm (Fig. 3.3) yields an order-I Met131:Trp14 interaction (Met-φ angle ∼ 55°). The distinct environments of the two Trp residues could be one reason for their different modes of reactivity.

Nitrite reductase (NiR) forms both Met-Tyr and Met-Trp motifs near the catalytic type I Cu site (Met141, Trp144, Tyr203). Mutation of Trp144 and/or Tyr203 results in little change to the redox properties of NiR, but a decrease in the rate of ET from the natural pseudoazurin reductant to the active site. [48] This behavior was probed using serial crystallography experiments carried out during turnover. [49] These experiments demonstrated that Met141 can change conformations during catalysis, with differing interactions between Trp144 and Tyr203. In addition, Tyr203 also can change conformation during turnover. In this case, where driving forces are low and aromatic radical formation is unlikely, the methionine-aromatic motif may play a more dynamic role in promoting conformational change, or enhancing electronic coupling, to promote ET (i.e., from pseudoazurin to the type I copper or from type I to type II copper).
Figure 3.9. Structure of human ferritin (PDB ID 4Y08) showing the interaction between Met37 with Phe55 and Tyr34. The closest sulfur-aromatic atomic distances are shown. The orange sphere is an iron atom located in the ferritin ferroxidase site.

Ferritin, an essential iron storage protein in many organisms, has a highly conserved Tyr near the essential ferrioxidase site. In the human protein, Tyr34 forms an order-II interaction with Met37 (Fig. 3.9) and a nearby Phe55 forms an order-VI interaction with Met37. All three of these residues are largely conserved across many organisms. The involvement of Tyr34 in reactions of the ferrioxidase site has long been known [50], but only recently was it proposed to play a redox role, [51] so this could be another example of a redox-active bridging Met-aromatic interaction. However, we note that there is still controversy about the exact iron-loading mechanism in ferritin, including crucial redox reactions. [52]

In some heme degrading proteins, Met-Tyr interactions are observed near the heme edge. For example, the heme degrading protein ChuS from Escherichia coli O157:H7 has a bridging Met241 situated between the heme substrate and Tyr315. [53] The distance to the nearest aromatic midpoint in both heme and Tyr315 are both about 5 Å. This Tyr may be part of a hole transport chain [19] to the protein’s surface, via Tyr297. Likewise, in human heme oxygenase, Met206 interacts with Tyr202. [54] Tyr202 is near a chain of other Tyr residues that extend to the heme surface, another potential example of a hole transfer pathway. Tyr202 also is implicated in protein-protein interactions of heme oxygenases. [55]
3.12 Conclusions and future work

In this Chapter, over 50,000 Met-aromatic interactions were identified in oxidoreductase structures retrieved from the Protein Data Bank. Almost half of those interactions involve the redox-active amino acids Trp or Tyr. During the course of this work, a new descriptor for Met-aromatic interactions called “order of interaction” was developed. This metric describes how much of an aromatic ring interacts with a nearby group. For Met-aromatic groups, the order-II and order-III interactions dominate. These geometries should be taken into account in future computational work. In addition, many bridging interactions involving one Met and two (or more) aromatic amino acids were found. To the best of our knowledge, these have not been discussed in the literature. These are interesting motifs that are deserving of further study.

What could Met-aromatic interactions be doing near metal sites? Met-Phe motifs make up the majority of Met-aromatic interactions. Met-Phe are also found near metals, leading to the conclusion that they possibly shield Met from oxidation or stabilize local structures. In addition, a great many of the Met-aromatic hits were far from oxidoreductase metal sites, consistent with known biological roles as structural stabilizers or as protectants from oxidation. However, methionine-aromatic interactions are found nearer to redox-active metal sites (Fe, Cu) than redox-inactive (Zn) sites. Such interactions could be involved in redox reactions or in protecting structurally important Met from oxidation. The methionine-aromatic motif has long been known in the literature, but this work suggests that its function(s) could be more diverse. Future work on redox reactions in metalloproteins should consider these widespread aromatic interactions. Likewise, related surveys should focus on how such interactions, including bridges, play roles in substrate- or cofactor-binding and in the assembly of protein interfaces.
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Chapter 4

The Bridging Interaction

4.1 Preface

In this Chapter, a computational geometry survey of the Protein Data Bank is discussed, with an emphasis on the “bridging interactions” described in Chapter 3. Here, the motivation is to establish a broad idea of how bridging interaction geometries relate to different parts of the protein scaffold. To do so, bridge anatomy based on aromatic type (Phe, Tyr, Trp) was first enumerated. Next, the relationship between bridges, metal centers and the protein surface was investigated using a scalene triangle model. Finally, the incidences of bridge superimposition onto larger tyrosine/tryptophan chains was studied.

The Chapter is best started with a rigorous definition of the “bridging interaction.”

A bridging interaction is any set of $n$ number of vectors $\vec{v}$ meeting Met-aromatic criteria, where $j \leq n < \infty$ and where $n$ number of vectors $\vec{v}$ project to $j$ number of aromatic residues, and where $j \geq 2$. Note that $n$ (equivalent to the order of interaction) can be an integer as low as 2. In other words, a bridging interaction does not have to be of order exceeding VI. Instead, the principle requirement is that one methionine projects at least to two different aromatics. In this Chapter, the following notation is used for bridging interactions:

$$A : \text{MET} : B.$$  \hspace{1cm} (4.1)

Here, A and B can be any residue $\in \{\text{PHE}, \text{TYR}, \text{TRP}\}$. A critical property of the bridging interaction is that it can be treated as a network. A more detailed description of networks is given in Chapter 1. Here, properties of networks are exploited for differentiating
the bridging interaction from a simple aromatic interaction. As an example, consider the following: Let A : MET : B be a bridging interaction in a hypothetical wild type protein. A point mutation is introduced into the protein such that B is replaced with some non-aromatic residue C to yield A : MET/C. This simple example highlights a key computational challenge, namely how a computer can differentiate between the interactions in the wild type and mutant cases? The approach used here is to assign an adjacency matrix to each cluster, where the nodes are the residues and the edges vectors $\vec{v}$. We have 4.2 and 4.3:

\[
G_{A:MET:B} = \begin{pmatrix}
A & MET & B \\
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}
\]

(4.2)

\[
G_{A:MET/C} = \begin{pmatrix}
A & MET & C \\
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

(4.3)

Note that $G_{A:MET/C}(2, 3)$ and $G_{A:MET/C}(3, 2) = 0$ indicating no connection between MET and C. Here Met-aromatic does not find an interaction between the residues MET and C as C was previously defined as being non-aromatic. The degree matrices 4.4, 4.5 can be found from 4.2 and 4.3 by taking the sum of each column:
A degree of 2 at $D_{A:MET:B} (MET, MET)$ indicates that a methionine residue bridges 2 aromatic residues, yielding a 2-bridge. In general, the degree matrix $D$ for an N-bridge will have a column space dimension of $\mathbb{R}^{N+1}$ and will have $D_{(MET, MET)} = N$.

4.2 Introduction

Proteins are held in their native structures by a great many intramolecular interactions. A handful of examples of such interactions include hydrogen bonding, hydrophobic interactions, salt bridges, and $\pi-\pi$ interactions. [1] The development of the Protein Data Bank has allowed the investigation and elucidation of other interactions that are important for protein structure. One established example are the cation-$\pi$ interactions. [2] Recently, it was suggested that proteins can be modeled and understood on the basis of these non-covalent interactions, rather than traditional secondary and tertiary structures. [3] In many ways, this framework better emphasizes cross-domain interactions that are essential for structure, as well as those other interactions that give rise to function (e.g., substrate binding, protein-protein interactions, electron flow). Of interest in this Chapter are intraprotein interactions of methionine (Met) with the aromatic residues tyrosine, tryptophan, and phenylalanine.
In the early 1980’s, protein structure surveys identified a propensity of the Met δ-sulfur to localize near the aromatic amino acids Phe, Tyr, and Trp. [4] This localization of Met near aromatic residues was termed an “interaction.” The first survey included 36 proteins (of only about 195 available at the time), so it is remarkable that the metrics from that small survey have stood the test of time. A more recent survey [6] showed how common these methionine-aromatic interactions are in biomolecules, with many proteins having one or more interactions. In that work, the methionine-aromatic interaction was proposed to contribute up to 1 to 1.5 kcal mol\(^{-1}\) to protein stability in a manner that is not purely hydrophobic. A natural question that arises from the observation of the large number of methionine-aromatic interactions is about their specific biological roles. Should these methionine-aromatic motifs be thought of as hydrophobic structural features, based on work with model proteins? Or do these motifs serve other roles? One perspective, based on work with small peptide models, suggests that methionine-aromatic groups provide stability that is purely hydrophobic. [7] This view contrasts with the above idea that a methionine-aromatic group adds stabilization beyond that of hydrophobic interaction. In addition to structural roles for methionine-aromatic motifs, we recently proposed that those involving Tyr and Trp could be involved in redox reactions. [8] During the course of that work, we uncovered a surprising propensity for two aromatic residues to interact with a single Met. We termed these motifs bridging interactions. Herein, we expand on that work and demonstrate that the bridging interaction is ubiquitous in protein systems.

4.3 Methods

All programming was done in the Python 3.5 programming language (https://www.python.org) using PEP8 guidelines. The BioPython package (https://biopython.org) was used to connect to the RCSB Protein Data Bank (https://www.rcsb.org) and fetch a recent index of all PDB codes. The BioPython package was then used to import .pdb files corresponding to those codes present in the recent index. The Python Pandas Data Analysis Library, v0.23.0 (https://pandas.pydata.org) was used to augment imported .pdb data into a dataframe, where only those chains labelled with chain delimiter “A” (a protein can
Data were then further refined to include coordinates corresponding solely to Met, Tyr, Trp and Phe residues. Data was passed off to Met-aromatic for finding and classifying methionine-aromatic pairs. All low-level computation was performed at the C level using the Python Numpy library (http://www.numpy.org). The approach here was almost identical to that presented in Chapter 3 with a few exceptions. Multiple versions of Met-aromatic exist as of December 2018, written in Pandas, pure Python and even C++.

Data for the methionine-aromatic pairs obtained from the Met-aromatic algorithm were dynamically banked into a SQL database using Python’s pyodbc ODBC bridge (https://github.com/mkleehammer/pyodbc). Each line in the SQL database described the geometry of one vector $\vec{v}$ and contained additional information such as the PDB code, methionine residue position number, the aromatic residue position number, Met-$\theta$ angle, Met-$\phi$ angle, $||\vec{v}||$, and the aromatic residue identity. To find bridging interactions, a split / apply / combine procedure was performed on individual groupby objects in the SQL database where grouping was done by PDB code. A programmatic augmentation of the above definition of the bridging interaction was applied to each groupby object, where an interaction was deemed “bridging” if any number of vectors $\vec{v}$ projected from one methionine residue to exactly two aromatic residues of any identity (Condition 2, Table 4.1). Only dual bridging interactions were examined in this study; any methionine residue projecting vectors $\vec{v}$ to three or more aromatics was passed.

Note that the lower bound $j$ is conveniently identical to the degree of a methionine residue 2-bridge (see 4.4). This trend continues for bridges of degree greater than 2, i.e.:
Table 4.1: One can find bridges of specific type by imposing lower and upper bounds on Met-aromatic, where these bounds refer to the number of vectors \( \vec{v} \) projecting from a methionine to \( j \) number of aromatics. As an example, dual bridging interactions can be isolated by excluding any interactions of order less than II (a minimum of two vectors \( \vec{v} \) are required to “touch” two aromatics) and order greater than XII. Degree matrices can be obtained from \( j \) to programmatically select in specific bridges (4.6, 4.7).

<table>
<thead>
<tr>
<th>Proximal aromatics</th>
<th>Lower bound (min ( n ))</th>
<th>Upper bound (max ( n ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition 1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Condition 2</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Condition 3</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>Condition 4</td>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>Condition ( t )</td>
<td>( j )</td>
<td>( 6j )</td>
</tr>
</tbody>
</table>

\[
D_{\text{MET}:[A, B, C]} = \begin{pmatrix}
3 & 0 & 0 & 0 & \text{MET} \\
0 & 1 & 0 & 0 & A \\
0 & 0 & 1 & 0 & B \\
0 & 0 & 0 & 1 & C
\end{pmatrix}
\]

(4.6)

for a 3-bridge where aromatics A, B, C surround MET, or:

\[
D_{\text{MET}:[A, B, C, D]} = \begin{pmatrix}
4 & 0 & 0 & 0 & 0 & \text{MET} \\
0 & 1 & 0 & 0 & 0 & A \\
0 & 0 & 1 & 0 & 0 & B \\
0 & 0 & 0 & 1 & 0 & C \\
0 & 0 & 0 & 0 & 1 & D
\end{pmatrix}
\]

(4.7)

for a 4-bridge where aromatics A, B, C, D surround MET.
4.4 Overall counts for bridging interactions

The modified version of the Met-aromatic algorithm was wrapped in a custom looping script, and iterated over an index of 139,948 structures in the Protein Data Bank (index collected from the PDB on 22 May 2018). Of this number, a total of 95,964 (69%) PDB entries contain at least one aromatic interaction (inclusive of bridges) under a cut-off distance of 6.0 Å and cutoff angles of 109.5°. An analysis of entries containing at least one aromatic interaction revealed a total of 115,030 bridging interactions, that is 115,030 cases where a methionine has exactly two aromatic neighbours. A secondary analysis of the 115,030 bridging interactions using the NetworkX Python library revealed that many bridges were of the form A : MET : B : MET : C : MET : D [repeating] which prompted me to isolate only those bridges where a corresponding adjacency matrix had a column space of \( \mathbb{R}^3 \) and a degree of 1 for each of A and B (4.4). This reduced the number of counts to 95,844 (Fig. 4.1). A strong preference for sulfur-aromatic distances > 5.0 Å is observed. This observation is consistent with similar bioinformatics studies. [4]
4.5 Survey of Bridging Geometries

As one metric for assaying whether bridging interactions could play a role in redox reactions, a survey of bridging interaction positions relative to the protein surface and embedded metal centers was carried out. Here, the research question was whether bridging interactions were directly in, or near, a path between a metal and the protein surface, owing to the observation that many biological processes involve transferring oxidizing equivalents away from active sites and to surfaces sites for scavenging. [9] First, all PDB entries containing both a metal atom and a bridging interaction were isolated (8,743 entries). The atomic surface coordinates were found for any PDB entries meeting this initial condition. All surface coordinates were obtained using the PyMOL Application Programming Interface, where a custom Python 2.7 script was executed directly through the PyMOL command interpreter. The surface coordinates were found by taking advantage of PyMOL’s FindSurfaceResidues machinery, where the underlying code determines which atoms are exposed based on solvent exposure. Any atom with solvent exposure exceeding 2.5 Å² was considered a surface coordinate and all such coordinates were stored in an array. Next, the minimum distance from the protein surface to a bridging interaction methionine δ-sulfur was found iteratively. The surface coordinate in the array meeting this condition was given the label SF and the corresponding δ-sulfur coordinate was given the label SD. The third coordinate, MT, was used to describe the Cartesian position of the metal center. The coordinates SF, SD, and MT complete the vertices of a scalene triangle (Fig. 4.2). To assess the arrangement of a metal, the protein surface, and a bridging interaction, distributions of the face lengths and the areas $a$ of all scalene triangles were generated. The face lengths were found by computing the Euclidean norm of the three vectors enclosing the scalene triangle. The areas were found

\[
D_{\text{Phe214:Met181:Tyr198}} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 1 \\
\end{pmatrix}
\]
by computing the norm of the cross product of any two of three vectors and scaling the norm by \( \frac{1}{2} \) (equation 4.9). In general, an area \( a \) approaching 0 would indicate a very closely spaced surface / bridge / metal triad, however isolated cases could be linearly arranged SF / SD / MT coordinates. It was for this reason that both areas and face lengths were analyzed.

\[
a = \frac{1}{2} \begin{vmatrix}
\hat{i} & \hat{j} & \hat{k} \\
p_x & p_y & p_z \\
q_x & q_y & q_z
\end{vmatrix},
\]

where:

\[
p = \text{SF} - \text{SD},
\]

\[
q = \text{MT} - \text{SD}.
\]

This study was done in two groups: the first group consisted of a screen of A : MET : B bridges, where one (or both) of A or B were non redox-active PHE residues. This served as the control group owing to the observation that PHE is an aromatic incapable of electron transfer. Second, an experimental group was set up. Here, C : MET : D bridges were isolated, where both of C and D were any of TYR/TRP. Statistics were collected for the shape of the scalene triangles for both groups.

The shape of the scalene triangle distributions (areas, face lengths) is roughly identical for both bridges not expected to play a role in redox and those bridges that could indeed serve a redox role. A significant finding, however, is the high incidence of extremely short SF / SD vectors. Both the TYR/TRP bridge case (Fig. 4.3, bottom) and the PHE containing bridge case (control group) (Fig. 4.3, top) demonstrate that the majority of SF coordinates were also identified as being the SD coordinates, thus also explaining why both the \( a \) distributions have a maximum at 0 Å². The next closest maximum for the SF / SD distribution is located at approximately 1.7 Å for both cases which is consistent with the carbon-sulfur bond length. This indicates that in the majority of cases, the bridging methio-
Figure 4.2. The triangular relationship between a surface residue (coordinate SF), a bridging interaction (coordinate SD) and a metal (coordinate MT) for the protein 1A7E. Here MT refers to an Fe atom. SF: Glu69. SD: Met62 bridged by Tyr67 and Tyr114 (shown in gray). The scalene triangle has area $a$.

A nine SD coordinate is located directly on the protein surface with the next most common surface coordinate being either methionine CE or CG.

As of now, we are unsure whether the scalene triangle algorithm is artificially skewing the results. After all, the algorithm first finds a methionine SD and then iteratively finds the closest solvent exposed atomic coordinate. The finding that bridges reside near the protein surface in many cases is valid, however concern arises when thinking about how the distributions would change if the algorithm iteratively found the minimum distance between a solvent exposed atomic coordinate and a metal coordinate, MT.

4.6 Network analysis and bridge superimposability

In this last part of this Chapter, the superimposition of bridging interactions onto longer closely spaced Tyr/Trp aromatic chains is investigated. The goal in this effort is to assess how Met-aromatic bridges are related to longer chains of closely spaced Tyr and Trp residues [9]. This problem was approached from a graph- and network theory approach, which can be explained using the following example. Note that in this case it is assumed that there is only one bridge and one aromatic chain per protein. Consider Fig. 4.4 which shows five residues located on some arbitrary space, or more succinctly, \{A, B, C, D, E\} $\in F$. These residues in $F$ are nodes which will be connected using a series of edges.
Figure 4.3. Top: Scalene triangle face length and area distributions for all bridges where A = PHE or B = PHE in a bridge of form A : MET : B. Such bridges are not expected to participate in redox reactions. Bottom: Scalene triangle face length and area distributions for all bridges where A = (TYR or TRP) and B = (TYR or TRP) in a bridge of form A : MET : B. Such bridges could participate in redox reactions. A total of 30 bins were used for all distributions.
Figure 4.4. A two-dimensional feature space $F$. This 2-space contains a total of five nodes: four aromatics [A, B, C, D] and one methionine [E]. The edges here are connection vectors between aromatic residues of norm below some cutoff distance.

Figure 4.5. Two feature spaces, $F_1$ and $F_2$, of varying edge type stemming from the original feature space $F$. As above, BLUE markers represent aromatics. RED markers represent methionine.

The feature space $F$ from Fig. 4.4 can be modified into two additional feature spaces: $F_1$ and $F_2$. The two feature spaces are identical except for the identity of their edges. In $F_1$, the edges are vectors of norm $\leq 7.4$ Å connecting Tyr/Trp residues. These edges are chosen as they ensure that Tyr/Trp residues are proximal to each other, thus allowing for electron transfer. In $F_2$, the edges are 2-bridging interactions. This is shown in Fig. 4.5.

In Fig. 4.5, ($F_1$), a chain of connected aromatic amino acids A-B-C-D is shown, with E (the hypothetical Met) neglected. The algorithm analyzing $F_1$ can only "see" the A-B-C-D chain. In Fig. 4.5, ($F_2$), a C : E : B bridge is shown and the algorithm analyzing $F_2$ is "blind" to the residues A and D. To the human eye, it is clear that the bridging interaction C : E : B superimposes onto A-B-C-D, but the problem is slightly more complex from a computational perspective. First, note that the cardinality of $\{A, B, C, D\}$ is 4. Next,
consider two adjacency matrices, \( G_1 \) (4.12) and \( G_2 \) (4.13) of dimension \( \mathbb{R}^4 \) corresponding to two feature spaces and \( F_1 \) and \( F_2 \):

\[
G_1 = \begin{pmatrix}
A & B & C & D \\
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}, \\
\]

\[
G_2 = \begin{pmatrix}
A & B & C & D \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}. \\
\]

The product of \( G_1 \) and \( G_2 \) yields critical information about the type of superimposition present in our protein of interest and is given the variable \( S \):

\[
S = \begin{cases}
0 & \text{if } \text{Tr}(G_1G_2) = 0 \\
\neq 0 & \text{if } \text{Tr}(G_1G_2) > 0.
\end{cases} \\
\]

If \( S = 0 \) then the algorithm determines that a chain in \( F_1 \) shares no nodes with a bridge in \( F_2 \) (4.14). In Fig 4.5, \( S \neq 0 \). Here the diagonal of \( G_1G_2 \) follows (4.15):

\[
G_1G_2 = \begin{pmatrix}
A & B & C & D \\
0 & 1 & & \\
& 1 & & \\
& & 0 & \\
\end{pmatrix}, \\
\]
where \( \text{diag}(G_1G_2) \) is TRUE at the indices corresponding to B and C residues. This finding suggests that the C : E : B bridge superimposes onto the aromatic chain A-B-C-D. The above method was used in an initial network analysis of 2,611 randomly selected protein structures. Feature spaces \( F_1 \) and \( F_2 \) were computed for each structure. Importantly, it was assumed that there could only exist two types of geometries: a geometry where a bridge and an aromatic chain bore no relationship whatsoever \((\text{no relationship})\) and a geometry where both ends of a 2-bridging interaction were also members of a longer aromatic chain \((\text{direct superimposition})\). An analysis of the data obtained from the screen of 2,611 structures revealed that the network analysis problem was more complex. First, there existed four unique geometries (see fig. 4.6). Second, a protein structure could have two or more closely spaced aromatic chains. The initial network analysis algorithm failed to account for these unique cases and generated erroneous data.
Still assuming every protein contained only one aromatic chain, $S$ was rewritten as in (4.16):

$$
S = \begin{cases} 
NR & \text{if } \text{Tr}(G_1G_2) = 0 \& G_1G_2 = 0_{K_{n,n}} \\
IS & \text{if } \text{Tr}(G_1G_2) = 0 \& G_1G_2 \neq 0_{K_{n,n}} \\
DS & \text{if } \text{Tr}(G_1G_2) \neq 0 \& \text{Nullity}(G_1G_2) \neq 0 \\
2C & \text{if } \text{Tr}(G_1G_2) \neq 0 \& \text{Nullity}(G_1G_2) = 0
\end{cases} 
$$

(4.16)

The condition $S$ is named as any of: NR = no relationship, IS = indirect superimposition, DS = direct superimposition, 2C = pseudomembership, as opposed to assigning $S$ some integer (4.14). The value of $n$ is equal to the dimension of $G_1G_2$ and $0_{K_{n,n}}$ is the null (zero) matrix of dimension equivalent to $G_1G_2$. In the DS and 2C cases, $\text{Tr}(G_1G_2)$ will always be non-zero. The only way to further separate DS from 2C cases is to use the Rank-Nullity theorem to find the nullity of $G_1G_2$, where a non-zero nullity indicates a direct superimposition geometry.

$S$ must be computed for all bridge-chain combinations. Consider the following example: a protein structure contains the chains A-B-C and D-E-F. The protein structure also contains the bridges B : MET : G and H : MET : I. Here, a total of 4 conditions $S$ must be determined:

1. $\{A, B, C\} \cap \{B, \text{MET, G}\} = \{B\} \therefore S = IS$
2. $\{A, B, C\} \cap \{H, \text{MET, I}\} = \emptyset \therefore S = NR$
3. $\{D, E, F\} \cap \{B, \text{MET, G}\} = \emptyset \therefore S = NR$
4. $\{D, E, F\} \cap \{H, \text{MET, I}\} = \emptyset \therefore S = NR$

There exists no relationship in 3 of the 4 bridge-chain combinations. The residue B, however, is an element in both A-B-C and B : MET : G indicating an indirect superimposition geometry.

To identify disconnected aromatic chains in a protein structure, the adjacencies $G_1$ for all feature spaces $F_1$ are found programmatically. The discrete Laplacian $L_{F_1}$ (4.17) is then found from $G_1$ (4.17), where $D_{F_1}$ refers to the degree matrix corresponding to adjacency matrix $G_1$.

$$L_{F_1} = D_{F_1} - G_1$$

(4.17)
Figure 4.7. A feature space $F$ containing six aromatic chains, or two 3-chains. This condition occurred in a minority of protein structures surveyed.

$L_{F_1}$ is programmatically eigendecomposed (LAPACK routine) to yield all eigenvalues (4.18):

$$L_{F_1}(\vec{v}) = \lambda \vec{v}.$$  \hspace{1cm} (4.18)

The number of disconnected units in $F_1$ is equivalent to the algebraic multiplicity of the $\lambda = 0$ eigenvalue. From here, the geometry $S$ could be found for each disconnected chain.

A brief example below demonstrates how to compute the number of disconnected chains in a protein structure. Let $F$ be the 2-dimensional feature space containing two disconnected chains: A-B-C and D-E-F (Fig. 4.7).

The adjacency matrix $A_F$ (4.19) follows:

$$A_F = 
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix}$$

From which the degree matrix $D_F$ (4.20) is obtained (by summing the columns in $A_F$):

From which the degree matrix $D_F$ (4.20) is obtained (by summing the columns in $A_F$):
Next, the discrete Laplacian matrix $L_F$ (4.21) is found by subtracting $A_F$ from $D_F$:

\[
D_F = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

\[
A_F = \begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 \\
-1 & 2 & -1 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 \\
0 & 0 & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & -1 & 1
\end{pmatrix}
\]

\[
L_F = D_F - A_F =
\]

The eigendecomposition yielding the vector of eigenvalues of $L_F$ is performed programmatically (4.22):

\[
\vec{\lambda} = \begin{pmatrix} 3 & 1 & 0 & 3 & 1 & 0 \end{pmatrix}^T.
\]

The algebraic multiplicity of 0 in $\vec{\lambda}$ (or the dimension of the null space of $L_F$) is 2. Therefore Fig. 4.7 contains 2 disconnected amino acid chains for which $S$ is found. This approach still does not address the condition of multiple bridging interactions in a protein, which is found in certain cases. At this point, it should be more clear how the linear algebraic analysis of these protein networks can rapidly grow to an extremely complicated problem. In an attempt to simplify this problem, much of the network analysis presented here was
carried out using the NetworkX Python library. NetworkX is a library commonly used for social media network analysis, bioinformatics, tracking, and others. [10]

The initial screen of 2,611 PDB structures revealed the above complexities. That subset of structures was pre-selected to contain only those proteins with both a bridge and at least one chain of closely spaced aromatics. A second analysis of all proteins in the PDB using the refined definition of $S$ (4.16) was carried out. Here, any set of Tyr/Trp residues spaced $\leq 7.4$ Å apart [23] were considered as connecting nodes in $F_1$. In $F_2$, Tyr/Trp pairs in 2-bridges (Table 4.1, Condition 2) were considered nodes connected via an edge, where the edge identity was the 2-bridging interaction (see Fig. 4.5, right). The constraints passed into the Met-aromatic algorithm were as follows: $\|\vec{v}\| \leq 6.0$ Å and (Met-$\theta$ $\leq 109.5^\circ$ or Met-$\phi$ $\leq 109.5^\circ$).

A total of 144,682 PDB files were analyzed in the secondary screen. 20,784 PDB files contained at least one bridging interaction and at least one aromatic chain. These candidates were passed off to the above algorithm for computing geometries $S$. A total of 119,038 bridge/chain pairs were analyzed in the 20,784 candidate files. Here, a bridge/chain pair is defined as the relationship between one chain and one bridge. Therefore, a total of $n \times m$ bridge/chain pairs were analyzed for each protein, where $n$ refers to the number of bridges in a given protein and $m$ the number of chains. 99,166 bridge/chain pairs were of $S = NR$, indicating no relationship. However, in 19,872 bridge/chain pairs, $S$ was any of DS, IS, or 2C conditions, indicating some close geometric relationship between bridges and Tyr/Trp chains. All results of this analysis are presented graphically in Fig. 4.8.

4.7 Studying bridging interactions in proteins

To date, several papers have described computational geometry studies of methionine aromatic interactions in proteins. [4, 6, 8] These works mention that methionine residues are within some cutoff distance of more than just one aromatic residue, but do not go any further. This may be, at least in part, due to the complexity of quantifying the incidences of such chain-like structures, which is an abstract problem that draws from more than just protein science. Herein, graph theory approaches were used to model bridging interactions,
Figure 4.8. **Left.** NA: PDB files lacking either a closely spaced aromatic chain or a bridging interaction. A: PDB files containing at least one aromatic chain and at least one bridge. **Right.** Counts for geometries S in 20,784 PDB files. Wedges are labelled in line with equation 4.16 and Fig. 4.6.

where the inspiration for their use came from use in related research [13, 14, 15] in addition to their extensive usage in molecular modeling software.

### 4.8 Incidences of Bridging Interactions

Based on the survey described in this Chapter, we can propose that bridging interactions play several possible roles in proteins. First, the large number of bridging interactions across all proteins is a good indicator that these interactions serve a ubiquitous role in protein structural stabilization. Indeed, several clinically relevant examples underscore this observation. In von Willebrand disease (a bleeding disorder), substitution of Met239 in wild-type von Willebrand Factor A1-glycoprotein Ibα complex (PDB ID 1SQ0) with a valine residue results in nonspecific loss of hydrophobic contact. [16] For comparison, processing the 1SQ0 'B' chain with the Met-aromatic algorithm returns a Phe199 : Met239 : Phe201 bridging interaction.

An analysis of Fig. 4.1 reveals that 76% of bridging interactions contain exactly one redox-inactive phenylalanine residue with the opposing residue being any of Phe, Tyr or Trp. In addition, 24% (Fig. 4.1) of bridging interactions comprised solely of the redox-active residues Tyr and/or Trp. A possibility is that here, methionine residues are stabilizing
closely spaced tyrosine/tryptophan residues in order to facilitate electron transfer. This idea is worthy of closer examination and experimental work, some of which is presently being carried out in the Warren laboratory.

4.9 Computational geometry and the scalene triangle

Another approach to delineating the potential roles of Met-aromatic bridges is to assess their location with respect to protein cofactors and surfaces. In this case, we were interested in determining whether the geometry of the scalene triangle model varied significantly between those bridges containing a Phe and those bridges whose residues were redox-active. Overall, a key finding here is that a significant number of bridging interactions reside at or very near to protein surfaces, regardless of redox-active or inactive terminal residues, with the SF coordinate being found on the methionine residue containing the bridging SD coordinate. (Fig. 4.2). This is especially interesting given that methionine is normally considered a hydrophobic residue that is located deep inside a protein vs. being located near the protein surface. The immediate possibility here is that bridging interactions serve a role in protein docking or recognition. Indeed, aromatic interactions are known to serve a role in molecular recognition, [17, 18, 19] and several examples highlight the presence of bridging interactions on protein surfaces.

The Met-aromatic algorithm was applied to the human estrogen receptor (PDB ID 1HCP), a protein capable of DNA recognition. [20] That analysis revealed a Phe31 : Met72 : Tyr19 bridge located on the protein’s surface. Likewise, analysis of the EcoRI DNA-endonuclease recognition complex (PDB ID 1ERI) [21] yields two bridging interactions near the protein surface: Phe156 : Met157 : Phe163 and Phe168 : Met251 : Trp246. In another example, unrelated to DNA recognition, Met143 on the chemotaxis receptor recognition protein (PDB ID 1BC5) [22] is located on the surface of the protein and bridges Tyr184 and Tyr205, with an additional tryptophan nearby (Trp148). The localization of bridges at protein surfaces was unexpected and suggests potential roles at protein interfaces (i.e., protein-protein or protein-solvent). As such, the bridging interaction’s role in molecular recognition warrants further investigation.
We were further interested in determining whether the bridging interaction had some geometric relationship to a metal. The average $MT / SD$ and $MT / SF$ distances were roughly in the 17 Å range. While there could be discrete examples of chemistry involving embedded cofactors and Met-aromatic bridges, the analysis presented here suggests that those instances are likely isolated.

4.10 Bridging interaction network analysis

Out of a total 119,038 bridge/chain pairs analyzed, a total of 19,962 consisted of an Aro : Met : Aro bridge serving as a member of a larger redox-active aromatic chain (where Aro is strictly any of Tyr or Trp). The most immediate conclusion that can be drawn is that here, the methionine is serving a structural role. The proposal from Gray and Winkler ([9]) that extended aromatic chains can serve protective roles provided motivation to approach this problem from a different perspective. For example, work by Cordes et al. [12] demonstrated that in a model analogous to a bridging interaction of form AroA : I : AroB, electron transfer was highly dependent on the identity of the side chain of I, with electron transfer from AroA to AroB occurring either via superexchange (electron transfer directly from AroA to AroB) or via hopping through I. The hopping process is about 20-30 times faster than superexchange. As such, the presence of an aromatic-methionine-aromatic bridge in a longer aromatic chain could have a dual protein stabilizing and electron transfer regulatory role. The bioinformatics work presented here suggests that Met-aromatic groups, especially bridges, could be involved in analogous long-range electron transfer reactions. This is a thought-provoking dataset and deserves closer inspection from an experimental perspective.

4.11 Conclusion

In this Chapter, extensive use of graph- and network-theory methods to study the dual bridging interaction in protein crystal structures in the PDB was made. Work started by enumerating bridges of differing aromatic residue type, resulting in the finding that the Phe : Met : Tyr bridge was most common in proteins. The first conclusion is that the majority of bridges serve a structural role. A minority of bridges, however, were comprised solely
of the redox-active residues Tyr/Trp. Bridges whose aromatic members were strictly any of the redox-active Tyr/Trp residues were isolated and their relationship to longer closely spaced Tyr/Trp chains was assessed. It was found that in approximately 17% of cases, a dual bridging interaction had some geometric relationship to a closely spaced Tyr/Trp chain. This indicates that at least some bridging interactions could serve a role in modulating electron flow in biomolecules, perhaps via direct hopping through methionine or by superexchange. To further understand whether this could be the case, the geometric relationships between redox-inactive bridges and those bridges which are capable of redox activity to both metal sites and protein surfaces were analyzed using a scalene triangle model. No difference between the overall dimensions of the scalene triangle for redox-active and inactive bridges was found. However, a strong propensity for bridging interactions to localize on protein surfaces was noted. This finding was surprising given that methionine residues are normally buried deep within the protein volume, and this finding deserves a more thorough analysis, perhaps in the context of molecular recognition.
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Chapter 5

Warren Lab Fluorescence/TA Spectrometer

5.1 Preface

In Chapters 2-4, the Met-aromatic algorithm and its application to the Protein Data Bank were discussed. The resultant findings of the Met-aromatic algorithm yielded more questions than answers, however. For example, could the bridging interaction described in Chapter 4 have some functional significance? After all, a survey of protein crystal structures revealed a total of 115,030 bridging interactions! (or 0.82 2-bridges per protein). These are the sorts of questions that data-driven approaches fail to answer. Instead, the answers to these questions lie in raw experimentation.

To address some of the questions raised through the bioinformatics work described in this thesis, other researchers in the Warren lab are investigating electron flow in artificial protein systems. An example of one such system is shown in Fig. 5.1. Photosensitizer-modified proteins have been used to investigate and rationalize intraprotein electron transfer reactions for almost 30 years. [1] Of special importance to the Warren lab are those systems that have been used to probe intraprotein redox reactions involving tyrosine and tryptophan ([2] and [3]). In either case, nanosecond time-resolved emission and absorbance spectroscopy are used to monitor the redox reactions of interest. A brief overview of the relevant photochemical processes, and their relation to the work described in this Chapter, are given below.

In the hypothetical system shown in Fig. 5.1, a Ru$^{3+}$ oxidant can be generated, which triggers follow-up redox reactions involving the Met:Trp and the Cu. By investigating the
kinetics of these reactions, proposals can be made about the role(s) of the Met:Trp moiety. The Ru(III) is generated using the flash-quench technique (e.g., Fig. 5.2) [4]. A pulse from a nanosecond laser is used to excite the Ru(II) label. The electronically excited state, *Ru^2+*, can transfer an electron to an exogenous acceptor (e.g., Ru(NH_3)_6Cl_3) to yield Ru^3+. Intramolecular electron transfer events follow and can be monitored using the appropriate hardware. My role in this effort was to engineer software (and some associated hardware) for the operation of a nanosecond transient absorption/fluorescence spectrometer. In this Chapter, the underpinnings of this system are described.

5.2 Fluorescence spectroscopy

The Warren lab laser software operates two spectroscopic techniques. The first is the time resolved fluorescence option. Here, a pulsed Nd:YAG laser is used to excite a sample, and fluorescence decay is monitored at some wavelength that is selected using a monochromator. An example of a fluorescence trace is shown in Fig. 5.3. Here the fluorescence trace f is piecewise defined and is a function of time t. A typical Warren lab fluorescence trace is fitted by two splines: the first spline, defined on the region (-∞, 0], is the pre-pump region.
Figure 5.2. Oxidative flash-quench scheme for a Ru-modified protein (shown as yellow and blue circles). Q is any electron acceptor capable of reacting with excited Ru\(^{2+} = (^{\ast}\text{Ru}^{2+})\). ET stands for electron transfer.

In this time frame, the sample is sitting idly and the monochromator is collecting some Gaussian noise \(\delta(t)\). At time 0, an Nd:YAG pump pulse arrives and instantaneously excites the sample. The second spline, defined on the region \((0, \infty)\), describes the time window in which the sample fluorescence decays exponentially. The function \(f\) describing fluorescence can be described using the piecewise relation (5.1).

\[
f(t) = \begin{cases} 
\delta(t), & t \in (-\infty, 0] \\
Ae^{-kt} + \delta(t), & t \in (0, \infty) 
\end{cases}
\]  

(5.1)

The piecewise function (5.1) only accounts for the dynamics of the fluorescing system. A fluorescence trace also consists of an instrument response function \(g\). \(g\) is a mapping between photon flux into the PMT and events detected by an oscilloscope. The instrument response function \(g\) is typically approximated using a Gaussian fit where \(\mu = 0\) (i.e. the distribution is centred at \(t = 0\) (5.2):

\[
g(t) \approx \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} \left(\frac{t-\mu}{\sigma}\right)^2}
\]  

(5.2)
Figure 5.3. A representation of the anatomy of fluorescence traces collected in the Warren lab. Top: The black trace ($f$) depicts the dynamics of a UV-Vis active system. The blue trace depicts the instrument response function $g$. Here $\mu$ is approximated at 0 (see equation 5.2). Bottom: A plot of the convolution of $f$ and $g$: $f \ast g(t) = \int_{-\infty}^{\infty} f(\tau)g(t-\tau)d\tau$.

The resultant trace is a convolution of $f$ and $g$ (5.3) and an approximation is shown in Fig. 5.3, bottom. The asterisk denotes the convolution operator and should not be interpreted as the product operator.

$$(f \ast g)(t) = \int_{-\infty}^{\infty} f(\tau)g(t-\tau)d\tau$$ (5.3)

A user must ultimately deconvolute $\int_{-\infty}^{\infty} f(\tau)g(t-\tau)d\tau$ manually by choosing a subset of data through which the second spline of $f$ can be fit such that a decay constant can be obtained.
5.3 Transient absorption spectroscopy

TA control software was developed alongside the aforementioned fluorescence software to allow the study of absorbance events in proteins down to 25 nanosecond resolution. In the TA spectroscopy technique, we use a laser pulse (pump) to excite a sample which in turn generates some non-equilibrium state (such as the promotion of an electron to an antibonding orbital). A probe light is then used to monitor the sample behaviour as the system recovers to an equilibrium state.

5.4 Detecting light

For both fluorescence and TA spectroscopy, we are essentially counting photons of some specific energy, with a particular interest in the rate of change of photon counts as a function of time. In the Warren lab, we collect raw photon counts using a Hamamatsu R928 photomultiplier tube (PMT). PMTs are ultra-sensitive light-detecting vacuum tubes that operate on the principle of the photoelectric (PE) effect. Photons entering the PMT strike a photocathode, generating electrons by way of the PE effect. These electrons are then focused onto a primary dynode stage, resulting in the generation of secondary electrons by way of secondary emission. The stream of secondary electrons strikes a second dynode stage, subsequently generating more electrons that strike a third dynode stage. This electron flow continues over several dynode stages, proportionally amplifying the current produced by input of incident light upwards of millions of times. Our PMT is connected to a FEMTO DHPVA-200 wideband voltage amplifier. This device amplifies the voltage generated by the PMT. Output from the voltage amplifier is then directly routed to a stack of dual-channel PCI digitizer boards. These are essentially oscilloscopes built directly into a PC. The Warren lab uses two digitizer boards: the CS12502 and the CS8422. The CS12502 is used for short timescale experiments, namely those experiments whose events either require monitoring at the nanosecond resolution and/or events which occur on the order of nanoseconds to a few hundred microseconds. The CS8422 has poorer time resolution but allows for monitoring events up to several seconds post flash. The CS12502 and CS8422 digitizer boards serve a
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**Figure 5.4.** A block diagram depicting the transmission of data from an experiment to some convolved function. Photons are collected by the PMT and mapped to some voltage function \( V(t) \). The voltage function \( V(t) \) is scaled by some constant \( c \) imposed by the amplifier. \( cV(t) \) is then fitted to the convolution \( c \int_{-\infty}^{\infty} V(\tau) g(t - \tau) d\tau \) by way of the digitizer hardware. \( f(t) \) can be deconvoluted from \( c \int_{-\infty}^{\infty} V(\tau) g(t - \tau) d\tau \) and modified such that a user can obtain a fluorescence decay constant, as an example.

Critical role: these devices map fluorescence (or absorbance) data into digital space, subsequently allowing such data to be processed downstream using computational methods. The digitizer boards are also responsible for sampling potentials at a specific frequency. Fig. 5.4 depicts the flow of data in a TA/fluorescence experiment.

### 5.5 Wavelength Selection

Section 5.4 provided a description of digital data collection. How do we select the “type” of photon striking the PMT photocathode however? We use a DK240 monochromator operating on a Czerny-Turner mechanism [5] to select photons of a particular energy. Light being emitted from our sample is collimated into the entry port of the DK240, upon which it hits the entrance slit. The entrance slit permits some number of photons of any energy to pass. Photons passing through the slit are then narrowly selected by way of the internal Czerny-Turner mechanism. A selected number of photons within some very narrow range
Fig. 5.5. A block diagram depicting the transmission of light from sample to PMT.

of wavelengths then pass through the exit slit and into an aluminum enclosure housing our PMT. This is shown in Fig. 5.5.

5.6 Pulse train control

The Warren Lab TA/fluorescence setup is controlled using a master/slave configuration. A Continuum laser is pulsed at a frequency of 10 Hz using a digital delay generator (QC9514). The digital delay generator controls the laser using a 5V TTL (transistor-to-transistor) pulse. The pulsed laser beam is split into two beams using a pickoff mirror, where one beam projects onto a silicon photodiode and the other beam projects directly into a sample holder containing a cuvette. A small change in voltage is observed upon illumination of the Si photodiode. This change in voltage serves as an external trigger that forces the CS12502/CS8422 digitizers to begin data acquisition from the PMT ($V(t)$). For TA experiments, an additional master is synced to the 10 Hz output from the QC9514. This second master channel flashes the arc lamp at an identical frequency of 10 Hz with a 60 µs offset from the primary master.
5.7 Data acquisition

Data is acquired in 2 steps. First, a matrix of background data is collected. A primary shutter is opened, allowing for the pulsed laser beam to strike the pickoff filter. Part of this beam then triggers data acquisition by striking the Si photodiode. The other part of this beam is blocked from striking the sample cuvette by way of a secondary shutter. The digitizer then collects a background data matrix $D_b$ of dimension $N \times s$ (5.4), where $N$ is a user-defined number of shots and $s$ refers to the number of samples collected by the digitizer in a given timeframe.

$$D_b = \begin{bmatrix}
V_1(t_1) & V_2(t_1) & V_3(t_1) & \ldots & V_N(t_1) \\
V_1(t_2) & V_2(t_2) & V_3(t_2) & \ldots & V_N(t_2) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
V_1(t_s) & V_2(t_s) & V_3(t_s) & \ldots & V_N(t_s)
\end{bmatrix}. \quad (5.4)$$

The secondary shutter is then opened, allowing for excitation of the sample. A secondary experimental data matrix $D_e$ is collected. $D_e$ is of dimension equivalent to $D_b$:

$$D_e = \begin{bmatrix}
V_1(t_1) & V_2(t_1) & V_3(t_1) & \ldots & V_N(t_1) \\
V_1(t_2) & V_2(t_2) & V_3(t_2) & \ldots & V_N(t_2) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
V_1(t_s) & V_2(t_s) & V_3(t_s) & \ldots & V_N(t_s)
\end{bmatrix}. \quad (5.5)$$

A background correction is performed by subtracting $D_b$ from $D_e$ (5.6):

$$D_{corr} = D_e - D_b. \quad (5.6)$$

Signal averaging is then performed according to equation 5.7, where $V_n(t_s)$ are entries at indices $n, s$ in $D_{corr}$. Here we take the average of all columns:
The sequence of background corrections \(D_{corr}\) is performed \(S\) number of times. We termed these “groups of shots.” The \(1 \times s\) \(D_{corr}\) column vectors for \(S\) number of groups are then averaged:

\[
\frac{1}{S}(D_{corr1} + D_{corr2} + \ldots + D_{corrS}).
\]  

(5.8)

The entries in 5.8 can ultimately be fitted to the convolution (5.3).

5.8 Acquisition Control

Data acquisition is controlled via a shutter open/close sequence. No data acquisition takes place when the primary shutter is closed (Fig. 5.6, left) because the photodiode is not generating a trigger event. The primary shutter opens when prompted by a user, which directs a portion of the laser beam to the photodiode (Fig. 5.6, middle) thus forcing the acquisition of data into matrix \(D_b\). The secondary shutter opens after the Si photodiode has counted \(N\) number of “blank” shots (Fig. 5.6, right). At this point, \(N\) is reset to 0 and data for matrix \(D_e\) is gradually loaded into a buffer. Data is processed using the sequence of equations 5.6, 5.7 upon reaching \(N\) number of shots. The entire sequence of events is repeated \(S\) number of times. The sequence of operations is identical for a TA experiment with one exception: a third shutter (shutter C, Fig. 5.6) is held open throughout the experiment. This shutter permits light from the arc lamp to reach the sample.

5.9 Software

Operation of the Warren laboratory laser table is for the most part automated. All programming was done in the MATLAB programming language. The layout of the user interface
Figure 5.6. The fluorescence shutter sequence. Top: All shutters are closed. No data acquisition is taking place. Middle: The primary shutter is opened. A blank read is taking place. Bottom: The secondary shutter is opened. The laser beam excites the sample and luminescence data is being collected by the PMT.
is shown in Fig. 5.7. The user interface closely parallels the descriptions in the preceding sections. A user first selects either the fluorescence or TA mode. Next the user selects the timebase (the time interval which being sampled over); 2 $\mu$s was used in the figure. Note the sampling rate of $2\text{ns/pt}$. This is the number of nanoseconds between each read (2,000 reads in 2 $\mu$s). The value of $N$ is selected in the Number of Shots edit box and the $S$ number is chosen in the Groups of Shots edit box. Therefore, from Fig. 5.7 the signal average is computed from three matrices $D$ of shape $25 \times (2,000 \text{ ns} / 2 \text{ ns pt}^{-1})$. Wavelengths and slit widths (see Fig. 5.5) at which an experiment is to be monitored are selected under the DK240 Monochromator panel. Voltage needs to be applied to the PMT to detect weak light signals. This is done by selecting an 800 V potential using the PMT Voltage slider bar. The Start/Stop Pulse button triggers the 10 Hz TTL pulse from the QC9514 DDG thus pulsing the laser. At this stage, a user presses START which opens the primary shutter and begins data acquisition.
5.10 Conclusion

The data mining operations that have been described in the previous chapters have raised important questions that can be answered with experiment. To assist in addressing some of these questions, part of this research has been focused on developing software for operating the Warren laboratory fluorescence and transient absorption spectrometer. Here, the ultimate goal is that other graduate students can develop protein models based on some of the geometries found using the Met-aromatic algorithm (such as the bridging interaction) and begin to probe their significance in vitro.
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Appendix A

Code

All relevant code is available at: https://github.com/dsw7