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Ultra-cold trapped atoms, with their high degree of tunability, provide ideal model systems to study physical phenomena with applications in many different fields of research. This thesis describes studies on spin transport phenomenon in a trapped ultra-cold spin-polarized $^{87}\text{Rb}$ gas at temperatures above quantum degeneracy. This work is focused on the less studied regime of cross-over between classical and quantum transport. Diffusion is a fundamental dissipative process that tends to relax any system towards a state of minimum inhomogeneity. In this work we study longitudinal spin diffusion as a special case of spin transport. The system studied here consists of two anti-parallel longitudinal spin domains separated by a helical domain-wall. We report that the diffusion process manifests a significant deviation from classical diffusion due to purely quantum mechanical modifications.

The two-domain spin textures are prepared using optical and microwave pulse techniques, and the dynamics of the spin structure is studied as it relaxes towards the final equilibrium state. Generally, there is a wide range of parameter space that could be studied. In this work we focused our studies on the effects related to the degree of coherence in the domain-wall as well as the effective magnetic field acting on the spins. By controllably tuning these experimental parameters, we studied in detail how the spatiotemporal behaviour of the diffusion dynamics is modified. Our results show that the longitudinal spin diffusion time scales depend sensitively on the domain-wall degree of coherence. External magnetic field gradients also alter the dynamics noticeably, manifesting a significant dependence on the sign of the applied field gradients.
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Figure 2.1 Bloch-sphere representation of the state vector $\vec{\psi}$ of a two-level system. The North pole corresponds to the excited state $|2\rangle$ and the South pole corresponds to the ground state $|1\rangle$. The azimuthal angle $\phi$ represents the relative phase of the superposition state. 9

Figure 2.2 Bloch-sphere representation of Rabi flopping. The black dashed vector shows the coupling field torque vector $\vec{\Omega}$, the blue vector shows the state vector $\vec{\psi}$ and the dotted line shows the path of the oscillation of the Bloch vector. The coupling field is (a) in resonance with the atomic transition and (b) detuned from resonance. 10

Figure 2.3 Schematic depiction of two identical atoms colliding with each other. As the de Broglie wavelength $\lambda_{dB}$ is larger than the scattering length $a$, the two scattering events, (a) forward and (b) backward scattered events are indistinguishable. 16

Figure 2.4 Schematic demonstration of the spin rotation in a collision between two indistinguishable particles, using the Bloch sphere representation. The two Bloch spheres on the left represent two particles with slightly different transverse spin colliding with each other. As a result of the ISRE the spin of each particle rotates around the total spin during the collision. 25
Figure 3.1 Trapping process in a 1D MOT. The atomic excited state is Zeeman-shifted in the magnetic field. The dashed line indicated on the diagram represents the energy of the incoming photon ($\hbar\nu$), detuned below the resonant transition. On the right side, the incident laser frequency is closer to the transition from the ground state to the $m = -1$ excited state, since the $m = -1$ state is shifted down due to the Zeeman shift. Therefore, the transition with $\Delta m = -1$ is closer to being resonant with the illuminating laser. As a result, the atoms on the right side scatter $\sigma^-$ photons at a higher rate than the $\sigma^+$ photons. Choosing the correct polarization of the incident laser beams leads to driving the atoms towards the center of the trap.

Figure 3.2 Hyperfine structure of $D_2$ transition ($5^2S_{1/2} \rightarrow 5^2P_{3/2}$) of $^{87}$Rb in zero magnetic field. The cooling transition ($F = 2 \rightarrow F' = 3$) and repumper transition ($F = 1 \rightarrow F' = 2$) are indicated on the diagram. The energy separations are not to scale.

Figure 3.3 Zeeman-shifted $^{87}$Rb hyperfine splitting in magnetic field. It is noticeable that in low magnetic fields, the energy of $|1,-1\rangle$ state increases with magnetic field.

Figure 3.4 Zeeman-shifted ground ($5S_{1/2}$) and excited ($5P_{3/2}$) states of $^{87}$Rb in low magnetic field. The ARP ($|1,-1\rangle \rightarrow |2,-2\rangle$) and imaging ($|2,-2\rangle \rightarrow |3,-3\rangle$) transitions are shown on the diagram. The energy separations are not to scale.

Figure 3.5 Zeeman-shifted ground-state of $^{87}$Rb in low magnetic field. The pseudo-spin $\frac{1}{2}$ system consists of two trapped states $|1\rangle \equiv |1,-1\rangle$ and $|2\rangle \equiv |2,1\rangle$ coupled via a two-photon transition. The microwave fields are detuned from the $|2,0\rangle$ state to avoid populating the intermediate state.
Figure 3.6 Schematic representation of the mutual compensation of the mean-field shift and Zeeman shift. The total differential potential is roughly uniform across the atomic distribution.

Figure 3.7 a) $\omega_0$ is the resonant transition frequency between the two states $|1\rangle \equiv |1, -1\rangle$ and $|2\rangle \equiv |2, 1\rangle$ (Fig. 3.5) and $\omega_{2\nu}$ is the frequency of the applied two-photon pulses, with $\delta = \omega_{2\nu} - \omega_0$. b) Ramsey spectroscopy sequence.

Figure 3.8 Schematic representation of Ramsey oscillations in Bloch sphere representation. Two $\pi/2$ pulses are detuned by $\delta = \omega_{\mu w} - \omega_0$ and separated by time $T$. (a) When $\delta T = 0$ the two-pulse sequence is equivalent to a $\pi$ pulse. (b) When $\delta T = \frac{\pi}{2}$ the second $\pi/2$ does not transfer the atoms as the state vector is along the field’s torque vector ($U$-axis). (c) When $\delta T = \pi$ the second $\pi/2$ transfer the atoms back to the initial state.

Figure 3.9 Ramsey spectroscopy data showing an oscillation of the population of atoms in state $|1\rangle$ measured after the second $\pi/2$ pulse in the center of the atomic distribution. The solid line is a fit to a sign wave as a guide to eye.

Figure 3.10 The Ramsey oscillation frequency as a function of axial position is shown. The differential energy shift between states $|1\rangle$ and $|2\rangle$ is extracted for different applied fields. (Red, o) shows uniform differential potential across the atomic distribution achieved in the mutual compensation scheme (red, o). Also are shown differential potential data with positive (black, □) and negative (blue, □) linear field gradients. Differential energy shifts are measured by Ramsey spectroscopy (Section 3.3.1).
Figure 3.11 Population of atoms in the two states $|1\rangle (N_1(z), \blacksquare)$ and $|2\rangle (N_1(z), \bullet)$. The population in each state is measured in separate experimental shots. The atomic cloud is divided into 21 axial bins for spatial resolution.

Figure 3.12 Ramsey oscillation data for a typical transverse spin component measurement. A sine wave with fixed frequency but time varying amplitude is fit to the data points in a window that encompasses more than one full Ramsey oscillation. This window is moved in time through each data set to extract the time evolution of the amplitude and phase of Ramsey oscillations. Maximum contrast is measured in a separate calibration Ramsey scan. Sample results of this analysis are shown in Fig. 4.6. The solid line here is a fit to a growing sine wave to guide the eye.

Figure 3.13 Optical setup used in producing the step optical potential schematically presented in Fig. 3.14(a). The collimated beam from the laser is expanded axially using a pair of cylindrical lenses. The dark mask is imaged on the atomic cloud by a single spherical lens.

Figure 3.14 Preparation of the two-domain spin structure. (a) Conceptual schematic of the off-resonant patterned laser beam. (b) Bloch sphere representation of the two-domain spin structure preparation sequence: Applying a microwave $\pi$-pulse to the atoms initially in $|1\rangle$ while illuminating them with a masked laser transfers atoms in the unilluminated half of the distribution to $|2\rangle$. Time goes from top to bottom. (c) Composite image of atoms in $|1\rangle$ (right, purple) and $|2\rangle$ (left, green) following the initialization sequence and radial expansion, destructively acquired on sequential experimental sequences.
Figure 3.15  (a) Population of atoms in the two states $|1\rangle$ ($N_1(z)$, solid line) and $|2\rangle$ ($N_2(z)$, dashed line) at $T = 650$ nK and $n_0 \simeq 2 \times 10^{13}$ cm$^{-19}$. The population in each state is measured in separate experimental shots. The sum of population in the two states $N_{\text{total}}(z) = N_1 + N_2$ (□), is fit to a Gaussian function to extract the Gaussian half-width ($w_z \simeq 180(4)$ µm) of the atomic distribution. As described earlier the cloud is divided axially into 21 bins for spatial resolution; here each data point corresponds to one bin. This data is used to reconstruct the longitudinal spin component. (b) Longitudinal spin component extracted using Eq. 3.10. We fit a Gaussian-weighted hyperbolic tangent function $S_{\parallel}(z) = A \exp(-z^2/2w_z^2) \tanh(z/\ell)$ to the initial $S_{\parallel}(z)$ to extract the initial domain-wall width $\ell \simeq 74(7)$ µm for the presented initial spin profile data here.

Figure 3.16  The initial transverse spin profile phase extracted from high resolution transverse spin component measurements is shown in (a). (b) Schematic depiction of the magnitude and orientation of the initial transverse spin component across the domain-wall region.

Figure 3.17  The initial two-domain spin profile consists of two anti-parallel longitudinal spin domains separated by a helical domain-wall. The initial transverse spin component magnitude $S_{\perp}$ is extracted from Ramsey fringe contrast. The total spin $N_{\text{total}} \simeq N_1 + N_2$ is also shown. Solid lines are fits to a Gaussian ($S_{\text{total}}$), and the same Gaussian multiplied by sech($z/\ell$) ($S_{\perp}$) and tanh($z/\ell$) ($S_{\parallel}$). The gray shaded region shows the domain-wall.

Figure 4.1  (a) The two oppositely polarized spin clouds of the strongly interacting Fermi gas bounce off each other. (b) The total column density, showing a high density region at the interface between the two opposite spin states due to collisions.
Figure 4.2 Time evolution of the spin oscillations as a function of interaction strength. For strong interactions the spin wave dynamics is suppressed.

Figure 4.3 Schematic depiction of the experimental sequence used for spin diffusion studies in uniform magnetic fields.

Figure 4.4 Time evolution of the two-domain spin structure. (a) Longitudinal spin component, $S_\parallel$, evolution shows increased longitudinal spin domain lifetimes. (b) Typical population measurements of $|1\rangle$ (solid line) and $|2\rangle$ (dashed line) at $t = 1 \mu$s, used to extract the longitudinal spin projection. (c) Evolution of transverse spin component amplitude, $c(z,t)$. Initially the transverse spin component is confined in the center of the atomic distribution in a region of width $\sim 0.6 \times w_z$. The transverse spin magnitude calculated from Ramsey fringe contrast rapidly spreads toward the edges of the atomic cloud where initial transverse spin magnitude is small, covering a region of the size $\sim 1.4 w_z$ by 200 ms. Ramsey fringes at (d) the trap center and (e) edge of the atomic distribution as shown by arrows (d,e) respectively in (e).

Figure 4.5 The total ensemble transverse spin magnitude $c_{\text{tot}}$ is shown as a function of time. $c_{\text{tot}}$ is calculated by summing transverse spin magnitude for all the bins across the atomic cloud $c_{\text{tot}}(t) = \sum_{i=1}^{n} c_i(t)$, with $n =$ number of axial bins. At the initial stage of the dynamics $t < 100$ ms the total transverse spin increases rapidly, followed by a gradual decay. Beyond 300 ms sine fits are less reliable due to low signal-to-noise ratio and are not included.

Figure 4.6 (a) Dynamics of the transverse spin amplitude in uniform external magnetic field. (b) Dynamics of the transverse spin phase for regions denoted as (i),(ii) and (iii) in (a). The initial transverse spin phase across the atomic distribution stays unchanged during the relaxation of the two-domain spin profile.
Figure 4.7  Schematic depiction of the experimental sequence used for studying samples with different initial degrees of coherence in the domain-wall.

Figure 4.8  (a) Time evolution of $S_{\parallel}$ for different initial domain-wall coherences, from top to bottom $c_{\text{init}} = S_{\perp}/S_{\perp}^{\text{max}} = 0.74, 0.51, 0.28$ respectively in the cloud center. (b) Dipole moment time evolution calculated from (a), with a representative decaying sinusoidal fit to (iii) $c_{\text{init}} = 0.28$. (c) Damping rate and (d) oscillation frequency of the dipole moment for different $c_{\text{init}}$. Error bars correspond to fit uncertainties for dipole moment oscillations and $c_{\text{init}}$ measurements. The shaded band is the result of numerical simulations of Eq. 4.1.

Figure 4.9  (a) Time evolution of $S_{\perp}$ for different domain-wall degrees of coherence, from top to bottom $c_{\text{init}} = 0.71, 0.51, 0.30$ respectively in the cloud center. (b) Time evolution of $S_{\perp}$ in different spatial regions, denoted by the dotted lines (d-f) in (a-i). The dashed box indicates a change in sampling rate to measure both the fast initial rise of coherence and longer relaxation to equilibrium. (c) Time evolution of total ensemble coherence for $c_{\text{init}}$ data shown in (a). $c_{\text{tot}}$ for each data plot (i-iii) in (a) is calculated by summing transverse spin magnitude for all the bins across the atomic distribution for each time step.

Figure 4.10  Instability onset seen in the ratio of maximum ensemble coherence to initial coherence, $c_{\text{tot}}^{\text{max}}/c_{\text{tot}}^{\text{init}}$, from simulations of Eq. 4.1, plotted logarithmically to highlight instability threshold. We vary $a$ and (a) $T$ or (b) $\ell$ with other parameters set to conditions of Fig. 4.8(a-ii). Crosses represent the experimental conditions used in this work.

Figure 5.1  Schematic of the apparatus used to create linear gradients in the differential potential, showing the time averaged laser intensity profile applied on the atomic distribution.
Figure 5.2 $U_{\text{diff}}/h$ for uniform (red), negative (blue) with $G \sim -121$ Hz/mm and positive (black) with $G \sim 110$ Hz/mm linear gradients across the atomic distribution. Dashed (dotted) line shows a linear fit for the positive (negative) gradient. The linear fit is used to extract the linear gradient $G$ across the atomic distribution. The solid line shows a linear fit for the uniform differential potential. $U_{\text{diff}}$ is measured by Ramsey spectroscopy.

Figure 5.3 Experimental sequence for studying the effect of linear field gradients on diffusion of the two-domain spin structure, showing the timing and duration of all the different applied fields. Each sequence begins with the initial spin-state preparation into a two-domain anti-parallel longitudinal spin texture in $G \sim 0$. Following the initialization sequence in a uniform differential potential, the nonuniform $U_{\text{diff}}$ laser pulse is applied to create linear field gradients $G \neq 0$ during the relaxation of the spin structure to its final equilibrium. After the evolution time, the longitudinal spin component is destructively measured. The experimental sequence is repeated for each value of the evolution time. The transverse spin component is measured using the Ramsey spectroscopy method.
(a)-(c) Spatiotemporal evolution of the longitudinal spin component $S_{\parallel}$ in negative $G \simeq -20 \, \text{Hz/mm}$ (a), cancellation field $G \simeq 0 \, \text{Hz/mm}$ (b) and positive $G \simeq 24 \, \text{Hz/mm}$ (c) linear effective magnetic field gradients. The initial longitudinal domains undergo dipole oscillation in $G \simeq 0 \, \text{Hz/mm}$ in (b). Propagation in an effective magnetic field with negative field gradient in (a) increases the longitudinal domain oscillation frequency and also leads to much faster relaxation of the longitudinal spin domains, while propagating in an effective magnetic field with a positive linear gradient in (c) increases the longitudinal spin domain lifetime noticeably, compared to the uniform magnetic field results in (b). (d) Dipole moment time evolution calculated for longitudinal domain oscillations in (a)-(c). The solid line shows a representative exponentially decaying sinusoidal fit for (a). Frequency $f$ and damping rate $\Gamma$ of the longitudinal domain oscillations are extracted from these fits.

(a) Dipole moment oscillation frequency $f$ and (b) damping rate $\Gamma$ for positive and negative linear field gradient $G$. Error bars correspond to fit uncertainties for dipole moment oscillations [Fig. 5.4(d)].

Time evolution of the transverse spin component $S_{\perp}$ for linear magnetic field gradient $G \simeq 24 \, \text{Hz/mm}$ (a-c) and $G \simeq -20 \, \text{Hz/mm}$ (d-f). Spatially resolved time evolution of the transverse spin magnitude (a/d) and transverse spin phase in the domain-wall region (b/e) for positive/negative $G$ respectively. Time evolution of the total ensemble coherence for $G \simeq 24 \, \text{Hz/mm}$ (c) and $G \simeq -20 \, \text{Hz/mm}$ (f).
Figure 5.7  (a) The stabilized longitudinal domains for positive linear gradient $G \simeq 24$ Hz/mm. (b) The spatiotemporal evolution of the transverse spin orientation $\phi$ for the domain-wall region marked with the dashed square in (a). (c) The time evolution of $\phi$ highlighted for two locations in the domain-wall marked with dotted lines (i) and (ii) in (b). The transverse spin orientation exhibits dipolar spin oscillations in the domain-wall region.

Figure 5.8  (a) The fast decaying longitudinal domains for negative linear gradient $G \simeq -20$ Hz/mm (b) The spatiotemporal evolution of the transverse spin orientation $\phi$ for the domain-wall region marked with the dashed square in (a). (c) The time evolution of $\phi$ highlighted for two locations in the domain-wall marked with dotted lines (i) and (ii) in (b). The transverse spin orientation becomes further out of phase with time across the domain-wall, in contrast to the dipolar spin oscillations observed for positive linear gradients in Fig 5.7(c).

Figure 5.9  The initial stage of the spatiotemporal dynamics of the transverse spin magnitude $c(z,t)$ for negative field gradient $G \sim -21$ Hz/mm (a) and uniform magnetic field $G \sim 0$ Hz/mm (b). (c) The time evolution of the total ensemble coherence $c_{tot}$ for (a) and (b), showing the suppression of the initial rise in $c_{tot}(t)$ for $G < 0$ compared with $G \sim 0$ Hz/mm (solid/dashed line are a guide to eye).

Figure 5.10  $c_{ratio} = c_{max}^{tot} / c_{init}^{tot}$ decreases as linear field gradients $G$ are applied.
Figure 5.11  Simulation results for longitudinal domain dynamics (a-b) and transverse spin phase (c-d) for the same positive field gradient $G$. The initial longitudinal domain orientation is reversed between (a-c) and (b-d), while the initial transverse spin helix is unchanged. The same external field gradient stabilizes the longitudinal domains for (a), while it leads to faster decay of the longitudinal spin domains in (b). The contrast in the time evolution of the transverse spin phase can be seen in (c) and (d). The transverse spin phase exhibits oscillations in (c), while it grows further out of phase for (d).

Figure 5.12  (a) Schematic representation of the two-domain spin structure. The spin vector is rotated across the domain-wall such that in the middle of the domain-wall the spin is purely transverse. (b) For this specific initial longitudinal domain orientation - positive linear gradient in the effective magnetic field - the ISRE-driven longitudinal spin currents are generated from the transverse domain-wall region towards the longitudinal domains of the same orientation. Due to this effect the total longitudinal current is decreased significantly. (c) For this specific initial longitudinal domain orientation - negative linear gradient in the effective magnetic field - the ISRE-driven longitudinal spin currents are generated from the transverse domain-wall region towards the longitudinal domains of the opposite orientation, which adds to the diffusive longitudinal spin currents from the domains. Due to this effect the longitudinal domains decay rapidly. Diffusive longitudinal spin currents from the longitudinal spin domains are not shown here.
Chapter 1

Introduction

The experimental realization of Bose-Einstein condensation (BEC) of a dilute gas in 1995 [1, 2] led to the Nobel prize for Eric A. Cornell, Carl E. Wieman and Wolfgang Ketterle in 2001. Although the BEC phase transition was theoretically predicted by Satyendra Nath Bose and Albert Einstein in the early 1900s, due to experimental challenges it took experimental physicists nearly a century to condense the first BEC of a trapped alkali-atom gas.

Since the ground-breaking experiments in 1995 [1, 2] many different atomic species have been successfully condensed. To date, condensation has been achieved in many bosonic alkali atomic species including $^{87}$Rb [1], $^{85}$Rb [3], $^7$Li [4, 5], $^{23}$Na [6], $^{39}$K [7], $^{41}$K [8], $^{133}$Cs [9], as well as the rare-earth element Yb [10, 11, 12] and the alkaline earth elements $^{40}$Ca [13] and Sr [14, 15, 16, 17]. Also, degenerate Fermi gases have been produced in $^{40}$K [18], $^6$Li [19], $^{87}$Sr [20], $^{173}$Yb [21], to name a few, and condensates of diatomic molecules of many of these atomic species have been achieved.

In addition to these significant scientific achievements demonstrating pure condensates of atoms, the wide range of experimental improvements made to reach condensation have opened up a whole new field of research in atomic physics. The advantages these trapped ultra-cold atomic systems possess make them ideal model systems to investigate physical problems in the quantum regime. These systems provide experimental physicists with a high degree of control over experimental parameters and interactions, as well as easy manipulation and imaging. Today the diversity of the experimental and theoretical studies using trapped ultra-cold bosonic and fermionic atom systems is huge, with research applications
in various fields of physics including precision measurements [22, 23, 24], quantum information [25, 26, 27], high energy-physics [28], condensed-matter physics [29, 30] and even cosmology [31].

The early studies in the years following the experimental realization of BECs mainly focused on exploring the equilibrium properties of ultra-cold gases, though in recent years there has been an increasing interest in using ultra-cold atomic systems to explore the less studied area of out-of-equilibrium physical phenomena. For example, in condensed-matter-physics understanding transport phenomena is crucial, but studying transport in strongly correlated systems and real materials is extremely difficult. In contrast, trapped ultra-cold atom systems indeed provide a clean and highly controllable environment to study transport and non-equilibrium phenomena. Thus, these quantum gases have been widely used as experimental quantum simulators for condensed-matter systems lately [30].

In recent years, there has also been great progress in experimental and theoretical studies of spinor Bose and Fermi gases realized in various ultra-cold trapped bosonic and fermionic atom systems. This field now covers a wide range of physical phenomena, including quantum magnetism [32, 33], non-equilibrium quantum spin dynamics and spin transport [34, 35, 36, 37], quench dynamics and the Kibble-Zurek mechanism [38, 39], spin waves [40, 41, 42] and topological defects [43].

A spinor gas is distinguished by an additional internal degree of freedom, its spin. Spinor systems realized in ultra-cold atomic systems allow fundamental studies on spin-dependent interactions, which are crucial in understanding the behaviour of many quantum systems. Also in a spinor system the collisional properties of the gas are affected by the spin orientation of atoms during collisions due to exchange interactions, which modifies the system’s many-body Hamiltonian as well.

Studies on spinor gases can be realized in magnetically independent trapping potentials, such as dipole traps or optical lattices. More generally, any multi-component gas could behave as a spinor system; therefore, a pseudo-spinor can be provided by the internal hyperfine structure of many atoms allowing studies on spin-dependent interactions. There have been multiple studies exploring the high-spin systems realized in these trapped multi-component
ultra-cold gases, including spin waves in pseudo-spin 3/2 systems [42] and coherent spin oscillations in tunable effective spin 1/2 to 9/2 [44].

In this work, we study spin diffusion in a weakly interacting non-degenerate Bose gas, as a special case of quantum transport. Spin diffusion is the transport process that evens out any spatial inhomogeneity in spin density in a many-body system. The concept of spin diffusion on a phenomenological level was introduced in 1950s. However, quantum mechanical interactions can modify spin diffusion drastically, leading to significant deviations from classical behaviour.

Quantum mechanical modifications to spin transport manifest in various ways in ultra-cold atomic systems. Most transport studies focus on the behaviour of a strongly interacting Fermi gas close to unitarity, since it provides a perfect model system to study the less understood non-equilibrium dynamics of strongly interacting fermionic matter. Experiments in a one-dimensional degenerate Fermi gas showed reversal of spin currents [37]. A few other studies explore the quantum-limited spin diffusivity in the degenerate regime close to unitarity in degenerate Fermi [36] and Bose [35] gases. The experimental results show diffusion-like behaviour in one dimension but unexpected super-diffusion in two dimensional systems. Also, the Leggett-Rice effect [45, 46] was observed in a degenerate Fermi gas close to unitarity [47].

While most studies in the field focus on quantum Bose and Fermi gases whose thermal de Broglie wavelength is long compared to the interparticle spacing ($\lambda_{dB} << n^{-1/3}$), ultra-cold non-condensed atoms in the cold-collision regime indeed exhibit interesting behaviour as well and provide a platform to explore the cross-over between quantum and classical regimes in a controllable manner. A system is in the cold-collision regime if the thermal de Broglie wavelength is long compared to the interparticle interaction range ($\lambda_{dB} >> a$). In this regime quantum coherence effects cannot be neglected and affect the behaviour of the system significantly. Therefore, although atomic gases in the cold-collision regime are non-degenerate, they do not behave classically due to quantum symmetry requirements during collisions between atoms.
One example is the spin-exchange interaction. The exchange interaction does not affect the dynamic properties of a Bose-condensed gas, since all the atoms in the condensate occupy the same motional state. However, in an ultra-cold non-condensed Bose gas the exchange interaction is strong and affects the spin dynamics of these non-degenerate gases significantly. The exchange symmetry in collisions between indistinguishable atoms of a non-condensed spinor gas leads to an exchange mean-field [48, 49] or equivalently a spin rotation of atoms participating in collisions [50, 51]. This exchange interaction leads to multiple interesting phenomena in an otherwise classical gas, including spin-state segregation [52, 53], spin waves in non-degenerate trapped Bose and Fermi gases [40, 41, 42], spin self-rephasing and enhanced coherence times in a weakly interacting Bose gas [54], Castaing’s instability [55, 56, 57] and localized collapse and revival of coherence in trapped ultra-cold gases [58].

Since degenerate ultra-cold gases are the main focus of interest in the field, the exchange interaction effects in the non-condensed regime in ultra-cold gas systems remain mostly unexplored. Despite this fact, there is a considerable amount of research on collective behaviour due to exchange interactions in non-degenerate dilute spin-polarized gases [59, 60, 61] due to spin rotations as a result of the identical spin rotation effect (ISRE) [48, 50].

Collective behaviour in degenerate Fermi liquids [62, 63, 64] occurs as a result of the Leggett-Rice rotation (LR) [45]. Similar effects in non-degenerate dilute spin-polarized gases are due to the ISRE interaction. ISRE interaction occurs during indistinguishable collisions of identical particles with different spins, and will be discussed in detail in Section 2.2.3. The connection between these two effects is examined in detail in Reference [46]. Although the two effects (ISRE and LR) result in similar collective behaviour, the two physical systems are very different and the physical origins of the observed effects are not the same. In degenerate Fermi liquids the spin rotation originates from a precession of a spin due to strong interactions with the background fluid. This interaction term is then added to the drift term of the kinetic equation as a so-called molecular field. However, the spin rotation effects in weakly interacting dilute non-degenerate gases originate from pure quantum symmetry requirements during collisions and emerge from the collision integral (see Chapter 2 for details).
In this work, we study the effect of exchange-interaction driven ISRE on the longitudinal diffusion dynamics of a two-domain pseudo-spin texture. This domain structure is prepared in a one-dimensional weakly interacting non-condensed trapped Bose gas. The organization of this thesis is as follows.

In Chapter 2, we describe the spin-1/2 system and give an overview of the spin dynamics theory. We derive a semiclassical Boltzmann equation to describe the dynamics of the non-condensed Bose gas and discuss the spin-exchange interaction and the nature of the ISRE term.

In the first part of Chapter 3, we summarize the experimental procedure used in preparing and measuring an ultra-cold Bose gas. In the second part, we describe the experimental methods used in this work to prepare spin textures and measure spin transport.

The experimental results of studying longitudinal spin diffusion in a weakly interacting non-condensed trapped Bose gas are presented in Chapter 4, along with numerical results studying the effect in a broader parameter space than available in our experiments. Also, we explore the effect of the degree of coherence in the system on the longitudinal diffusion dynamics in Chapter 4. Our results indeed manifest a significant deviation from classical behaviour, due to exchange interactions during collisions. We observe increased longitudinal domain lifetimes compared with classical lifetime predictions. The results also show sensitivity to the degree of coherence in the system, emphasizing further the quantum mechanical nature of the observed effects.

In Chapter 5 we explore the effect of introducing effective external magnetic fields with nonuniform profiles on the longitudinal spin diffusion dynamics. Our results show drastically different behaviour when positive and negative field gradients are introduced. For positive field gradients we observe even further stabilization of the longitudinal domains, while for negative field gradients the longitudinal domains rapidly relax to the final equilibrium state. We also observe a suppression of Castaing’s instability when linear field gradients of both signs are applied. We present the experimental results along with a phenomenological discussion describing the observed effects.
In Chapter 6 we summarize the results and provide suggestions for possible future re-
search projects to explore the spin transport phenomenon further.
Chapter 2

Spin dynamics theory

In this chapter a brief description of the theory of spin dynamics in ultra-cold non-condensed atomic gases is given. We start by describing a two-level system coupled to an electromagnetic field, which is analogous to a spin-1/2 system. Next, we present a brief discussion of the derivation of the spin transport equation for a dilute weakly interacting non-degenerate trapped gas relevant to the experiments conducted in this thesis, mainly focusing on the origins of the identical spin rotation term (ISRE) in the kinetic equation. The ISRE term does not play a role in the dynamics of a system in the classical or degenerate quantum regime. For a two-level BEC in the degenerate quantum regime phase separation occurs due to the mean-field energy differences, while in the classical regime the dynamics is described by the classical Boltzmann equation. As a special case of spin transport in the non-degenerate regime due the ISRE interactions, we discuss spin diffusion and the situation relevant to Castaing’s instability. We also describe the effect of adding external effective magnetic field gradients to the diffusion dynamics of a two-domain spin structure.

2.1 A two-level system coupled to an electromagnetic field

A two-level system is conceptually the same physical object as a spin-1/2 doublet. The Hamiltonian of a two-level system (ground and excited state denoted by "g" and "e" respectively) coupled to an electromagnetic field is

\[
H = \begin{pmatrix}
\frac{\hbar \omega_0}{2} & \Omega_R e^{i\omega t} \\
\Omega_R e^{-i\omega t} & -\frac{\hbar \omega_0}{2}
\end{pmatrix},
\]

(2.1)
where $\Omega_R$ is the Rabi frequency, which indicates the coupling strength between the field and the atoms. $\omega$ is the frequency of the coupling field and $\omega_0$ is the atomic resonance frequency of the two states.

Solving the time-dependent Schrödinger equation gives the probability of finding the atoms in the ground or excited state as a function of time. Starting with the system in the ground state ($P_g(0) = 1$ and $P_e(0) = 0$), the probability of finding the system in the excited state at time $t$ is [65]

$$P_e(t) = \left( \frac{\Omega_R}{\Omega_R'} \right)^2 \sin^2 \left( \frac{\Omega_R' t}{2} \right). \tag{2.2}$$

The effective Rabi frequency, $\Omega_R'$, is

$$\Omega_R' = \sqrt{\Omega_R^2 + \delta^2}, \tag{2.3}$$

where $\delta = \omega - \omega_0$ is the detuning of the coupling field from the atomic resonant transition.

### 2.1.1 Bloch-sphere representation and optical resonance

The Bloch-sphere representation is a pictorial way of representing the Rabi problem, in which the system is described as a state vector $\vec{\psi}$ (Bloch vector) in a three-dimensional space $(U, V, W)$ (Fig. 2.1). The vertical axis $W$ represents $S_\parallel$, the longitudinal spin component and we denote its direction as $\hat{e}_\parallel$. The horizontal plane $(U - V)$ corresponds to $\vec{S}_\perp$, the transverse spin component, where the azimuthal angle $\phi$ indicates the relative superposition phase between the two states.

The interaction between a two-level system and an electromagnetic coupling field can be considered as a torque vector $\vec{\Omega}$ with components $(\Omega_R, 0, \delta)$ acting on the state vector of the system. In order to reach this simplification, a transformation to a frame rotating at the coupling field’s frequency $\omega$, and implementation of the rotating-wave approximation is needed [66]. The motion of the Bloch vector is described by

$$\frac{d\vec{\psi}}{dt} = \vec{\Omega} \times \vec{\psi}, \tag{2.4}$$
and is confined to the surface of a sphere (Fig. 2.1). Any decoherence in this picture is manifested as a decrease in the magnitude of the Bloch vector horizontal component.

Figure 2.1: Bloch-sphere representation of the state vector $\vec{\psi}$ of a two-level system. The North pole corresponds to the excited state $|2\rangle$ and the South pole corresponds to the ground state $|1\rangle$. The azimuthal angle $\phi$ represents the relative phase of the superposition state.

When the electromagnetic coupling field is close to resonance, the field’s torque vector lies close to the equator, and the Bloch vector $\vec{\psi}$ precesses around the field’s torque vector $\vec{\Omega}$, oscillating between the two states [Fig. 2.2(a)]. When the field is detuned from the atomic resonance, the field’s torque vector approaches one of the poles, depending on the sign of the detuning. In this case the Bloch vector $\vec{\psi}$ undergoes rapid precession with a small tipping angle about the torque vector, nearly staying in its initial state [Fig. 2.2(b)].

2.2 Description of the system and the dynamics

We study the dynamics of an ensemble of weakly interacting trapped identical atoms (bosons) with two internal levels. This system is similar to an ensemble of particles with spin-1/2 degree of freedom. A single trapped two-level atom is described by the Hamiltonian [67]

$$\hat{H} = \left[ -\frac{\hbar^2}{2m} \nabla^2 + U_{\text{ext}}(r) \right] \hat{1} + \frac{\hbar}{2} \vec{\Omega} \cdot \vec{\sigma}. \quad (2.5)$$
Figure 2.2: Bloch-sphere representation of Rabi flopping. The black dashed vector shows the coupling field torque vector $\vec{\Omega}$, the blue vector shows the state vector $\vec{\psi}$ and the dotted line shows the path of the oscillation of the Bloch vector. The coupling field is (a) in resonance with the atomic transition and (b) detuned from resonance.

The first term in Eq. 2.5 is the center of mass Hamiltonian including the kinetic energy and the external trapping potential terms and $\hat{I}$ is the unit $2 \times 2$ matrix. $U_{\text{ext}}(r) = \frac{m\omega_z^2}{2} \left[ \alpha^2 (x^2 + y^2) + z^2 \right]$ is the axisymmetric harmonic trapping potential, with an aspect ratio of $\alpha = \omega_{\perp}/\omega_z$. The second term is the internal degree of freedom Hamiltonian, describing the interaction of the two-level system with the external coupling field $\vec{\Omega}(r)$; $\vec{\sigma}$ is the vector of Pauli matrices. In the absence of any external coupling field, $\Omega_u = \Omega_v = 0$ and in a rotating frame at Larmor frequency ($\omega_{\text{Larmor}}$), $\Omega_w = \Delta(r)$ is a position dependent frequency splitting between the two spin states.

2.2.1 The spin transport equation

There are in general two different approaches to deriving the kinetic equation for a dilute gas of atoms with two internal states. One is the collisional method with a semiclassical treatment of Boltzmann’s original derivation [68] initially used to describe transport in classical gases. In this approach collisions are considered as point processes between uncorrelated particles. Then one adds the effect of all such binary interactions at each point of space to derive the Boltzmann transport equation. This equation is a semiclassical kinetic equation, because although the particle moves along a straight line between collisions, the quantum properties are included in the scattering cross-section. This approach gives a more microscopic description of the process and one can see the origins of the extra terms.
emerging in the collision integral due to the quantum properties and indistinguishability effects. In the following section, we will briefly discuss the use of this method to derive the transport equation for a trapped dilute gas relevant to our experiments.

The other method is a mean-field approach by considering the average effect of all the collisions as a pseudo-potential that modifies the drift term of the kinetic equation. A mean-field treatment of the dynamics might seem unreasonable for a dilute gas as the particles are freely moving between the collisions, but it turns out that the average over exchange interactions during all possible collisions at each point of space can be approximated by a so called “exchange mean-field”. In this approach one needs to insert a phenomenological collision integral term in the kinetic equation in the form of a relaxation time approximation. In [49] Fuchs et al. discuss the derivation of the kinetic equation using this method, showing the drift term in the transport equation is the same for the two different methods.

2.2.2 Collisional method for derivation of the transport equation

The general collisional method involves calculating the effect of all binary collisions on the single particle density operator of the system \( \hat{\rho}_1 \). The collisions are considered as point-like instantaneous processes between uncorrelated particles. Then one proceeds by writing an operational kinetic equation of the form

\[
\frac{d\hat{\rho}_1}{dt} + \frac{1}{i\hbar} [\hat{\rho}_1, \hat{H}_1] \approx \frac{d}{dt} |_{\text{coll}} \hat{\rho}_1, \tag{2.6}
\]

with \( \hat{H}_1 \) the single particle Hamiltonian and the r.h.s. is the collision integral. The next step is to perform a Wigner transform [71] of Eq. 2.6 to derive the kinetic equation for \( \hat{\rho}_W(r,p) \), the Wigner transform of \( \hat{\rho}_1 \). \( \hat{\rho}_W(r,p) \) is the quantum mechanical analog of the single particle distribution in phase space, \( f_1(r,p) \) in Boltzmann’s original method. Despite the fact that \( \hat{\rho}_W(r,p) \) is not physically a probability distribution, it still can be used as a tool to derive the kinetic equation. This kinetic equation resembles the Boltzmann equation for the single particle distribution function in phase-space \( f_1(r,p) \). The non-trivial parts of this derivation of the kinetic equation are finding a precise expression for the r.h.s of
Eq. 2.6, i.e. the calculation of the collision integral, as well as the calculation of the Wigner transform of the operators.

In the derivation of the transport equation for a system of indistinguishable particles with internal degrees of freedom (spin) some extra terms emerge due to quantum symmetrization properties during collisions. To show the origins of these extra terms emerging in the semiclassical transport equation as a result of the quantum indistinguishability effects, we start by describing the effect of binary collisions on the spin density operator discussed in References [50, 69] in a general derivation of the transport equation of a non-degenerate spin-polarized gas. In this method the Boltzmann collisional approach is used exploiting the S-matrix collision method. These extra terms vanish if one ignores the symmetrization (antisymmetrization for fermions) imposed by the symmetrization properties of wave functions (or Pauli principle) for indistinguishable atoms during spin-exchange collisions, emphasizing the purely quantum nature of these additional terms. Then we follow the derivation method used in Reference [49] to find the one-dimensional spin transport equation relevant to our experimental studies, which is also used in numerical calculations presented later in this thesis.

### 2.2.3 Effects of binary collisions on the spin density matrix

In this section we discuss the effect of binary collisions on the internal state of the colliding atoms. We start by presenting $\hat{\rho}_1$ the single particle spin density operator for a two-level (pseudo-spin 1/2) system. Then we proceed to describe the effect of a binary collision on $\hat{\rho}_1$ in the S-matrix representation considering the indistinguishability of the atoms participating in the collision. This leads us to obtain the extra terms emerging due to interference effects, one of which is the identical spin rotation term (ISRE). The ISRE term can be viewed as an extra effective Hamiltonian acting on the system. This effective Hamiltonian changes the internal state of the atoms during collisions, and for spin-1/2 can be described as a spin rotation due to an apparent effective magnetic field.
**Single particle density operator**

Here we consider two identical atoms possessing internal variables (spin) entering a collision. We want to study the general effect of the collision on their internal state density operator, due to the quantum indistinguishability effects during collisions. The spin state of each atom is described by a density operator $\hat{\rho}_1$ and $\hat{\rho}_2$, which in general are not equal.

In the center of mass reference frame the density operator of the two-atom system before collision is given by

$$
\hat{\rho}_{\text{init.}} = \int d^3k \ u(k) \int d^3k' \ u^*(k') \ket{1 : k ; 2 : -k} \bra{1 : k' ; 2 : -k'} \otimes \hat{\rho}_1(1) \otimes \hat{\rho}_2(2),
$$

which includes both external and internal (spin) degrees of freedom. $\hbar k_i$ is the relative linear momentum of the two atoms, and $u(k_i)$ in the interaction picture is a complex coefficient associated with a wave packet in the space of two-atom relative motion spanned by the kets $|1 : k, 2 : -k\rangle$. These kets are the two-atom external variable states containing the relative momentum of the two colliding particles.

For indistinguishable particles one needs to consider the symmetrization properties of the wave functions for bosons and fermions. Using the symmetrization operator, the density matrix of the system before collision is given by

$$
\frac{1}{2} \left( \hat{1} + \epsilon \hat{P}_e \right) \hat{\rho}_{\text{init.}} \left( \hat{1} + \epsilon \hat{P}_e \right) \hat{\rho}_{\text{init.}} \left( \hat{1} + \epsilon \hat{P}_e \right),
$$

with $\hat{P}_e$ the exchange operator and $\epsilon = +1(-1)$ for bosons (fermions).

We consider the unitary evolution operator $\hat{S}$ in the interaction picture, which evolves the state of the system during the collision. We consider the interaction as spin-independent; therefore, $\hat{S}$ acts only on the space of the external variable and does not affect $\hat{\rho}_1(1)$ and $\hat{\rho}_2(2)$. Then the density operator for the whole system after collision becomes

$$
\frac{1}{2} \hat{S} \left( \hat{1} + \epsilon \hat{P}_e \right) \hat{\rho}_{\text{init.}} \left( \hat{1} + \epsilon \hat{P}_e \right) \hat{S}^\dagger,
$$

which includes the symmetry properties imposed by the symmetrization postulate.
The single-particle density operator for atom 1 after collision ($\hat{\rho}'_1$) is then given by a partial trace of Eq. 2.9 over the external and spin variables of the collision partner (atom 2)

$$\hat{\rho}'_1 = Tr_2 \left[ \frac{1}{2} \left( \hat{1} + \epsilon \hat{P}_e \right) \hat{S} \hat{\rho}_{\text{init}} \hat{S}^\dagger \left( \hat{1} + \epsilon \hat{P}_e \right) \right],$$

(2.10)

where we used the fact that $\hat{S}$ and $\hat{P}_e$ are commuting operators. Before deriving the different terms of the final density operator $\hat{\rho}'_1$ by performing the partial trace, we note that $\hat{P}_e$ appears in different terms of $\hat{\rho}'_1$. There is one term without $\hat{P}_e$, and one with two such operators. The main terms added due to the indistinguishability effects are the two containing only one $\hat{P}_e$, either on the right or the left side of $\hat{\rho}_{\text{init}}$. These terms are due to the exchange interference effects for indistinguishable atoms, which will be discussed in more detail later in this chapter.

The matrix elements of the spin density operator of an atom after collision with velocity inside a solid angle $\Omega_f$, $\hat{\rho}'(\Omega_f)$ are obtained by a partial trace operation on Eq. 2.9, as follows

$$\langle m | \hat{\rho}'(\Omega_f) | m' \rangle = \int_{\Omega_f} d^3 k_f \sum_{m''} \langle 1 : k_f; 2 : -k_f | \hat{1} : m; 2 : m'' | \hat{S} \hat{\rho}_{\text{init}} \hat{S}^\dagger \hat{1} + \epsilon \hat{P}_e \rangle \langle 1 : m; 2 : m' | 1 : k_f; 2 : -k_f \rangle.$$

(2.11)

Since the scattering is not necessarily isotropic, the matrix element of the spin density operator is integrated over a final solid angle. In this equation $\{|m\}$ is any set of states forming an orthonormal basis in the space of internal variable (spin degree of freedom) and $\hat{\rho}_{\text{init}}$ should be substituted from Eq. 2.7. The matrix elements of the evolution operator $\hat{S}$ between the initial and final states are given by

$$\hat{S}(k_f, k_i) = \langle 1 : k_f; 2 : -k_f | \hat{S} | 1 : k_i; 2 : -k_i \rangle.$$

(2.12)

Considering all the information above we obtain
\[ \langle m | \hat{\rho}'(\Omega_f) | m' \rangle = A(\Omega_f) \langle m | \hat{\rho}_1 | m' \rangle + B(\Omega_f) \langle m | \hat{\rho}_2 | m' \rangle \\
+ \epsilon C(\Omega_f) \sum_{m''} \langle m'' | \hat{\rho}_1 | m' \rangle \langle m | \hat{\rho}_2 | m'' \rangle \\
+ \epsilon C^*(\Omega_f) \sum_{m'''} \langle m | \hat{\rho}_1 | m''' \rangle \langle m'' | \hat{\rho}_2 | m' \rangle, \]

(2.13)

with

\[
A(\Omega_f) = \int_{\Omega_f} d^3k_f \int d^3k_i \ u(k_i) \int d^3k'_i \ u^*(k'_i) S(k_f, k_i) S^*(k_f, k'_i), \\
C(\Omega_f) = \int_{\Omega_f} d^3k_f \int d^3k_i \ u(k_i) \int d^3k'_i \ u^*(k'_i) S(-k_f, k_i) S^*(k_f, k'_i). \\
\]

(2.14)

Considering that \( B(\Omega_f) = A(-\Omega_f) \), then in an operator form we can write Eq. 2.13 as

\[ \rho_f(\Omega_f) = A(\Omega_f) \hat{\rho}_1 + A(-\Omega_f) \hat{\rho}_2 + \epsilon C(\Omega_f) \hat{\rho}_2 \hat{\rho}_1 + \epsilon C^*(\Omega_f) \hat{\rho}_1 \hat{\rho}_2. \]

(2.15)

The first two terms in Eq. 2.15 describe that for two distinguishable atoms, one can find either of them inside the solid angle \( \Omega_f \) with the appropriate scattering probabilities. The last two terms on the r.h.s are due to interference effects between two different scattering processes for distinguishable particles (forward and backward scattering) presented in Fig. 2.3. These two terms (multiplied by \( \epsilon \)) are due to the symmetrization requirements and are nonzero only when the two atoms are indistinguishable.

To find a more clear representation of Eq. 2.15, we can write the coefficient \( C(\Omega_f) \) in terms of its real \( C_R \) and imaginary \( C_I \) parts. Then the last two terms in Eq. 2.15 can be rewritten as

\[ \epsilon C_R(\Omega_f) \{ \hat{\rho}_1, \hat{\rho}_2 \} - i \epsilon C_I(\Omega_f) [\hat{\rho}_1, \hat{\rho}_2]. \]

(2.16)

In this equation \([\hat{\rho}_1, \hat{\rho}_2] \) (\( \{ \hat{\rho}_1, \hat{\rho}_2 \} \)) is the commutator (anticommutator) of \( \hat{\rho}_1 \) and \( \hat{\rho}_2 \). Since the trace of a commutator is always zero, only the real coefficient \( C_R \) affects the scattering
Figure 2.3: Schematic depiction of two identical atoms colliding with each other. As the de Broglie wavelength $\lambda_{dB}$ is larger than the scattering length $a$, the two scattering events, (a) forward and (b) backward scattered events are indistinguishable.
amplitude. The coefficient $C_I$ affects the internal state of the atoms (phase) during collisions. The second term in Eq. 2.16 is only nonzero when the two atomic density operators, $\hat{\rho}_1$ and $\hat{\rho}_2$, do not commute. Therefore the change of the spin due to this term is a pure coherence effect.

To present the origins of the coherent spin rotation term due to the indistinguishability of the atoms during collisions we kept the discussion very general up to this point. In principle the aforementioned coefficients (Eq. 2.14) have different contributions in various scattering amplitudes. To derive these terms one needs to calculate different matrix elements of the collision $T$ matrix \[70\], since the evolution operator matrix elements $\hat{S}(k_f, k_i)$, are related to the collision $T$ matrix by

$$
\hat{S}(k_f, k_i) = \langle 1 : k_f; 2 : -k_f | \hat{S} | 1 : k_i; 2 : -k_i \rangle
= \delta(k_f - k_i) - i\frac{\pi m}{\hbar^2 k_i} \delta(k_f - k_i) T(k_f, k_i).
$$

The calculation of these different coefficients is complicated and beyond the scope of this thesis (see \[49, 50\] for details). We present the important conclusions of those calculations relevant to our work, mainly focusing on the low-energy limit where the collisions occur in the extreme quantum regime ($\lambda_{dB} \gg a$) and s-wave scattering is dominant. In this regime the $T$ matrix is approximated by \[49\]

$$
T(\hat{k}, \hat{k}') = -\frac{\hbar^2}{2\pi^2 m} f_k(\theta) = \frac{\hbar^2}{2\pi^2 m}(a - ika^2 + ...).
$$

In the low-energy limit ($ka << 1$) the contribution of all the terms due to the indistinguishability of the particles becomes negligible except for the ISRE in the forward direction (see References \[49, 50\] for details). This allows us to derive a simplified kinetic equation by including the effect of the spin rotation in the forward direction as a correction to the drift term, added as an internal effective magnetic field to the r.h.s of the kinetic equation. Next we present the derivation of this simplified version of the kinetic equation exploiting the collisional method following the approach discussed by Fuchs et al. \[49\].
2.2.4 Derivation of the quantum Boltzmann equation

In the previous section we discussed the effect of collisions of indistinguishable atoms on the spin state of the colliding atoms by calculating how the single particle spin density operator of an atom \( \hat{\rho}_1 \) evolves through a collision. To describe the dynamics of the system then one needs to solve the kinetic equation as presented in Eq. 2.6, by calculating how the density operator evolves in time. This derivation involves calculating the collision integral (the r.h.s. in Eq. 2.6). Following the same approach used in the previous section based on References [49, 50, 69], the rate of change of \( \hat{\rho}_1 \) is approximated by the variation \( (\hat{\rho}_1' - \hat{\rho}_1) / \Delta t \), for \( \Delta t \) much longer than the collision time

\[
\frac{d}{dt}|_{\text{coll}} \hat{\rho}_1 \simeq \frac{1}{\Delta t} T r_2 \left[ \frac{1}{2} (1 + \epsilon \hat{P}_e) [\hat{S} \hat{\rho}_{\text{init}}, \hat{S}^\dagger - \hat{\rho}_{\text{init}}] (1 + \epsilon \hat{P}_e) \right], \quad (2.19)
\]

with \( \hat{\rho}_{\text{init}} \) given in Eq. 2.7. The standard method to derive the transport equation for the ensemble of atoms involves performing a Wigner transform on both sides of the operational kinetic equation Eq. 2.6. The collision integral on the r.h.s. of Eq. 2.6 is then substituted with Eq. 2.19.

The Wigner transform of the l.h.s of Eq. 2.6 involves performing a Wigner transform on both sides of the operational kinetic equation Eq. 2.6. The collision integral on the r.h.s. of Eq. 2.6 is then substituted with Eq. 2.19.

The r.h.s. of the kinetic equation is obtained by performing a Wigner transform on Eq. 2.19, including the gradient expansion terms up to first order. The low-energy limit of this calculation using the approximate \( T \) matrix of Eq. 2.18 leads to the kinetic equation
\[ \frac{\partial \hat{\rho}_{W}(\mathbf{r}, \mathbf{p})}{\partial t} + \frac{\mathbf{p}}{m} \cdot \nabla_{\mathbf{r}} \hat{\rho}_{W}(\mathbf{r}, \mathbf{p}) + \frac{1}{i\hbar} \left[ \hat{\rho}_{W}(\mathbf{r}, \mathbf{p}), \hat{U}_{\text{ext}} + \epsilon \hat{n}(\mathbf{r}) \right] \\
- \frac{1}{2} \left\{ \nabla_{\mathbf{p}} \hat{\rho}_{W}(\mathbf{r}, \mathbf{p}), \cdot \nabla_{\mathbf{r}} (\hat{U}_{\text{ext}} + g \hat{n}(\mathbf{r}) \hat{1} + \epsilon g \hat{n}(\mathbf{r})) \right\} = I_{\text{coll}}[\hat{\rho}]. \tag{2.21} \]

\( g = \frac{4\pi \hbar^2 a}{m} \) is the coupling constant and \( \hat{n}(\mathbf{r}) \) is the integrated density operator over momentum \( \hat{n}(\mathbf{r}) = \int d^{3}p \hat{\rho}_{W}(\mathbf{r}, \mathbf{p}) \). In this equation the forward scattering terms (linear in \( a \)) are included in the l.h.s of the kinetic equation, as a correction to the drift term due to the indistinguishability of particles, discussed in the previous section. In Eq. 2.21 the terms proportional to \( a^2 \) are included in \( I_{\text{coll}}[\hat{\rho}] \), but since in the low-energy limit the ISRE term is the only dominant term, we can obtain a simplified collision integral by a relaxation time approximation instead.

Although in this model the collisions are spin independent, we can generalize this kinetic equation for a gas with spin-dependent interactions to describe the system thoroughly. This is done by a similar procedure as discussed for spin-independent interactions, only instead of Eq. 2.18 for the \( T \) matrix, a more complicated expression should be used in the calculation of the collision integral on the r.h.s of the kinetic equation. The final kinetic equation in this case is similar to Eq. 2.21 but with a more complicated expression for the mean-field term, such that the effective single-particle potential term \( \hat{U} \) should be replaced by

\[ \hat{U} = \hat{U}_{\text{ext}} + \begin{pmatrix} (1 + \epsilon)g_{22}n_{2} + g_{12}n_{1} & \epsilon g_{12}n_{21} \\ \epsilon g_{12}n_{21} & (1 + \epsilon)g_{11}n_{1} + g_{12}n_{2} \end{pmatrix}. \tag{2.22} \]

\( g_{\alpha\beta} = \frac{4\pi \hbar^2 a_{\alpha\beta}}{m} \) is the coupling constant, with various scattering lengths \( a_{\alpha\beta} \) depending on spin of colliding atoms. \( n_{i}(i = 1, 2) \) is the local density of atoms in each state and \( n_{21} \) is the density of atoms in the superposition state. The resulting equation gives a general kinetic equation for a non-degenerate gas with spin-dependent interactions in the low-energy limit,
including the mean-field and external potential effects:

\[
\partial_t \hat{\rho}_W(r, p) + \frac{p}{m} \cdot \nabla_r \hat{\rho}_W(r, p) + \frac{1}{i\hbar} \left[ \hat{\rho}_W(r, p), \hat{U}(r) \right] - \frac{1}{2} \left\{ \nabla_p \hat{\rho}_W(r, p), \nabla_r \hat{U}(r) \right\} = I_{\text{coll}}[\hat{\rho}].
\]

(2.23)

The second term on the l.h.s. is the usual free drift term and the anticommutator is the force term due to any gradients in the external potential and the mean-field. The commutator is a spin rotation term due to all of the contributing effective magnetic fields including the ISRE term. The approximations applied are that s-wave scattering is assumed to be dominant in low-energy collisions and the collision integral can be replaced by a simple relaxation time approximation.

**One-dimensional quantum Boltzmann equation for spin density**

Any \(2 \times 2\) matrix (\(\hat{A}\)) can be decomposed into \(\hat{A} = A_0 \hat{1} + \vec{A} \cdot \hat{\sigma}\), with \(A_0 = Tr(\hat{A})\). Therefore, the Wigner distribution function \(\hat{\rho}_W(r, p)\) can be rewritten in the basis of the Pauli matrices \(\hat{\sigma}\) and the unit \(2 \times 2\) matrix

\[
\hat{\rho}_W(r, p, t) = \frac{1}{2} \left( f(r, p, t) \hat{1} + \vec{M}(r, p, t) \cdot \hat{\sigma} \right).
\]

(2.24)

Then in terms of the phase-space atomic density \(f\) and spin density \(\vec{M}\) the coupled Boltzmann equations are given by

\[
\partial_t f + \frac{p}{m} \cdot \nabla_r f - \nabla_r U_0 \cdot \nabla_p f - \nabla_r \vec{U} \cdot \nabla_p \vec{M} = I_{\text{coll}}^{(f)}[f, \vec{M}]
\]

(2.25)

and

\[
\partial_t \vec{M} + \frac{p}{m} \cdot \nabla_r \vec{M} - \nabla_r U_0 \cdot \nabla_p \vec{M} - \nabla_r \vec{U} \cdot \nabla_p f - \frac{2 \vec{U}}{\hbar} \times \vec{M} = J_{\text{coll}}^{(M)}[f, \vec{M}],
\]

(2.26)

with \(\vec{U}\) also decomposed as \(\vec{U} = \frac{1}{2} \left( U_0(r, t) \hat{1} + \vec{U}(r, t) \cdot \hat{\sigma} \right)\). The scalar component \(U_0\) is the overall trapping potential plus the mean field energy. The vectorial component \(\vec{U}(r, t)\) is
given by
\[
\vec{U}(r, t) = \frac{\hbar}{2} \Omega(r, t) \hat{e}_\parallel + \frac{e g_{12} \vec{m}}{2},
\]
(2.27)
with \(\hbar \Omega(r, t)\) the differential potential experienced by atoms in the two different states, which can be set to almost zero by canceling the contributions from the differential Zeeman and mean-field shifts in a mutual compensation scheme. \(\vec{m}(r, t)\) is the experimental observable spin, which is obtained by integrating spin density \(\vec{M}(r, p, t)\) over all momentum, \(\vec{m}(r, t) = \int dp \vec{M}(r, p, t)/2\pi\hbar\).

Since the system is quasi one-dimensional (trap frequency ratio \(\omega_\perp/\omega_z \simeq 40\)), we can derive a one-dimensional transport equation along the axial dimension \(z\) to describe the dynamics of the experimental system. Since the radial frequency is the fastest experimental timescale and the radial equilibrium is reached quickly, integrating the full kinetic equation in Eq. 2.26 over radial coordinates gives the one-dimensional kinetic equation for \(f(z, p_z, t)\) and \(\vec{M}(z, p_z, t)\) [49]

\[
\partial_t f + \frac{p_z}{m} \partial_z f - \partial_z U_0 \partial_{p_z} f - \partial_z \vec{U} \cdot \partial_{p_z} \vec{M} \simeq -(f - f^{eq})/\tau(f)
\]
(2.28)
and

\[
\partial_t \vec{M} + \frac{p_z}{m} \partial_z \vec{M} - \partial_z U_0 \partial_{p_z} \vec{M} - \partial_z \vec{U} \partial_{p_z} f - \frac{2\vec{U}}{\hbar} \times \vec{M} \simeq -(\vec{M} - \vec{M}^{eq})/\tau(\vec{M}).
\]
(2.29)

The collision integral on the r.h.s. is also replaced by a simple relaxation time approximation with \(f^{eq}\) (\(\vec{M}^{eq}\)) the local equilibrium density (spin density) in phase space and \(\tau\) the relaxation time. The confining energy is of the order of \(k_BT \simeq 14\ kHz \times h\), which is much larger than the mean-field interaction \(gn(0) \simeq 140\ Hz \times h\). Since the mean-field interaction energy is much smaller, \(U_0\) can be approximated by the external confining potential \(\frac{1}{2}m\omega_z^2z^2\). \(\vec{U}\) acts as an effective magnetic field and is made of two terms. One contains all the contributions from external fields, and the other is the exchange ISRE term [49]

\[
\vec{U}(z, t) = \frac{\hbar\Omega(z, t)}{2} \hat{e}_\parallel + \frac{e g_{12} \vec{m}(z, t)}{2}.
\]
(2.30)
The coupling constant \( g \) is renormalized by a factor of \( 1/2 \) in the process of radial averaging \([73]\). \( \hbar \Omega(z,t) \) is the total differential potential containing all the contributions from different origins and acts as an effective magnetic field for the pseudo-spin system. \( \bar{m}(z,t) \) is the total spin, which is obtained by integrating spin density \( \bar{M}(z,p,t) \) over all momentum. Also, the force terms \( \partial_z \bar{U} \partial_p f \) and \( \partial_z \bar{U} \partial_p \bar{M} \) can be neglected since the differential trapping energy is usually set to a negligible value by canceling the effects of the mean-field shift and Zeeman shift in a mutual compensation scheme as will be discussed in Section 3.2.1. Even if the differential potential is not mutually canceled, the force term due to spatial gradients in the differential potential is small and the effects observed during the experiments presented in this thesis are not due to differential mechanical force terms.

For a non-degenerate and weakly interacting gas, the atomic Gaussian profile does not vary in time when the external forces (excluding the trapping force) are negligible. The initial equilibrium Maxwell-Boltzmann atomic phase-space density \( f(z,p_z) \) is assumed to be stationary and solves the kinetic equation Eq. 2.28. Therefore, the dynamics can be described solely by the kinetic equation for \( \bar{M}(z,p_z,t) \). Considering all these specific simplifying conditions, the final one-dimensional quantum Boltzmann equation for the spin density \( \bar{M}(z,p_z,t) \) is

\[
\partial_t \bar{M} + \frac{p}{m} \partial_z \bar{M} - m\omega_z^2 z \partial_p \bar{M} - \frac{1}{\hbar} (U_{\text{diff}} \hat{e}_\parallel + g' \bar{m}) \times \bar{M} \simeq - (\bar{M} - \bar{M}^{eq}) / \tau_{cl},
\]  

(2.31)

where \( U_{\text{diff}} \) is the total differential potential experienced by atoms in the two different states and \( g' \) is the modified coupling constant, which is renormalized by \( 1/2 \) in the process of radial averaging. \( \tau_{cl} \) is the radially averaged mean collision time \( \tau_{cl}(z) = \frac{[16a^2n_0(z)\sqrt{\pi k_B T/m}]}{[67]} \).

### 2.3 Effect of collective behaviour on spin diffusion in a trapped \(^{87}\text{Rb} \) gas

The theoretical discussion of the first part of this chapter is very general and can be applied to various systems of fermionic or bosonic nature. In this section we focus on the specifics of our experimental system and discuss the phenomenon studied in this thesis.
project. We study the diffusion of a two-domain spin structure in a weakly interacting gas of trapped atoms. Although the system is non-degenerate, it is far from a classical system and we expect to see quantum mechanical modifications to the dynamics.

The thermal de Broglie wavelength $\lambda_{dB}$ of particles with mass $m$ at temperature $T$ is given by $\lambda_{dB} = (2\pi\hbar^2/mk_B T)^{1/2}$, where $\hbar$ is the Planck constant and $k_B$ is the Boltzmann constant. When this wavelength is negligible compared to other length scales in a system, quantum effects can be neglected. For $^{87}$Rb atoms at $T = 600$ nK the thermal de Broglie wavelength is $\lambda_{dB} \simeq 240$ nm, which is much larger than the s-wave scattering length $a = 5.3$ nm and the collisions occur deep in the quantum regime. Therefore, the discussions of the previous section are applicable to our experimental system, and we expect to observe quantum modifications to the diffusion dynamics of the two-domain spin structure due to the indistinguishability of atoms during collisions. For collisions in the classical regime, considering $\lambda_{dB} \sim a$ (or equivalently $\mu < 1$) results in much higher temperatures ($T \sim 10\mu K$), which are not explored in this work.

Collective behaviour due to exchange interactions in degenerate Fermi liquids [45] has been known for many years. This collective behaviour is due to the strong interactions between a spin and the liquid background, which leads to spin oscillations [62, 63, 64]. It came as a surprise when twenty years later it was proposed that collective behaviour could also exist in nondegenerate dilute spin-polarized gases. This behaviour is due to spin-exchange driven ISRE [48, 50] as described in the first part of this chapter, and was observed as unexpected nuclear magnetic resonance signals in multiple experiments in dilute spin-polarized gas systems [59, 60, 61].

Collective behaviour due to the exchange degeneracy effects during collisions in non-condensed two-component trapped atomic gases was first observed by Lewandowski et al. [52], where the two components of a trapped $^{87}$Rb gas sample were segregated spatially. The observed spatial separation of the gas into two components could not be explained by thermal energy considerations. This phenomenon was described [67, 73, 74, 75] as spatiotemporal pseudo-spin oscillations (spin waves) arising from the spin rotation effect, ISRE [50], which occurs in collisions between indistinguishable atoms in the quantum regime (see
Section 2.2.3). This observation renewed the interest in spin-wave studies in dilute non-degenerate quantum gases in trapped ultra-cold atoms.

Later, Kuklov and Meyerovich proposed that this analogy is richer in nature and predicted that other phenomena observed in the dynamics of spin-polarized gases can be observed in trapped ultra-cold atomic systems [56]. Fuchs et al. [55] numerically studied the presence of an instability in the longitudinal diffusion dynamics of a similar system (the so-called Castaing’s instability), using system parameters similar to the experiment described in [52]. Ragan theoretically studied the formation of longitudinal spin domains in such systems in inhomogeneous effective magnetic fields [76].

2.3.1 Spin diffusion

Particle indistinguishability during collisions affects spin diffusion significantly, making the classically simple spin diffusion dynamics anisotropic and highly nonlinear due to quantum modifications. Spin diffusion at low temperatures becomes dominated by the identical spin rotation effect and instead of being a purely dissipative process, it acquires an oscillatory character [77].

Coherent spin oscillations due to the ISRE in non-degenerate gases are usually studied in the hydrodynamic regime. The collision regime is characterized by comparing the mean free path $l_{MF}$ with a relevant characteristic length scale in a system $l$. In the hydrodynamic regime ($l_{MF} \ll l$), the system does not deviate far from local equilibrium. In this regime, the transverse spin diffusion acquires an oscillatory character and the coherent spin interactions decrease the diffusion of transverse spin by canceling out inhomogeneities in the transverse spin. These effects lead to smaller diffusion coefficients for transverse spin diffusion [50]. In this regime the longitudinal spin diffusion remains a purely dissipative process. All the coherent interactions vanish from the longitudinal spin diffusion equations, since longitudinal spin components are distinguishable and the ISRE does not occur. Therefore, the spin diffusion dynamics becomes anisotropic with respect to transverse and longitudinal diffusion. Longitudinal and transverse here refer to directions in spin space and are described in Section 2.1.1.
But in the intermediate regime between the limits of hydrodynamic and collisionless \((l_{MF} \gg l)\), the coherent spin rotation due to the ISRE actually produces a longitudinal component (Fig. 2.4), leading to the so-called longitudinal spin waves \([67, 75, 74]\). Although indistinguishability effects are still absent from the longitudinal spin interactions directly, and purely longitudinal spin oscillations are not affected by the ISRE interactions, the transverse spin interactions indirectly affect the longitudinal spin diffusion. Therefore, to describe the behaviour of the diffusion in our experiments thoroughly we need to consider the full kinetic equation in phase-space (Eq. 2.31). The experimental and numerical results discussed in this thesis show that coherent spin interactions indeed affect the longitudinal spin diffusion significantly. (see Chapters 4,5)

![Figure 2.4: Schematic demonstration of the spin rotation in a collision between two indistinguishable particles, using the Bloch sphere representation. The two Bloch spheres on the left represent two particles with slightly different transverse spin colliding with each other. As a result of the ISRE the spin of each particle rotates around the total spin during the collision.](image)

**2.3.2 Spin waves and Castaing’s instability**

The spin transport equation Eq. 2.31 for a dilute non-degenerate gas in the hydrodynamic limit close to local equilibrium reduces to equations equivalent to Leggett equations
for degenerate Fermi liquids [45], which describe small amplitude transverse spin waves in these systems. These equations for a dilute non-degenerate gas are written as [55, 77]

\[
\frac{\partial \tilde{m}}{\partial t} + \frac{\partial j}{\partial z} = \tilde{\Omega} \times \tilde{m}
\]

\[
\frac{\partial j}{\partial t} - \left( \left( \hat{e}_\parallel + \frac{g \tilde{m}}{2\hbar} \right) \times j + \frac{k_B T}{m} \frac{\partial z \tilde{m}}{\partial z} + \omega_z^2 z \tilde{m} \right) \approx -\frac{j}{\tau},
\]

(2.32)

with \(j(z,t) = \int dp \frac{\tilde{M}}{m} \tilde{M}(z,p,t)\), the spin current along z. These equations only contain position variables, and the momentum dependence vanishes. Our experimental system lies in the intermediate regime between the hydrodynamic and collisionless, and the spin oscillations have large amplitude. Despite the fact that the hydrodynamic approximation does not thoroughly describe the behaviour, we present analytical calculations in the hydrodynamic limit in this section to describe phenomena observed during experiments.

Quantitative studies in the hydrodynamic limit in zero effective external magnetic fields, \(i.e. \Omega = 0\) in Eq. 2.32 or \(U_{\text{diff}} = 0\), demonstrate that in a system with a homogeneous longitudinal spin distribution, \(m_\parallel^0\), a smoothly varying transverse inhomogeneity \(\delta m_\perp\), \(i.e.\ m = m_\parallel^0 e_\parallel + \delta m_\perp\), leads to generation of spin waves with spectrum [56]

\[
\omega = \frac{D k^2}{1 + \mu^2 m_\parallel^0} \left( i - \mu m_\parallel^0 \right).
\]

(2.33)

\(D = k_B T \tau_{\text{el}} / m\) is the spin diffusion coefficient, with \(\tau_{\text{el}}\) the collisional spin relaxation time. \(\mu = \omega_{\text{exch}} \tau = g n \tau / \hbar\) is the ISRE spin rotation parameter, with density \(n\) and coupling constant \(g\). In his studies on spin-polarized gases [78] Castaing showed that when a small transverse spin inhomogeneity of the form \(\delta m_\perp e^{i(kz - \omega t)}\) is added to a purely longitudinal spin distribution with a non-equilibrium longitudinal gradient \((\nabla m_\parallel \neq 0)\), an instability in the transverse spin component occurs. This instability is due to an additional term in the imaginary part of the transverse spin-wave dispersion relation [56]

\[
Im(\omega) = \frac{D}{1 + \mu^2 m_\parallel^0} \left( k^2 - 2 \mu k \cdot \nabla m_\parallel^0 \frac{\mu^2 m_\parallel^0}{1 + \mu^2 m_\parallel^0} \right).
\]

(2.34)
In Eq. 2.34, for wave vectors satisfying

\[ k^2 < 2\mu \vec{k} \cdot \vec{\nabla}m_0^0 \frac{\mu^2 m_0^0}{1 + \mu^2 m_0^0}, \]  

(2.35)

the imaginary part of the dispersion relation has a negative sign. This negative term results in an exponential rise in the magnitude of the initial transverse perturbation \( \delta \vec{m}_\perp \), creating an instability in the transverse spin channel. This instability is referred to as Castaing’s instability after him.

In a trapped atomic system the wave vectors \( k \) are bounded by the presence of the trap, as the size of a system \( L \) constrains the allowed wave vectors, imposing \( k > \pi/L \). For \( \mu m_0^0 > 1 \) this sets the observability criterion of Castaing’s instability as

\[ 2\mu \nabla m_0^0 > \frac{2\pi}{L}. \]  

(2.36)

The spin rotation parameter in our system is \( \mu \sim 3 \), and we are capable of creating longitudinal spin gradients with a length scale of \( \ell = l_{\nabla m_\parallel} \simeq 0.4 w_z \) (see Section 2.4), where \( w_z \) is the Gaussian half-width of the trapped atomic cloud along the axial direction (i.e. \( L = 2w_z \)). It is clear that these parameters, i.e. \( \nabla m_0^0 = 1/\ell \) and \( \mu \sim 3 \), are consistent with the instability criterion (Eq. 2.36); therefore, it is conceivable that Castaing’s instability occurs in the longitudinal spin diffusion experiments studied in this thesis. However, we should emphasize that the signature of Castaing’s instability in our results cannot be unambiguously distinguished from other dynamical processes observed.

In Chapter 4 of this thesis, the experimental results of the longitudinal spin diffusion studies in uniform external effective magnetic fields are presented, along with the results of the numerical solution of the one-dimensional transport equation (Eq. 2.31). We study the signature of the presence of Castaing’s instability in spin diffusion experiments, which appears as an initial rise in the total transverse spin magnitude across the atomic distribution.
2.3.3 Spin diffusion in effective magnetic field gradients

Effective magnetic field gradients also affect the longitudinal spin diffusion dynamics significantly. The spin-torque term in the transport equation (Eq. 2.31), \( (U_{\text{diff}} \hat{e}_\parallel + g\vec{m}) \times \vec{M} \), contains two terms. The first term in the parenthesis is any effective magnetic field applied to the system, and the second is the ISRE spin rotation term due to indistinguishability effects during binary collisions discussed in the first part of this chapter. When effective magnetic field gradients exist, the effect of the apparent ISRE magnetic field \((g\vec{m})\) and the effective nonuniform external magnetic fields \((U_{\text{diff}})\) can either cooperate or compete. The overall behaviour of the system depends on the relative strength of these contributing pieces as well as whether the effects cooperate or compete.

Experimental and theoretical studies in spin-polarized gases showed that the presence of effective magnetic field gradients can stabilize the longitudinal spin current even if Castaing’s criterion is met [79, 80, 81, 82]. Ragan predicted that the effect of the linear field gradient in stabilizing the longitudinal spin diffusion is asymmetric with respect to the sign of the applied field gradient [81], and the stability diagram is drastically different between positive and negative linear field gradients. The reason for this striking difference is due to the fact that the initial longitudinal spin domain orientation breaks the symmetry of the system by introducing a specific direction. Then for one orientation of the effective magnetic field gradient with respect to the initial longitudinal domain profile orientation, the effect of the ISRE and the external field gradient cooperate, while for the other orientation they compete.

Conversely, magnetic field gradients can lead to formation of stable longitudinal spin domains in spin-polarized systems [82]. In the hydrodynamic regime, Ragan et al. [76] theoretically studied the formation of stable longitudinal spin domains in a trapped gas when linear effective magnetic field gradients \(G\) exist, considering \(U_{\text{diff}}/\hbar = Gz\). They obtained an expression showing the relation between the width of the stable domain-wall \(\ell_{eq}\) and the applied field gradient \(G\) [83]

\[
G = \frac{1}{\mu M} \frac{\omega_z}{w_z} \left( \frac{\pi/2}{1.1 \ell_{eq}/w_z} \right)^3 \omega_z \tau, \tag{2.37}
\]
with $w_z$ the Gaussian half-width of the atomic distribution. This stable domain state then slowly relaxes to the final equilibrium. For uniform external effective magnetic fields, $G = 0$, the longitudinal domain state becomes unstable with respect to transverse perturbation as described by Castaing’s instability [56, 55].

We study the effect of nonuniform effective magnetic fields on longitudinal diffusion of the two-domain spin structure by applying positive and negative external effective magnetic fields with linear symmetry. The results of these studies are presented in Chapter 5, along with the results from the numerical simulation of the spin transport equation (Eq. 2.31), containing linear magnetic field gradients. We indeed observe the stabilizing effect of the linear field gradients in the initial stage of the dynamics, as the signature of Castaing’s instability is suppressed when field gradients of both signs are applied. We also observe a drastic contrast between the longitudinal spin diffusion timescales for positive and negative linear field gradients. While for positive field gradients we observe slower longitudinal relaxation and longer longitudinal spin domain lifetimes, adding negative field gradients leads to a rapid relaxation of the longitudinal spin domains.
Chapter 3

Experimental setup

This chapter gives an overview of the experimental setup and methods used in studying spin transport in a non-condensed trapped gas of $^{87}$Rb atoms. We worked with a Bose-Einstein condensation (BEC) system, but for these experiments, we studied non-degenerate samples rather than condensates. In the first part of this chapter, we give a brief overview of our BEC system and describe the procedure used to prepare and detect ultra-cold atomic samples. In the second part, we focus on the spin-state preparation and measurement techniques used in studying spin transport in this thesis project.

3.1 BEC system and ultra-cold atom preparation

Various sorts of trapping and cooling techniques are used to create Bose-Einstein condensates of different atomic species. Our apparatus is designed based on the work of H.J. Lewandowski et al., which was an attempt to create a simplified BEC machine designed to "consistently produce a stable condensate even when it is not well optimized" [84]. The specifics of this system are explained in great detail in [57, 85] and will be summarized only briefly here.

To prepare an ultra-cold trapped atomic sample, first we trap and cool $^{87}$Rb atoms in a magneto-optical trap (MOT). Trapping in a MOT exploits a combination of laser cooling and inhomogeneous magnetic fields to cool and confine neutral atoms in three dimensions. Three pairs of counter-propagating laser beams tuned below an atomic transition (cooling transition) cool the atoms down to $\mu$K temperatures, and the magnetic field provides the position-dependent trapping force to confine the atoms (Fig. 3.1). The density of trapped
Figure 3.1: Trapping process in a 1D MOT. The atomic excited state is Zeeman-shifted in the magnetic field. The dashed line indicated on the diagram represents the energy of the incoming photon \((h\nu)\), detuned below the resonant transition. On the right side, the incident laser frequency is closer to the transition from the ground state to the \(m = -1\) excited state, since the \(m = -1\) state is shifted down due to the Zeeman shift. Therefore, the transition with \(\Delta m = -1\) is closer to being resonant with the illuminating laser. As a result, the atoms on the right side scatter \(\sigma^-\) photons at a higher rate than the \(\sigma^+\) photons. Choosing the correct polarization of the incident laser beams leads to driving the atoms towards the center of the trap.
atoms in a MOT is limited by reabsorption of spontaneously emitted photons from trapped atoms. Due to this process the density of trapped atoms in a MOT is limited to $\sim 10^{11}$ cm$^{-3}$.

Figure 3.2: Hyperfine structure of $D_2$ transition ($5^2S_{1/2} \rightarrow 5^2P_{3/2}$) of $^{87}$Rb in zero magnetic field. The cooling transition ($F = 2 \rightarrow F' = 3$) and repumper transition ($F = 1 \rightarrow F' = 2$) are indicated on the diagram. The energy separations are not to scale [86].

Figure 3.2 shows the hyperfine structure of the $D_2$ transition ($5^2S_{1/2} \rightarrow 5^2P_{3/2}$) of $^{87}$Rb in zero magnetic field [86]. We tune the trapping laser for the MOT (cooling laser) to the $F = 2 \rightarrow F' = 3$ transition, where prime notation refers to an excited state. Due to off-resonant transitions some atoms are excited to the $F' = 2$ hyperfine sublevel, and decay from the $F' = 2$ to the $F = 1$ hyperfine level. Since $F = 1$ is not in the trapping cycle, a different laser (repumper laser) tuned to the $F = 1 \rightarrow F' = 2$ transition is used to force the atoms back into the cooling cycle. We use two different methods to lock lasers to desired transitions. We use the saturated absorption spectroscopy (SAS) method to lock the MOT.
beams. A phase-locked loop (PLL) setup is used to lock the probe laser used for imaging the atoms and also the 'Stark shift laser' used in preparing spin states and driving spin dynamics. See [57] for details of both techniques.

The atoms cooled down to micro-Kelvin temperatures are then transferred mechanically from the MOT to an ultra-high vacuum (UHV) science cell where the atoms are confined in the harmonic potential of a hybrid Ioffe-Pritchard magnetic trap (HIP trap). In the science cell, the atoms are then cooled further down into the quantum regime by means of rf-induced evaporative cooling. To trap the atoms in the HIP trap, we load the atoms into a magnetically trappable hyperfine state. These are the states whose energies increase as the magnetic field is increased. The magnetically trappable hyperfine states for the ground-state of $^{87}$Rb in low magnetic fields are $|1, -1\rangle$, $|2, 1\rangle$ and $|2, 2\rangle$ (Fig. 3.3). We turn off the repumper light to pump the atoms into the F=1 state. The atoms in the $|1, -1\rangle$ sublevel will be trapped in the HIP trap after being transferred to the science cell.

The magnetic trap used in our experimental setup is slightly different than a standard Ioffe-Pritchard trap [87]. Our trap consists of a pair of permanent magnets and four electromagnetic coils. This trap is referred to as a hybrid Ioffe-Pritchard (HIP) trap. In this configuration instead of Ioffe bars, the permanent magnets provide radial confinement without any power consumption. They produce a strong radial quadrupole field in the center of the trap. The axial confinement is produced by two pairs of electromagnetic coils (I-P coils). There are two pinch coils (outer pair) that produce axial curvature. Two bias coils (inner pair) in a Helmholtz configuration produce a uniform magnetic field in the center of the trap. The magnitude of the resulting magnetic field is

$$|\vec{B}(\rho,z)| \approx \sqrt{(\eta \rho)^2 + \left(B_0 + \frac{\beta}{2} z^2\right)^2},$$

(3.1)

where $\eta$ is the radial field gradient produced by the permanent magnets ($\rho$ is the radial coordinate), and $\beta$ is the axial curvature produced by the pinch coils ($z$ is the axial coordinate). $B_0 \sim 3.2$ G is the bias magnetic field. The magnetic trapping potential near the
Figure 3.3: Zeeman-shifted $^{87}\text{Rb}$ hyperfine splitting in magnetic field. It is noticeable that in low magnetic fields, the energy of $|1, -1\rangle$ state increases with magnetic field.
center of the trap can be approximated as an anisotropic harmonic potential \[87\]

\[
U \approx \frac{1}{2} m (\omega_r \rho^2 + \omega_z z^2). \tag{3.2}
\]

The radial frequency \(\omega_r\) and axial frequency \(\omega_z\) are

\[
\omega_r = \sqrt{\frac{m g_f \mu_B}{m B_0 \eta}} \tag{3.3}
\]

and

\[
\omega_z = \sqrt{\frac{m g_f \mu_B \beta}{m}}. \tag{3.4}
\]

\(g_f\) is the Lande g-factor, \(\mu_B\) is the Bohr magneton and \(m\) is the mass of Rb atoms. In our experiment the trap frequencies are \(\omega_z = 6.7 \text{ Hz}\) and \(\omega_r = 255 \text{ Hz}\). The trapped atomic cloud has an ellipsoidal geometry that is highly elongated along the axial direction with typical sizes of \(10 \times 10 \times 380 \mu\text{m}\).

The next step in preparing a trapped ultra-cold atomic sample is to cool the trapped atoms into the quantum regime. We use rf-induced evaporative cooling to cool the atoms confined in the HIP trap close to or into quantum degeneracy. The principle of evaporative cooling is to remove atoms with higher energies than the average energy of the atomic sample and allow the sample to rethermalize through elastic collisions to a lower temperature \[65\].

In our experiment we use transitions to untrapped Zeeman-shifted levels to remove atoms from the trap. Atoms with lower energies are on average closer to the center of the trap and have smaller Zeeman shifts. The high energy atoms mostly reside in the regions with higher magnetic field values farther from the center of the trap, where the Zeeman-shift is larger. By applying rf radiation tuned to transitions from the trapped \(|1, -1\rangle\) to the untrapped \(|1, 0\rangle\) state, the targeted atoms are ejected from the trap carrying away energy.

Thus by sweeping the rf frequency from high to low, we can target atoms selectively based on their energies to cool the atomic cloud. As long as the atom-loss rate is not too fast, this process leads to an increase in the phase-space density, since the volume decreases as the atoms with lower energies occupy the space closer to the center of the trap. Although we
are capable of creating BECs using this procedure, we stop evaporation above degeneracy to study spin transport properties of a non-degenerate trapped Bose gas presented in this thesis.

The atomic cloud cooled via evaporative cooling is then imaged in order to infer the trapped atomic sample properties. It is preferable to use a cycling transition as the imaging transition, since it increases the signal-to-noise ratio. The atoms are trapped in the $|1, -1\rangle$ state in the HIP trap, but there is no cycling transition to the excited state for this state. Therefore, first we coherently transfer the atoms from the $|1, -1\rangle$ state to the $|2, -2\rangle$ state using an adiabatic rapid passage (ARP) technique [65]. Then the $|2, -2\rangle \rightarrow |3, -3\rangle$ cycling transition is used for imaging (Fig. 3.4).

We use a destructive absorption imaging technique to measure the population of the atoms in the $|1, -1\rangle$ state. In this procedure the atomic cloud is illuminated with a resonant probe beam tuned to the $|2, -2\rangle \rightarrow |3, -3\rangle$ cycling transition using a PLL locking scheme. The atoms absorb the resonant probe light, producing a shadow of the atomic cloud, which is focused on a CCD camera. The optical density (OD) of the atoms is then calculated after corrections for background and saturation using Beer's law

$$OD = \ln(I_0/I),$$

where $I_0$ is the probe beam intensity, and $I$ is the measured intensity when atoms are present. The number of atoms and temperature of the atomic cloud are calculated using the measured OD, since the measured OD depends on the number of atoms in the cloud that absorb the probe laser beam.

Several systematic effects are important to consider during the imaging process. The atomic energy splitting varies across the atomic cloud due to the inhomogeneity in the trapping magnetic field. Thus the probe light cannot be resonant with the entire cloud. Imaging the atoms in a more uniform magnetic field minimizes this effect. We also need to expand the atomic cloud beyond the resolution limit of our CCD camera. Expanding the cloud is also important to avoid a high absorption, otherwise we might underestimate the
number of atoms in the cloud. We expand the atomic cloud in the anti-trapped $|2, -2\rangle$ state after being transferred from the $|1, -1\rangle$ state.

Figure 3.4 shows the Zeeman-shifted ground and excited states in $^{87}$Rb in low magnetic field and the imaging transitions. The atoms initially in the $|1, -1\rangle$ state in $\sim 3$ G magnetic field are transferred to the $|2, -2\rangle$ state in $t_{\text{ARP}}=0.65$ ms. In the $|2, -2\rangle$ state, the atomic cloud is expanded in an intermediate $\sim 50$ G magnetic field. After proper expansion the bias magnetic field value is increased to high 100 G and the imaging pulses are applied.

Generally, we fit the absorption image to three different functions depending on the degeneracy of the atoms, to infer the atomic cloud properties. For normal clouds studied in this thesis, we fit the image to a 2-D Gaussian, and the number, temperature and phase-space density are extracted using the fit parameters (see [85] for more details on cloud parameter calculations). For studying spin transport in trapped non-degenerate Bose gas we use near degenerate atomic clouds with peak density $n_0 \simeq 2 \times 10^{19}$ m$^{-3}$ and temperature $T = 650$ nK.

**3.2 Experimental setup for spin transport studies**

The two-level system (pseudo-spin 1/2) studied in this thesis project consists of two hyperfine ground-states of $^{87}$Rb atoms confined in the external harmonic potential of a purely magnetic trap, described in the previous section. We study spin diffusion as a special case of spin transport. To generate longitudinal spin diffusion, we create a longitudinal spin gradient via preparing the system in a non-equilibrium two-domain structure of anti-parallel longitudinal spin states in the trapped non-degenerate sample of $^{87}$Rb atoms as will be detailed in Section 3.4. We study the diffusion dynamics during the relaxation of the initial non-equilibrium spin state to the final equilibrium as the longitudinal spin gradient relaxes to zero.

The experimental spin doublet used here is shown in Fig. 3.5. It consists of two magnetically trapped hyperfine ground-states of $^{87}$Rb : $|1\rangle \equiv |1, -1\rangle$ and $|2\rangle \equiv |2, 1\rangle$. For a specific magnetic field these states experience the same first-order Zeeman shift, thus the inhomogeneity in the transition frequency due to trapping magnetic field is minimized across the
Figure 3.4: Zeeman-shifted ground ($5S_{1/2}$) and excited ($5P_{3/2}$) states of $^{87}$Rb in low magnetic field. The ARP ($|1, -1\rangle \rightarrow |2, -2\rangle$) and imaging ($|2, -2\rangle \rightarrow |3, -3\rangle$) transitions are shown on the diagram. The energy separations are not to scale.
atomic distribution for small magnetic fields. The two states $|1\rangle$ and $|2\rangle$ are coupled via a two-photon microwave-rf transition. The transition cannot be induced by a single photon, since the two states are different by two units of angular momentum. We use a combination of optical patterning and microwave pulse techniques to prepare the initial two-domain spin texture as will be explained in Section 3.4. We manipulate the atomic energy splitting across the atomic cloud via the ac Stark effect induced by applying a patterned optical field. This gives us spatial control for state preparation.

![Energy Level Diagram](image)

Figure 3.5: Zeeman-shifted ground-state of $^{87}\text{Rb}$ in low magnetic field. The pseudo-spin $\frac{1}{2}$ system consists of two trapped states $|1\rangle \equiv |1, -1\rangle$ and $|2\rangle \equiv |2, 1\rangle$ coupled via a two-photon transition. The microwave fields are detuned from the $|2, 0\rangle$ state to avoid populating the intermediate state.

The magnetically confined $^{87}\text{Rb}$ atoms are evaporatively cooled to just above quantum degeneracy with temperatures of the order of $T \sim 650$ nK and peak density $n_0 \sim 2 \times 10^{13}$ cm$^{-3}$. When no external fields are applied, the transition frequency between the two states $\nu_{12}$ is affected by the trapping magnetic field-induced Zeeman shift as well as the mean-field collisional shift, since both effects alter atomic energy levels. It is desirable to minimize the inhomogeneity in the differential energy splittings to achieve longer coherence.
times. Also starting with a uniform differential potential simplifies spin-state preparation as is described in more detail in the following section.

3.2.1 Uniform differential potential

It is possible to cancel the effect of the differential Zeeman shift and mean-field collisional shift to achieve a uniform differential potential across the atomic distribution. This procedure is usually referred to as mutual compensation scheme. The transition frequency between the two states is measured via Ramsey spectroscopy (see Section 3.3.1), which gives the differential potential between the two states $U_{\text{diff}} = h\nu_{12}$.

The Breit-Rabi formula [88] gives the magnetic field dependence of each $m_f$ energy level, when the $m_f$ degeneracy is lifted in an intermediate magnetic field. This formula, which only applies to the ground state manifold of D transition, predicts a magic spot magnetic field $B_0 \sim 3.23$ G at which a minimum for the transition frequency between the two states is reached, also indicating that at $B = B_0$ the differential energy shift between the two states is first-order independent of the magnetic field. It is desirable to choose the magnetic field value close to $B_0$ to reduce the spatial inhomogeneity of $\nu_{12}$ across the cloud. The magnetic field near the bottom of the trap can be approximated as $B(z) = B_{\text{bias}} + \frac{B''}{2} z^2$. Close to the magic spot magnetic field $B_0$, the differential Zeeman shift is $\nu_{12} = \nu_{\text{min}} + \alpha (B - B_0)^2$. Therefore; the position dependence of $\nu_{12}$ can be approximated proportional to $(B''/2)^2 z^4 + (B_{\text{bias}} - B_0)B'' z^2$, which scales roughly as $z^2$ away from $B_0$. By adjusting the bias magnetic field $B_{\text{bias}}$ compared to $B_0$, the differential Zeeman shift curvature can be made positive, negative or zero.

The other effect that modifies $\nu_{12}$ is due to the interactions between the trapped atoms. In the cold-collision regime, where the thermal de Broglie wavelength of a particle $\lambda_{dB}$ is greater than the s-wave scattering length between the two particles $a$ (see Chapter 2), atoms experience energy shifts equal to $\alpha gn$. $\alpha$ is the two-particle correlation at zero separation, $g = \frac{4\pi\hbar^2}{m} a$ is the coupling constant and $n$ the number density. For non-condensed indistinguishable bosons $\alpha = 2$ due to exchange symmetry. The differential mean-field
cold-collisional shift is then given by

\[ \Delta_{MF} = \frac{4\pi h^2}{m} \left[ 2a_{11}n_1 - 2a_{22}n_2 + 2a_{12}(n_1 - n_2) \right], \] (3.6)

where \( m \) is the mass of a \(^{87}\text{Rb} \) atom, \( a_{ij} \) is the s-wave scattering length between states \(|i\rangle \) and \(|j\rangle \) \((i, j = 1, 2)\), and \( n_i \) is the density of atoms in state \( i \) \cite{85}. This energy shift scales directly with the density; therefore, for a non-condensed cloud it has a Gaussian profile across the atomic distribution.

By tuning the magnetic field or the number density of the atomic cloud, we can cancel out these two differential contributions to create an approximately uniform differential potential, as schematically presented in Fig. 3.6. To reach the cancellation values for the magnetic field and the density, we keep the magnetic field constant and change the collisional energy shift by varying the density of the atomic cloud. We work at a magnetic field \( B_{CS} = 3.3 \) G close to the magic spot \( B_0 = 3.23 \) G, that produces a differential Zeeman shift with an opposite sign compared to the collisional shift, otherwise cancellation is not possible.

Adding arbitrary differential energy shifts to this uniform potential is possible by applying external fields. Our spin-state preparation technique involves adding an arbitrary external differential potential via the ac Stark effect by applying patterned optical profiles. Using these differential energy shifts combined with microwave pulse sequences, we initialize the two-domain longitudinal spin profiles used in this work to study spin diffusion, as will be discussed in more detail in Section 3.4.

### 3.2.2 The ac Stark effect and the light shift

The oscillating electromagnetic field of an off-resonant laser alters the atomic energy levels via the ac Stark effect. The electric field of the laser induces an atomic electric dipole moment, whose energy is altered due to interaction with the electric field of the laser. The resulting interaction potential between this induced dipole moment and the electric field is \cite{89}

\[ U_{\text{dip}}(r) = -\frac{3\pi c^2}{2\omega_0^2} \left( \frac{\Gamma}{\omega_0 - \omega_L} + \frac{\Gamma}{\omega_0 + \omega_L} \right) I(r), \] (3.7)
Figure 3.6: Schematic representation of the mutual compensation of the mean-field shift and Zeeman shift. The total differential potential is roughly uniform across the atomic distribution.

where $\Gamma$ is the excited state spontaneous decay rate, $\omega_0$ is the transition frequency, $\omega_L$ is the applied laser frequency and $I(r)$ is the laser intensity spatial distribution. The detuning $\Delta = \omega_L - \omega_0$ is defined as the difference between the atomic resonance frequency $\omega_0$ and the laser frequency $\omega_L$.

When the laser frequency is tuned close to resonance, $|\Delta| \ll \omega_0$, implementing the rotating wave approximation (RWA) leads to a simplified expression for $U_{\text{dip}}$,

$$U_{\text{dip}}(r) = \frac{3\pi c^2}{2\omega_0^3} \left( \frac{\Gamma}{\Delta} \right) I(r). \quad (3.8)$$

By producing different laser intensity distributions across the atomic cloud, we can create differential potentials with arbitrary geometries. This technique is used in preparing the two-domain spin profile (Section 3.4), as well as adding effective magnetic fields with various size and symmetry for spin diffusion studies in Chapter 5.

**The Stark laser**

We use a tuneable external cavity diode laser with center wavelength at 780 nm to Stark shift the atomic energy levels. To stabilize its frequency, we use a PLL lock setup.
and detune the laser frequency \( \sim 3 \) GHz below the resonant \( D_2 \) excited-state transition \(|2, -2\rangle \rightarrow |3, -3\rangle\). By illuminating the atomic cloud with the laser beam at 3 GHz detuning and 130 W/m\(^2\) intensity, we produce light shifts of the order of 200 kHz. We can modify the magnitude of the differential light shift by either adjusting the intensity of the laser beam or varying the laser detuning. This same Stark laser beam is used both in the procedure for initializing the two-domain spin profile (Section 3.4) as well as applying external effective magnetic fields in spin diffusion studies discussed in Chapter 5 (Section 5.3), in two distinct optical paths.

### 3.3 Spin transport measurement

In this section we describe different measurement methods used in the experimental studies presented in this thesis. The measurement of different properties involves absorption imaging of atoms to measure the atomic density distribution. The image is divided into equally spaced axial bins to achieve spatial resolution. The Ramsey spectroscopy method is used to measure differential energy shifts between the two states. This method was used for all the \( U_{\text{diff}} \) measurements presented here and in Chapter 5. Ramsey-type experiments, in which a \( \pi/2 \)-pulse rotates the transverse spin component \( S_\perp \) into longitudinal spin component \( S_\parallel \), are used to measure the transverse spin component. The longitudinal spin projection is measured by directly measuring the distribution of atoms in states \(|1\rangle\) and \(|2\rangle\).

#### 3.3.1 Ramsey spectroscopy

The Ramsey spectroscopy method is widely used in different fields of physics to measure coherence. A superposition of two particular quantum states is prepared, and the time evolution of the superposition state is studied. The relative phase of the superposition of the two states evolves proportional to the energy splitting between the two states during the superposition evolution time. A read-out pulse recombines the states interferometrically and a temporal interference pattern is created as a function of Ramsey pulse separation (labeled as evolution time \( T \) in Fig. 3.7(b)). The fringe contrast gives a measure of coherence in the system.
\( \omega_0 \) is the resonant transition frequency between the two states \(|1\rangle \equiv |1, -1\rangle\) and \(|2\rangle \equiv |2, 1\rangle\) (Fig. 3.5) and \(\omega_{2\nu}\) is the frequency of the applied two-photon pulses, with \(\delta = \omega_{2\nu} - \omega_0\). The Ramsey spectroscopy sequence is as follows:

The Ramsey method used here consists of two \(\pi/2\) microwave pulses detuned from the two-photon transition by \(\delta = \omega_{2\nu} - \omega_0\). \(\omega_0\) is the resonant transition frequency between the two states and \(\omega_{2\nu}\) is the frequency of the applied two-photon pulse [Fig. 3.7(a)]. The two \(\pi/2\) microwave pulses are separated by a varying free evolution time \(T\) as shown in Fig. 3.7(b). After the two pulse sequence, the probability of finding atoms in the excited state \(P_2\) for \(\delta \ll \Omega_R\) and pulse length \(\tau \ll T\) is [85]

\[
P_2(T, \delta) \simeq \frac{1}{2} + \frac{1}{2} \cos(\delta T). \tag{3.9}
\]

Figure 3.8 shows the Ramsey spectroscopy process in the Bloch sphere representation schematically. The first \(\pi/2\) pulse places the atoms in a coherent superposition of the two spin states. During the evolution time, the relative phase between the two states evolves at a rate proportional to the energy difference between them \(\phi_{12} = \omega_0 T\), while the coupling drive acquires a phase \(\phi_{2\nu} = \omega_{2\nu} T\), during the free evolution time. The second \(\pi/2\) pulse recombines the two states interferometrically, depending on the relative accumulated phases.
Figure 3.8: Schematic representation of Ramsey oscillations in Bloch sphere representation. Two $\pi/2$ pulses are detuned by $\delta = \omega_{\mu W} - \omega_0$ and separated by time $T$. (a) When $\delta T = 0$ the two-pulse sequence is equivalent to a $\pi$ pulse. (b) When $\delta T = \pi/2$ the second $\pi/2$ does not transfer the atoms as the state vector is along the field’s torque vector ($U$ axis). (c) When $\delta T = \pi$ the second $\pi/2$ transfer the atoms back to the initial state.

Figure 3.9: Ramsey spectroscopy data showing an oscillation of the population of atoms in state $|1\rangle$ measured after the second $\pi/2$ pulse in the center of the atomic distribution. The solid line is a fit to a sign wave as a guide to eye.
As a result, an oscillation of the population between the two states is observed as a function of the evolution time. Figure 3.9 presents a typical set of Ramsey oscillation data.

The fringe contrast measures coherence and decreases with time as a result of decoherence in the system. The frequency of the Ramsey oscillations is the difference between the transition frequency and the applied two-photon driving field. We extract the differential energy shift between the two states from the Ramsey oscillation frequency measurements. To achieve spatial resolution we divide the cloud into several axial bins and extract Ramsey oscillation frequency for each location separately. Figure 3.10 shows the results of this $U_{\text{diff}}$ measurement procedure for cancellation of differential potential (red, ◦) prepared in the mutual compensation scheme, as well as differential potential data with positive (black, □) and negative (blue, □) linear gradients (see Section 5.3 for details). The error bars are from Ramsey fringe fitting errors.

Figure 3.10: The Ramsey oscillation frequency as a function of axial position is shown. The differential energy shift between states $|1\rangle$ and $|2\rangle$ is extracted for different applied fields. (Red, ◦) shows uniform differential potential across the atomic distribution achieved in the mutual compensation scheme (red, ◦). Also are shown differential potential data with positive (black, □) and negative (blue, □) linear field gradients. Differential energy shifts are measured by Ramsey spectroscopy (Section 3.3.1).
3.3.2 The experimental method for reconstructing spin

Longitudinal spin

The longitudinal spin projection is measured by directly measuring the spatial distribution $N_i(z)$ of atoms in states $|1\rangle$ and $|2\rangle$ in separate experimental shots with the same initial conditions. The atomic cloud is divided to 23 axial bins for spatial resolution. The longitudinal spin is defined as the local population difference between the two states

$$S_{\parallel}(z) = \frac{N_2(z)}{N_{2\text{tot}}} - \frac{N_1(z)}{N_{1\text{tot}}},$$

with $N_{i\text{tot}} = \sum_z N_i(z)$, $i = 1, 2$, summed over all axial bins. The time evolution of the longitudinal spin $S_{\parallel}(z,t)$ is studied by performing the same procedure of extracting longitudinal spin component distribution $S_{\parallel}(z)$ subsequent to the evolution of the system for different evolution times. We normalize the distribution in each state $N_i(z)$ to the total number in the same state $N_{i\text{tot}}$, to avoid including the effects due to the loss from state $|2\rangle$ from dipolar relaxation during $|2\rangle - |2\rangle$ collisions. The life time for both states $|1\rangle$ and $|2\rangle$ are measured in separate experiments and are higher (> 1 s) than relevant experimental timescales (∼ 0.5 s). Figure 3.11 presents typical longitudinal spin distribution data.

Transverse spin

We use Ramsey-type experiments (Section 3.3.1) to measure the transverse spin component $S_{\perp} = S_{1\perp} e^{i\phi}$. Due to spin initialization processes the spin profile might have a transverse component, meaning the spin initialization processes effectively act as the first pulse in a Ramsey spectroscopy sequence. Therefore, only the second read-out pulse is applied to project the transverse spin into longitudinal spin. Measuring the number of atoms in states $|1\rangle$ after the read-out pulse is equivalent to measuring transverse spin prior to the read-out pulse application. This measurement method also creates an oscillation of the population of atoms between the two state $|1\rangle$ and $|2\rangle$ (Fig. 3.12), as seen in ordinary Ramsey spectroscopy. For these measurements, the amplitude of Ramsey oscillations gives the
Figure 3.11: Population of atoms in the two states $|1\rangle (N_1(z), \blacksquare)$ and $|2\rangle (N_1(z), \bullet)$. The population in each state is measured in separate experimental shots. The atomic cloud is divided into 21 axial bins for spatial resolution.

transverse spin magnitude $S_\perp$, and the phase of these oscillations gives the transverse spin orientation $\phi$.

Typical Ramsey spectroscopy experiment data for transverse spin measurement is presented in Fig. 3.12. The frequency of Ramsey oscillations ($\nu_{rm}$) can be adjusted by changing the detuning of the two-photon deriving field with respect to resonance. We use different Ramsey scan frequencies to achieve different levels of time resolution for transverse spin component measurements. To extract the spatiotemporal evolution of the transverse spin component $\vec{S}_\perp(z,t)$ we incorporate Ramsey scans with appropriate time resolution depending on the specific features of the dynamics we expect to observe. To detect rapidly changing features in the dynamics of the transverse spin component we need high resolution Ramsey scans. To study long time behaviour of the transverse spin component dynamics in reasonable experiment times, we use lower resolution for the Ramsey scans.

We extract the phase $\phi$ and amplitude $S_\perp$ of the transverse spin component by fitting a sine wave with a fixed frequency but varying phase and amplitude in a moving window that includes at least one single Ramsey oscillation for each bin (Fig. 3.12). By moving this window in time across the Ramsey oscillation raw data for each bin we extract the time
evolution of the magnitude and phase of the transverse spin component across the atomic
distribution, creating spatially resolved plots of $\vec{S}_\perp(z,t)$ time evolution.

Depending on the Ramsey spectroscopy sampling rate as well as the chosen size for the
moving fitting window, some smoothing of the extracted results might happen. Therefore,
great care must be taken while choosing the Ramsey scanning frequency before measure-
ments and fitting window size during data analysis, in order to detect all the important
features of the transverse spin dynamics. We discuss this procedure more specifically while
presenting the relevant experimental results in Chapters 4 and 5.

![Figure 3.12: Ramsey oscillation data for a typical transverse spin component measurement. A sine wave with fixed frequency but time varying amplitude is fit to the data points in a window that encompasses more than one full Ramsey oscillation. This window is moved in time through each data set to extract the time evolution of the amplitude and phase of Ramsey oscillations. Maximum contrast is measured in a separate calibration Ramsey scan. Sample results of this analysis are shown in Fig. 4.6. The solid line here is a fit to a growing sine wave to guide the eye.](image)

### 3.4 Spin profile initialization

In this section we describe the procedure used to prepare the two-domain spin profiles
used in spin diffusion studies in this work. Initially in state $|1\rangle$, the ensemble is illumi-
nated with the off-resonant partially masked Stark laser beam (Section 3.2.2) that creates an optical step potential on top of the initially uniform differential potential presented in Fig. 3.10. The optical setup for producing the step optical potential is schematically depicted in Fig. 3.13. The masked laser ac-Stark shifts the atomic energy levels only on the illuminated side of the atomic distribution and the energy levels on the other half of the atomic distribution remain unchanged [Fig. 3.14(a,b)].

This light shift is large compared to the resonant Rabi frequency $\Omega_R = 3.4$ kHz, and thus a $\pi$-pulse resonant with the unperturbed atoms is far detuned from the transition on the unmasked side, resulting in no transfer of atoms between the two states on the illuminated side of the atomic distribution (see [57]). The light shifts employed are $\sim 200$ kHz ($\sim 50\Omega_R$). Figure 3.14(b) depicts the two-domain spin profile preparation sequence using the Bloch sphere representation of the spin doublet. Applying a microwave $\pi$-pulse to the atoms initially in $|1\rangle$ while illuminating them with the masked laser transfers atoms in the unilluminated half of the distribution to $|2\rangle$ and the atoms in the illuminated side remain in their initial state $|1\rangle$.

We use this initialization procedure to prepare the two-domain spin texture used in studying spin diffusion dynamics. Figure 3.15 shows the spatial atomic distribution in the
Figure 3.14: Preparation of the two-domain spin structure. (a) Conceptual schematic of the off-resonant patterned laser beam. (b) Bloch sphere representation of the two-domain spin structure preparation sequence: Applying a microwave $\pi$-pulse to the atoms initially in $|1\rangle$ while illuminating them with a masked laser transfers atoms in the unilluminated half of the distribution to $|2\rangle$. Time goes from top to bottom. (c) Composite image of atoms in $|1\rangle$ (right, purple) and $|2\rangle$ (left, green) following the initialization sequence and radial expansion, destructively acquired on sequential experimental sequences.
two states $|1\rangle$ and $|2\rangle$ measured after the initialization sequence. The initial longitudinal spin component $S_{||}(z)$ of the two-domain spin profile Fig. 3.15(b) is extracted from the measured longitudinal spin data in Fig. 3.15(a) using Eq. 3.10. The characteristic parameters of this initial longitudinal two-domain domain profile are extracted from $S_{||}(z)$.

Figure 3.15: (a) Population of atoms in the two states $|1\rangle$ ($N_1(z)$, solid line) and $|2\rangle$ ($N_2(z)$, dashed line) at $T = 650$ nK and $n_0 \simeq 2 \times 10^{13}$ cm$^{-19}$. The population in each state is measured in separate experimental shots. The sum of population in the two states $N_{\text{total}}(z) = N_1 + N_2$ (□), is fit to a Gaussian function to extract the Gaussian half-width ($w_z \simeq 180(4)$ µm) of the atomic distribution. As described earlier the cloud is divided axially into 21 bins for spatial resolution; here each data point corresponds to one bin. This data is used to reconstruct the longitudinal spin component. (b) Longitudinal spin component extracted using Eq. 3.10. We fit a Gaussian-weighted hyperbolic tangent function $S_{||}(z) = A \exp(-z^2/2w_z^2) \tanh(z/\ell)$ to the initial $S_{||}(z)$ to extract the initial domain-wall width $\ell \simeq 74(7)$ µm for the presented initial spin profile data here.

The initial transverse spin profile is measured using Ramsey spectroscopy with high frequency ($\nu_{nm} \sim 1$ kHz) at short times ($\sim 3$ ms) compared to the evolution time ($> 100$ ms), to ensure that no dynamics is occurring while the initial transverse spin component in the domain-wall is measured. Figure 3.16(a) shows the transverse spin phase extracted from the measurement of initial transverse spin profile in the domain-wall. A schematic representation
of the transverse spin orientation across the domain-wall is depicted in Figure 3.16(b). The total initial spin profile prepared using the procedure described above is shown in Fig. 3.17. This procedure creates anti-parallel longitudinal spin domains separated by a helical domain-wall (Fig. 3.16) where the spin vector is coherently twisted, while remaining fully polarized.

The general procedure to study spin diffusion dynamics in this thesis project is as follows. After the desired spin texture preparation we let the initialized two-domain spin structure evolve in time and reconstruct longitudinal and transverse spin components using the methods described in the previous section. The next two chapters present the experimental results of these spin diffusion studies.
Figure 3.16: The initial transverse spin profile phase extracted from high resolution transverse spin component measurements is shown in (a). (b) Schematic depiction of the magnitude and orientation of the initial transverse spin component across the domain-wall region.
Figure 3.17: The initial two-domain spin profile consists of two anti-parallel longitudinal spin domains separated by a helical domain-wall. The initial transverse spin component magnitude $S_\perp$ is extracted from Ramsey fringe contrast. The total spin $N_{\text{total}} \simeq N_1 + N_2$ is also shown. Solid lines are fits to a Gaussian ($S_{\text{total}}$), and the same Gaussian multiplied by sech$(z/\ell)$ ($S_\perp$) and tanh$(z/\ell)$ ($S_\parallel$). The gray shaded region shows the domain-wall.
Chapter 4

Spin transport study in a trapped Bose gas

This chapter presents the experimental results of spin diffusion dynamics studies in a weakly-interacting trapped Bose gas. We initialize a one-dimensional two-domain antiparallel spin texture and observe the dynamics from this initial nonequilibrium profile to the final equilibrium state. In the first part of this chapter, we start by presenting a brief review of experimental spin transport studies in ultra-cold atomic systems. We continue by presenting the general results observed in our diffusion experiments for both longitudinal and transverse spin components and propose a phenomenological description for the observed behaviour. In the second part, we study how tuning the degree of initial coherence in the domain-wall region affects the diffusion dynamics. Finally, we discuss the mechanism governing the diffusion dynamics and present numerical results from numerical calculations of the semiclassical Boltzmann equation, covering a broader range of parameter space than is experimentally available in our current experimental setup.

4.1 Introduction

Collective spin behaviour occurs in degenerate Fermi liquids due to strong interactions in these quantum fluids and was the focus of many experimental and theoretical studies in late 1900s [45, 62, 63, 64, 90]. Though spin is a fundamentally quantum property, in dilute non-degenerate gases spin transport was expected to be accurately described by classical Boltzmann theory, since quantum degeneracy effects are absent in such systems. In 1982 Bashkin and Lhuillier and Laloë [50] independently predicted that macroscopic
collective behaviour is feasible to occur in dilute non-condensed Bose and Fermi gases when
the thermal de Broglie wavelength is larger than the two-body interaction length scale in
collisions (see Chapter 2 for details).

In such conditions in the two-body collisions between identical atoms symmetrization
requirements of the wave functions lead to exchange interactions described as an identical
spin rotation effect (ISRE) in [50]. Therefore, transport properties of the system are signifi-
cantly affected by these coherent interactions. In this regime, spin diffusion is no longer a
purely dissipative process but rather a coherent effect dominated by the ISRE [77]. Quan-
tum indistinguishability becomes important, and interactions are no longer just randomizing
events on a path to equilibrium, but instead become coherent interactions that can drive
macroscopic collective behaviour even at temperatures above quantum degeneracy. Follow-
ing these theoretical predictions, many groups studied the effect in spin-polarized gases
experimentally, manifesting interesting phenomena including spin waves [59, 60, 61], spin-
wave instabilities during longitudinal spin diffusion [79, 80, 81] and spin-echo experiments
[91].

In 2002, the observation of spin-state segregation by Lewandowski et al. in a trapped non-
condensed Bose gas [52] was explained as overdamped pseudo-spin oscillations due to the
ISRE during collisions [67, 73, 74, 75]. This observation and the following theoretical studies
renewed the interest in studying the ISRE-driven collective behaviour in non-degenerate
gases. Spin waves [40, 42], spin self-rephasing [54], collapse and revival of coherence [58] and
non-conservation of transverse spin [81] are examples of the effect of this collective behaviour
due to the ISRE, observed in trapped non-condensed gases since the first observation in 2002.

4.1.1 Review of spin transport studies in ultra-cold gases

Quantum modifications to spin transport manifest in various ways in ultra-cold atomic
systems. Since strongly interacting Fermi gases provide a perfect model system to study the
less understood non-equilibrium dynamics of strongly interacting fermionic matter, many
transport studies focus on the behaviour of the strongly interacting Fermi gas close to
unitarity. Here, we briefly present the results of a few of such spin transport studies.
Experiments on spin excitations in a strongly interacting Fermi gas by Sommer et al. showed reversal of spin currents [37]. A spin current was initially induced by spatially separating the center of mass of two opposite spin states. Following the initialization stage the system evolved in the external confining potential. The two spin states were observed to bounce off each other [Fig. 4.1(a)] resulting in quantum-limited spin diffusion. Their results show that although the collective density excitations are weakly damped in the hydrodynamic regime for a Fermi gas, the spin excitations are indeed maximally damped, and the interactions can be strong enough to reverse the spin currents.

![Figure 4.1: (a) The two oppositely polarized spin clouds of the strongly interacting Fermi gas bounce off each other. (b) The total column density, showing a high density region at the interface between the two opposite spin states due to collisions. Reprinted figure with permission from [37].](image)

In two-dimensional Fermi gases, Koschorreck et al. measured the quantum limit of the lowest transverse spin diffusion constant for a strongly interacting Fermi gas, in a transversely polarized state [36]. Their results revealed an exceptionally low transverse spin diffusion constant in 2D, which is still unexplained and needs to be understood. They used a spin-echo technique to measure the transverse spin diffusion constant. In the strongly interacting regime, spin diffusion dominates spin transport, allowing the measurement of
the minimum transverse spin diffusion coefficient from the decaying spin echo signal. In the weakly interacting non-degenerate and degenerate regime for the Fermi gas under study, they observed spin waves due to the ISRE and effective spin-exchange interactions respectively. The observed spin-echo signal acquired an oscillatory character in the weakly interacting regime, as a result of the spin-wave excitation (Fig. 4.2).

Figure 4.2: Time evolution of the spin oscillations as a function of interaction strength. For strong interactions the spin wave dynamics is suppressed. Reprinted figure with permission from [36].

Bardon et al. also studied the transverse demagnetization of a unitary Fermi gas but in three dimensions [34]. The initially fully polarized transverse spin profile developed a gradient in the transverse magnetization due to a linear magnetic field gradient. This gradient in the transverse magnetization lead to irreversible transverse diffusion in the strongly interacting limit, while exciting spin waves in the weakly interacting regime. The interaction strength was adjusted using a Fesbach resonance. The transverse spin diffusion coefficient was measured using a spin-echo technique as a function of the magnetic field gradient (temperature) at a fixed temperature (magnetic field gradient).

Motivated by the unexplained results observed in two-dimensional Fermi gases [36], Hild et al. explored the spin diffusion effect in a strongly interacting Bose gas instead [35]. They
used patterned spin textures of a Bose gas in the strong coupling regime in an optical lattice to study diffusion of one-dimensional and two-dimensional transverse pseudo-spin spiral states. Their results show diffusion-like behaviour in one dimension, but unexplained large departures from classical behaviour in two dimensions in agreement with results of [36].

While most studies in the field focus on degenerate Bose and Fermi gases, ultra-cold gases in the cold collision regime indeed exhibit interesting behaviour due to the spin-exchange interactions during collisions. For example the ISRE in the cold-collision regime modifies the transport properties of a weakly interacting ultra-cold gas. In the work presented in this thesis we study the quantum modifications to longitudinal spin diffusion dynamics in a weakly interacting non-condensed Bose gas.

Our results indeed manifest a significant deviation from classical diffusion, mainly due to the coherent spin interactions as a result of the ISRE, as also confirmed by numerical simulation of the transport equation. In the non-degenerate case of a one-dimensional two-domain spin structure of anti-parallel spins studied here, quantum modifications to spin diffusion are manifested as a decrease in the oscillation rate of the spin domains and an increase in the longitudinal spin diffusion time. This effect shows sensitivity to the degree of coherence in the domain-wall between the two spin domains, which highlights the quantum mechanical nature of the dynamics more clearly.

4.2 Quantum mechanical modifications to longitudinal spin diffusion in a non-condensed Bose gas

In any system with an out-of-equilibrium profile, currents of the associated out-of-equilibrium properties are generated to cancel out inhomogeneities and send the system back to its final equilibrium state. In a two-component system without any external potentials, the final equilibrium state is reached when the two components have uniform densities. Therefore, any nonuniformity in the density of atoms in either state generates currents to cancel out these inhomogeneities. In the pseudo-spin (two-level) description in our system, with longitudinal spin defined as the difference in the population of the atoms in the two
different states and transverse spin defined as the population of atoms in the superposition of the two states (Section 3.3.2), the final equilibrium corresponds to a state with zero spin, when the system is equivalent to a classical mixture of atoms in two different states. The mean-field energy gradient across the atomic cloud with initial longitudinal domains act as an effective magnetic field. This effective magnetic field is negligible compared to the external trapping potential, due to similarities in different s-wave scattering lengths for $^{87}$Rb with $a_{22} = 95.47a_0$, $a_{12} = 98.09a_0$, and $a_{11} = 100.44a_0$ ($a_0$ is the Bohr radius) [85].

In the initial spin profile we create, the centers of mass of the atoms in the two pseudo-spin states are spatially separated, which corresponds to a longitudinal spin gradient. This spin inhomogeneity can generate spin currents to diffuse along the initial spin gradient and bring the system back to the final uniform equilibrium state. Therefore, this tailored spin profile provides us with an appropriate system to study spin diffusion in a less studied regime of weakly interacting non-condensed gas, where one can observe the cross-over between classical and quantum diffusion. We can explore this intermediate regime by adjusting the quantum effects occurring in the system during the time evolution.

This adjustment could be simply controlling the degree of coherence in the domain-wall. Since decreasing the degree of coherence in a system weakens the quantum effects, we expect classical behaviour in the low coherence limit. The results of studying this effect are presented later in this chapter (Section 4.3). In addition, this adjustment can be done by controlling the coherent spin dynamics in the system in a more complicated manner by adding external magnetic fields. We study this effect in detail in Chapter 5, by adjusting the symmetry and size of the effective magnetic field to adjust the longitudinal domain lifetime via controlling the coherent spin dynamics occurring in the domain-wall region. A historical background of studying the effect of nonuniform magnetic fields on spin dynamics is also discussed in the introduction of Chapter 5 (Section 5.1.1).

The theoretical description of the system studied here is explained in detail in Chapter 2. Here we summarize the results relevant to the experimental studies in this work and describe the experimental observables. The mechanism for coherent atom-atom scattering is the identical spin rotation effect (ISRE), where exchange scattering between indistin-
guishable particles with different spin leads to a precession of each atom’s spin about their combined spin. As discussed in detail in Chapter 2, we describe the time evolution of the spin distribution \( \vec{M}(p, z, t) \) with a one-dimensional quantum Boltzmann equation that includes the ISRE via a spin-torque term

\[
\partial_t \vec{M}(p, z, t) + \partial_0 \vec{M}(p, z, t) - \vec{\Omega} \times \vec{M}(p, z, t) = \frac{\partial \vec{M}}{\partial t} |_{1D}, \tag{4.1}
\]

where \( \partial_0 = \frac{p}{m} \frac{\partial}{\partial z} - \frac{\partial U_{\text{ext}}}{\partial z} \frac{\partial}{\partial p} \) and \( \vec{\Omega} = (U_{\text{diff}} \hat{w} + g \vec{S})/\hbar \). \( g = \frac{4\pi\hbar^2 a}{m} \) is the mean-field interaction strength for two scattering particles with s-wave scattering length \( a \) and mass \( m \). The experimental observable quantity is \( \vec{S}(z, t) = \int dp \vec{M}(p, z, t)/2\pi \hbar \), with \( S_\parallel \) the longitudinal spin component and \( S_{\perp} = c e^{i\phi} \) with \( c \) the transverse spin component magnitude, which quantifies the spin coherence, and \( \phi \) the superposition phase. For the rest of this thesis we replace \( S_{\perp} \) with \( c \), for simplicity. \( U_{\text{diff}} \) and \( U_{\text{ext}} \) are the differential potential experienced between the two states and the trapping potential, respectively.

### 4.2.1 Experimental study of longitudinal spin diffusion in uniform magnetic fields

Figure 4.3 shows the experimental sequence used for longitudinal spin diffusion studies schematically. The experimental sequence is summarized as follows. After the initialization sequence (Section 3.4) the spin structure evolves in a uniform magnetic field with field gradient \( G \simeq 0 \) Hz/mm achieved using the mutual compensation scheme. The longitudinal spin component \( S_\parallel \) is then measured destructively by measuring the population of atoms in each state, followed by extracting the population differences (Section 3.3.2). The transverse spin component is measured using the Ramsey spectroscopy method (Section 3.3.1). Figure 4.4 shows typical spatiotemporal evolution for the relaxation of the two-domain spin structure to its final equilibrium for both the longitudinal and transverse spin components.

Figure 4.4(a) shows data for the longitudinal spin component, showing an oscillation of the longitudinal spin domains as well as diffusion of the longitudinal spin gradient. The classical longitudinal diffusion time scale is on the order of the elastic collision time \( \tau_{el} \sim 24 \) ms for these experimental parameters, but our measurements reveal that the longitudinal
domains persist for around 10 times longer than expected for the classical longitudinal diffusion. Also the domains oscillate much slower than trap oscillations $f_{\text{axial}}/f \sim 7$, with $f_{\text{axial}}$ the axial trap oscillation frequency and $f$ the frequency of the longitudinal domain oscillation. The existence of the transverse spin component in the coherent domain-wall has a stabilizing effect on the two-domain spin structure, which agrees with theoretical predictions and previous experiments in spin-polarized gases [79, 80, 81, 90]. We study this effect in more detail by controllably tuning the magnitude of the initial transverse spin component in the domain-wall, and the results are presented later in this chapter (Section 4.3).

The more striking results are observed in the time evolution of the transverse spin component. Figure 4.4(c) shows the spatiotemporal evolution of the amplitude of the transverse spin extracted from the Ramsey spectroscopy measurements [Fig. 4.4(d),(e)]. The Ramsey fringe contrast rapidly rises within the longitudinal spin domains, where the initial fringe amplitude is small [Fig. 4.4(c)], showing the spread of transverse spin component toward the edges of the atomic cloud, as seen in Fig. 4.4(c).
Figure 4.4: Time evolution of the two-domain spin structure. (a) Longitudinal spin component, $S_\parallel$, evolution shows increased longitudinal spin domain lifetimes. (b) Typical population measurements of $|1\rangle$ (solid line) and $|2\rangle$ (dashed line) at $t = 1 \mu s$, used to extract the longitudinal spin projection. (c) Evolution of transverse spin component amplitude, $c(z,t)$. Initially the transverse spin component is confined in the center of the atomic distribution in a region of width $\sim 0.6 \times w_z$. The transverse spin magnitude calculated from Ramsey fringe contrast rapidly spreads toward the edges of the atomic cloud where initial transverse spin magnitude is small, covering a region of the size $\sim 1.4 w_z$ by 200 ms. Ramsey fringes at (d) the trap center and (e) edge of the atomic distribution as shown by arrows (d,e) respectively in (c).
The observed spreading of the transverse spin component could result from diffusion of
the transverse spin, but Fig. 4.5 shows that the total transverse spin magnitude in the gas
increases, without any decrease observed in the fringe contrast in the center of the initial
domain-wall region as seen in Fig. 4.4(d). This increase implies that the appearance of the
transverse spin component on the edges of the atomic cloud is not due to spin diffusion, but
rather is due to conversion of longitudinal spin component into transverse spin component
as a result of an instability in the longitudinal spin current. This effect has been observed
in spin-polarized gas systems [79, 80] and was described as an experimental manifestation
of Castaing’s instability (Section 2.3.2) [81].

\[
\begin{align*}
\text{Figure 4.5: The total ensemble transverse spin magnitude } c_{\text{tot}} & \text{ is shown as a function of time. } \\
c_{\text{tot}} & \text{ is calculated by summing transverse spin magnitude for all the bins across the atomic} \\
& \text{cloud } c_{\text{tot}}(t) = \sum_{i=1}^{n} c_i(t), \text{ with } n = \text{number of axial bins. At the initial stage of the dynamics} \\
t < 100 \text{ ms the total transverse spin increases rapidly, followed by a gradual decay. Beyond} \\
300 \text{ ms sine fits are less reliable due to low signal-to-noise ratio and are not included.}
\end{align*}
\]

Although the trapped atomic systems possess different experimental parameters than
untrapped spin-polarized gases, the physics governing the phenomenon is similar [55, 56, 76].
As discussed in Reference [76], in nonuniform magnetic fields if the transverse spin is con-
finned in the domain-wall area, it dephases and the gradient in \( S_\parallel \) decays via ordinary lon-
gitudinal diffusion. This happens due to the fact that the kinetic equation decouples for
purely longitudinal and transverse spin components, since the ISRE only acts on spins
that are fully or partially indistinguishable [51]. Though if the ISRE is large enough (ISRE parameter \(\mu \gg 1\)), the longitudinal spin current becomes unstable, a coupling between longitudinal and transverse spin dynamics occurs and the \(S_\parallel\) gradient decays via transverse diffusion across the coherent domain-wall. This transverse spin-mediated longitudinal diffusion increases the longitudinal diffusion times significantly. This increase in the longitudinal spin domain lifetime is due to the coherent spin interactions for transverse spin component, which are absent from purely longitudinal spin dynamics, as will be discussed in more detail in Section 4.4.

The other remarkable feature in the transverse spin evolution is the time evolution of the transverse spin phase \(\phi\). Figure 4.6(b) shows the spatially resolved time evolution of the transverse spin phase for regions marked as (i),(ii) and (iii) in Fig. 4.6(a). The transverse spin phase stays almost stationary for the full course of the dynamics showing very little change, resembling a situation in which the spin vector is gradually rotated as it passes through the domain-wall.

This stable phase behaviour is not expected from a first guess, since the transverse dynamics is dominated by the ISRE, which tends to result in oscillations in both amplitude and phase of the transverse spin component. Though, we emphasize that we start with an initial spin profile that is mostly longitudinally polarized and the transverse spin component is mainly confined in the domain-wall region. The transverse spin component slightly spreads toward the edges of the atomic distribution as the system evolves in time but never reaches a configuration in which the transverse spin component covers the whole cloud. Since the ISRE acts only on the spins that are fully or partly indistinguishable (i.e. transverse), purely longitudinal spins do not contribute in the ISRE-generated spin rotations. Due to this specific initial spin profile, the spin rotation interactions tend to homogenize the transverse spin orientation locally, and the phase profile stays uniform [Fig. 4.6(b)].
Figure 4.6: (a) Dynamics of the transverse spin amplitude in uniform external magnetic field. (b) Dynamics of the transverse spin phase for regions denoted as (i),(ii) and (iii) in (a). The initial transverse spin phase across the atomic distribution stays unchanged during the relaxation of the two-domain spin profile.

4.3 The effect of the initial transverse spin magnitude in the domain-wall

This section focuses on the experimental study of the effect of the initial transverse spin magnitude in the domain-wall on the diffusion dynamics for the two-domain spin structure. As discussed earlier in this chapter, a transverse spin domain-wall increases the longitudinal spin domain lifetime, due to the coherent spin dynamics in the transverse spin channel. To further study this effect experimentally, we optically adjust the initial transverse spin magnitude in the domain-wall and study the relaxation of the two-domain spin structures prepared with different transverse spin magnitudes in the domain-wall to the final equilibrium state.

The spin texture preparation method we use (Section 3.4) creates anti-parallel spin domains separated by a helical domain-wall where the spin vector is coherently rotated; therefore, the domain-wall’s transverse component is initially fully coherent. We use an optical method to controllably adjust the initial amount of coherence in the domain-wall.
We apply a short pulse (0.2 - 0.5 ms) of strong off-resonant laser beam that is spatially nonuniform, targeted locally on the domain-wall region. We use the same laser beam used for spin profile preparation (Section 3.2.2), since it creates a sharp axial gradient (∼ 200 KHz) in the differential potential experienced by atoms across the domain wall region. This laser pulse creates a highly nonuniform differential atomic potential, whose inhomogeneity introduces rapid dynamically averaged dephasing of the initial transverse spin component in timescales < 1 ms, creating domain-walls with lower initial transverse spin magnitude.

The degree of coherence is controlled by the optical pulse length and inhomogeneity. We keep the spatial profile of the laser beam constant, therefore the degree of coherence is controlled solely by the pulse length. The initial amount of coherence in the domain-wall is measured immediately after the preparation pulses are applied via Ramsey spectroscopy with high resolution (∼ 1 kHz). By exploiting this forced dephasing procedure we create domain-walls with initial coherence reduced by up to 70 %, to cover the range of initial domain-wall coherence we choose to explore. We can achieve lower coherence amounts by applying longer pulses, but longer pulses tend to alter the initial domain profile and longitudinal spin gradient; therefore, those studies are not included in the results presented here. Also, for very low amounts of transverse spin the Ramsey fringe contrast might not be detectable compared to the shot-to-shot noise. Figure 4.7 summarizes the experimental sequence used for exploring the effect of domain-wall coherence on diffusion dynamics of the two-domain spin structure.

Figure 4.8(a)(i-iii) shows the longitudinal time evolution for different initial degrees of coherence in the domain-wall; from top to bottom the initial domain-wall coherence is $c_{\text{init}} = S_{\perp}/S_{\text{max}}^{\perp} = 0.74, 0.51, 0.28$ respectively in the cloud center. The longitudinal lifetime of the two-domain spin structure decreases with lower initial coherence in the domain-wall. Dynamics for a two-domain structure in a uniform external magnetic field are dominated by the dipole mode, which we isolate via the dipole moment of the spin distribution, $\langle z S_{\parallel} (z,t) \rangle = \frac{1}{n} \sum_{i=1}^{n} z_i S_{\parallel} (z_i,t)$, where $n$ denotes the axial bin number. Figure 4.8(b) shows time evolution of the calculated spin-dipole moments for the data in Fig. 4.8(a)(i-iii). The frequency $f$ and damping rate $\Gamma$ of longitudinal oscillations are extracted from these
by fitting a exponentially damped sine function to the dipole moment oscillation. The fitted curve is shown with the black line in Figure 4.8(b) for the $c_{\text{init}} = 0.28$ data points.

We repeat the experiment for different initial amounts of coherence, $c_{\text{init}}$; calculate the time-dependent dipole moment; and extract $f$ and $\Gamma$ from exponentially decaying sinusoidal fits to these dipole moment oscillations. The results show both the frequency of longitudinal spin domain oscillations as well as longitudinal spin diffusion rates decrease as domain-wall coherence is increased. Figure 4.8(c) and (d) summarize the results. Both $\Gamma$ and $f$ decrease as $c_{\text{init}}$ increases, showing the stabilizing effect of a coherent domain-wall. The longitudinal spin domain oscillation frequency is primarily controlled by two factors: oscillations in the harmonic trapping potential and mean-field-induced spin rotation. In the incoherent limit, $f$ approaches the trapping frequency as the upper limit for domain oscillation frequency, as the system approaches a mixture of distinguishable classical ideal gases that diffuse according to classical Boltzmann theory. The large $c_{\text{init}}$ limit entrains longitudinal diffusion with slower transverse diffusion.
Figure 4.8: (a) Time evolution of $S_\parallel$ for different initial domain-wall coherences, from top to bottom $c_{\text{init}} = S_\perp/S_{\perp,\text{max}} = 0.74, 0.51, 0.28$ respectively in the cloud center. (b) Dipole moment time evolution calculated from (a), with a representative decaying sinusoidal fit to (iii) $c_{\text{init}} = 0.28$. (c) Damping rate and (d) oscillation frequency of the dipole moment for different $c_{\text{init}}$. Error bars correspond to fit uncertainties for dipole moment oscillations and $c_{\text{init}}$ measurements. The shaded band is the result of numerical simulations of Eq. 4.1.
We compare these measurements with transport theory by numerically solving Eq. 4.1. We solve the one-dimensional transport equation (Eq. 4.1) using an alternating direction implicit finite difference method (see [41] for details). We simulate the dynamics by using numerical cloud parameters and initial spin profiles that match our experimental parameters. The shaded regions in Fig. 4.8(c) and (d) represent one-sigma confidence bands from Monte Carlo simulations of Eq. 4.1, including statistical fluctuations ($\sim 10\%$) in $n$, $T$, and domain-wall size, as well as a systematic density calibration uncertainty ($\sim 20\%$). The data agrees well with theoretical predictions without any free parameters. Discrepancies in $f$ at low coherence are likely due to challenges in fitting critically damped oscillations where the quality factor drops. Overdamping should occur for $c_{\text{init}} < 0.2$, but reducing coherence to this level without altering the longitudinal spin domains is challenging.

The effect of the spin instability can be seen more clearly in the transverse spin dynamics as shown in Fig. 4.9. The time evolution of $S_\perp(z,t)$ for different initial domain-wall coherence is shown in Fig. 4.9(a). The rise and spread of coherence for different $c_{\text{init}}$ shows similar spatial behaviour, but $S_\perp$ persists longer when there is more coherence in the domain-wall initially. Figure 4.9(b) shows the evolution of coherence in different regions of the cloud for the high $c_{\text{init}}$ preparation [Fig. 4.9(a)-(i)].

Figure 4.9(c) shows total ensemble coherence, $c_{\text{tot}}(t)$, for different $c_{\text{init}}$, calculated by summing the coherence across the cloud. Coherence rapidly rises followed by a gradual decrease, but with different timescales for different $c_{\text{init}}$. We use different sampling rates for Ramsey spectroscopy to measure both the fast initial rise of coherence and longer relaxation to equilibrium. The dashed box in Fig. 4.9(b) indicates this change in sampling rate for Ramsey measurements. Maximum total coherence reached across the cloud depends on the initial coherence, and the time to reach maximum coherence also increases as $c_{\text{init}}$ increases. These results highlight the transverse source of enhanced lifetimes of longitudinal spin domains with a coherent domain-wall. The presence of transverse spin component in domain-walls links transverse and longitudinal diffusion timescales. The longitudinal spin domain lifetimes are observed to extend significantly above classical predictions.
Figure 4.9: (a) Time evolution of $S_\perp$ for different domain-wall degrees of coherence, from top to bottom $c_{\text{init}} = 0.71, 0.51, 0.30$ respectively in the cloud center. (b) Time evolution of $S_\perp$ in different spatial regions, denoted by the dotted lines (d-f) in (a-i). The dashed box indicates a change in sampling rate to measure both the fast initial rise of coherence and longer relaxation to equilibrium. (c) Time evolution of total ensemble coherence for $c_{\text{init}}$ data shown in (a). $c_{\text{tot}}$ for each data plot (i-iii) in (a) is calculated by summing transverse spin magnitude for all the bins across the atomic distribution for each time step.
4.4 Discussion

In this section we describe the physical mechanism governing the experimental results presented in the previous sections. We focus on the instability effect observed in the transverse spin dynamics and use numerical solutions of the spin transport equation (Eq. 4.1) to expand the instability study to a parameter space broader than what is available experimentally in our system. These numerical results motivate studying the effect in a broader parameter space in improved experimental configurations.

The experimental results presented in the previous sections show unexpectedly long longitudinal diffusion timescales compared to classical predictions, which are sensitive to the degree of coherence in the domain-wall. To better understand the peculiarity of the observed experimental results we emphasize that the two pseudo-spin states are orthogonal and energetically separated ($U_{12} \simeq \hbar \times 6.8$ GHz); therefore, without a driving field conversions between the states cannot occur. Any internally driven conversions happening are solely due to spin interactions occurring during collisions, which are included in the Boltzmann equation Eq. 4.1 as the spin-torque term $g/\hbar \vec{S} \times \vec{M}(p, z, t)$. Since the two states $|1\rangle$ and $|2\rangle$ are orthogonal and do not coherently interact, the longitudinal spin is in principle expected to diffuse classically. But in spin profiles containing a longitudinal spin gradient, for strong enough spin rotation interactions, longitudinal spin current becomes unstable with respect to transverse perturbations and a conversion of longitudinal spin to transverse spin occurs (see Section 2.3.2). This conversion of longitudinal spin component to transverse spin component leads to an increase in the total amount of coherence in the system. This conversion is only possible, without any external field acting on the two-level system, if coherent interactions occur during binary collisions.

For the instability to occur, the coherent interactions must be strong. That is, the ratio of exchange scattering to elastic scattering, quantified by the ISRE parameter $\mu$, should be greater than one; otherwise elastic collisions will damp the spin currents before they grow large. Also, it should be considered that longitudinal diffusion is very efficient in diffusing a spin gradient; therefore, to be able to observe the signs of the instability experimentally one needs to maintain a strong longitudinal spin gradient. The time for the instability to
grow $t_{\text{inst}}$, must be smaller than the longitudinal diffusion time $t_{\text{diff}}$ \cite{55}, otherwise the spin structure relaxes to the final equilibrium rapidly before the instability could occur. This requirement sets a limit on the longitudinal spin gradient length scale $\ell$ with respect to the atomic distribution axial Gaussian half-width $w_z$. If $\ell \sim w_z$ then the instability cannot grow fast enough to be observed before the longitudinal spin gradient relaxes as the diffusion time is comparable to the time needed for the instability to develop. Therefore, one needs to start with a strong longitudinal spin gradient well above this threshold $\ell < w_z$.

The diffusion coefficient is given by $D = k_B T \tau / m$ for the classical limit of two domains of fully distinguishable components. For our cloud parameters this gives the diffusion time as $t_{\text{diff}} \sim w_z^2 / D \simeq 24$ ms and an estimation for the time for the instability to grow $t_{\text{inst}} \sim \ell^2 / D \simeq 4$ ms for $\ell \simeq 0.4 w_z$ (see \cite{55}). Due to this small $t_{\text{inst}}$ we observe the signs of the onset of instability as the growth of the total ensemble coherence almost immediately for all configurations in Fig. 4.9(c). Also, due to our spin texture preparation the initial two-domain longitudinal spin profile has a strong transverse spin component in the domain-wall. Presence of this strong transverse spin component leads to a significant increase in the lifetime of the longitudinal spin domains, with our experimental results revealing $t_{\text{diff}} \simeq 200$ ms for samples with higher degree of initial coherence in the domain-wall i.e. in Fig. 4.8(a-i). Therefore, the instability has enough time to grow before the longitudinal spin gradient vanishes.

The instability effect can be explored in more detail by adjusting important experimental parameters: the scattering length $a$, the initial domain-wall size $\ell$ and the temperature $T$. We extend our simulations to a broader parameter space than can be achieved in our current experimental system to explore further the crossover from classical to quantum diffusion, by numerically varying $T$, $a$ and $\ell$. Since the primary signature of the instability is the increase we observe in the total ensemble coherence, we quantify the strength of the instability as the ratio of maximum ensemble coherence to initial coherence, $c_{\text{tot}}^{\text{max}} / c_{\text{tot}}^{\text{init}}$. Figure 4.10 shows the numerical study results of the effects of $T$, $a$, and $\ell$ on the spin instability. Because of near-critical damping and spatially varying density (thus collision rates), the system exhibits a smooth transition between diffusive regimes. Furthermore, since $\mu$ is independent
of \( n \), density has little effect on the instability within the range between collisionless and hydrodynamic behaviour.

As the region of experimental interest lies between the collisionless and hydrodynamic regimes, no analytic approximation is readily available for the instability criterion, such as was done in [56] (see Section 2.3.2). The most important requirement for the instability is that the ratio of exchange scattering to elastic scattering rates must be approximately greater than 1 (quantified by the ISRE parameter \( \mu \) [55], \( \sim 3 \) for this experiment), lest collisions damp spin currents before they can grow large. If the number of exchange collisions while traversing the domain-wall is large and greater than number of elastic collisions, then a spin crossing the gradient will smoothly rotate from one domain to the other, similar to adiabatic following.

Since \( \mu = \omega_{\text{exch}} \tau \propto 1/a \), increasing \( a \) diminishes the instability, as collisional damping \( (\propto a^2) \) grows faster than exchange scattering \( (\propto a) \). Decreasing \( T \) [Fig. 4.10(b)] and increasing \( \ell \) [Fig. 4.10(b)] weakens the effect of the instability, through increasing adiabatic rotation during domain-wall crossing. The effect of temperature on the instability is more complicated and needs more clarification. Since \( \mu \propto 1/\sqrt{T} \) increasing \( T \) decreases the spin rotation strength. However, the numerical results of Fig. 4.10(a) shows that increasing \( T \) makes the instability stronger. To explain this effect we define a dimensionless effective domain-wall width that includes the effect of collisions during a domain-wall crossing as
\( \ell_{\text{eff}} = (\ell/v)\omega_{\text{exch}} \), with velocity \( v \propto \sqrt{T} \). Here decreasing \( T \) increases \( \ell_{\text{eff}} \), which weakens the effect of the instability as seen in Fig. 4.10(b).

### 4.5 Summary

In summary, the results presented in this chapter reveal that the presence of a transverse spin component in the domain-wall combined with the anisotropy in the longitudinal and transverse diffusion coefficients, lead to the increased longitudinal lifetimes observed in our experiments, relative to classical predictions. The instability couples the longitudinal and transverse spin components, observed as a conversion of the longitudinal spin component to transverse spin. The longitudinal spin diffuses through the region of transverse domain-wall via transverse diffusion, which in turn leads to increased longitudinal domain lifetimes.

Coherent spin dynamics does not occur in a purely longitudinal spin system, since the atoms are in orthogonal spin states and the spin-torque term in the transport equation (Eq. 4.1) always gives a zero value. As a result, collisions are only dissipating scattering events and the problem becomes a classical diffusion of a two-component gas. However, initializing the system with a specific spin profile with a strong transverse spin component in the domain-wall changes the behaviour of the longitudinal diffusion significantly.

In addition, we emphasize that since with our initialized spin profile, the longitudinal spin diffuses through the transverse domain-wall via transverse diffusion, the symmetry and strength of the coherent spin dynamics occurring in the domain-wall region affects the behaviour and time scale of the longitudinal diffusion significantly. In Section 4.3, we discussed the experimental results studying the effect of the strength of the coherent dynamics by controllably adjusting the degree of coherence in the domain-wall region. By tailoring the symmetry of the propagating transverse spin modes via applying an effective inhomogeneous magnetic field, one can further study the effect and manipulate and adjust the longitudinal diffusion time scales and spatial behaviour even further. The results of studying the effect of effective magnetic field inhomogeneities with linear symmetry are presented in Chapter 5.
Chapter 5

Spin diffusion dynamics in inhomogeneous effective magnetic fields

In Chapter 4, we presented the experimental and numerical results of studying the relaxation of a two-domain spin structure to the final equilibrium state in uniform effective magnetic fields. This chapter is focused on studying the effect of inhomogeneous effective magnetic fields of different symmetry in the diffusion dynamics of the two-domain spin structure. We start by giving an overview of different experimental and theoretical studies exploring the effect of effective magnetic field gradients in spin-polarized systems. Next, we describe the procedure used in this work to apply external inhomogeneous effective magnetic fields and the experimental sequence incorporated for studies in this chapter. We proceed by presenting the results for both longitudinal and transverse spin components. Finally, we give a phenomenological description for the observed results when external effective magnetic fields with linear gradients are applied.

5.1 Introduction

In a system with a spin degree of freedom, exploring the effect of magnetic fields on its behaviour is a crucial further step. Also as discussed earlier in Chapter 4, the symmetry and strength of the coherent transverse spin dynamics in the extended domain-wall region affects the behaviour and time scale of the longitudinal diffusion significantly, since the longitudinal spin diffuses through the domain-wall via transverse diffusion and the coherent transverse
dynamics dominate the diffusion dynamics. The coherent transverse spin dynamics are governed by the spin-exchange interactions due to the ISRE during collisions, the outcome of which depends on the orientation of spins contributing in the collisions. The transverse spin orientation at the initial stage of the dynamics is initialized by the spin preparation sequence and then affected by the effective magnetic fields acting on the system as well as the ISRE interactions.

One can manipulate and adjust the longitudinal diffusion time scales and spatial behaviour by controlling the coherent transverse spin dynamics occurring in the system. The effect of the strength of the transverse spin dynamics can be studied by controlling the degree of initial coherence when preparing the initial spin structure. In Chapter 4 the effect of the degree of coherence in the domain-wall region on diffusion dynamics was studied in uniform external magnetic fields; there, the dynamics were mainly governed by the ISRE and the boundary conditions at the edges of the longitudinal spin domains. The results of that study revealed increased longitudinal lifetime of the two-domain spin structure as the degree of coherence in the domain-wall was elevated [92]. Also, the results revealed the pure quantum mechanical origin of the observed modifications to the longitudinal spin domain lifetime, as the diffusion time scale of the longitudinal spin domains showed sensitive dependence on the degree of coherence in the domain-wall (see Section 4.3 for details).

One can further manipulate the transverse spin dynamics by applying nonuniform external magnetic fields. When inhomogeneous external magnetic fields exist there are three different regimes one might consider. If $\Delta$, the root mean square (rms) inhomogeneity of the effective magnetic field, is small compared to the spin-exchange interaction $\Delta \ll \omega_{\text{exch}}$, the effect of the external magnetic field gradient is negligible. A large gradient in the external magnetic field $\Delta \gg \omega_{\text{exch}}$ leads to fast decoherence of transverse spin, and as a result fast relaxation of the whole spin structure. The most interesting region is where the effect of the external magnetic field gradient is comparable to the effect of the ISRE, $\Delta \sim \omega_{\text{exch}}$. The overall transverse spin dynamics in this region exhibit different behaviour depending on the interplay between these two important factors, since these two contributing pieces in the spin interaction can either cooperate or compete.
The ISRE interactions modify all spin components during a collision, while the magnetic field only affects the precession rate and thus orientation of the transverse spin. Also we emphasize that the combined effects of the ISRE and magnetic fields are much more complicated. The outcome of the ISRE interaction depends on the spin orientation of the contributing spins in the exchange collision, while the spin orientations are also affected by the external magnetic field gradients. Therefore, the effect of the ISRE is not constant spatially and temporally. In contrast, the twisting effect of the external magnetic field gradient is constant during the experiment time as long as the effective magnetic field is kept unchanged. In this chapter we extend our studies to explore these effects in detail by modifying the transverse spin dynamics via application of effective magnetic field gradients of different magnitude and symmetry.

5.1.1 Review of ISRE-driven spin dynamics studies in nonuniform magnetic fields

No specific theoretical study has been conducted to investigate the effect of effective magnetic field gradients in a regime directly relevant to our system, but there are similar studies showing the important role the field gradients play in the diffusive spin dynamics. The pioneering studies of the spin dynamics governed by the ISRE go back to the early studies in He systems. In 1992 NMR results of longitudinal spin diffusion studies in dilute \( ^3\text{He}-^4\text{He} \) mixtures [79], a spontaneous long lived transverse spin signal was detected and attributed to the appearance of a transverse spin domain-wall structure as a manifestation of the Castaing instability. Nunes et al. reported that large enough magnetic field gradients suppressed the appearance of these signals. Ragan et al. theoretically explored the connection between Castaing’s instability and the observed long lived transverse domain-wall structures in longitudinal spin diffusion experiments in an idealized experiment in detail [81]. They investigated the stability of the different possible steady state solutions and the effect of the external field gradients in stabilizing the longitudinal spin current. The results of both studies suggest that external magnetic field gradients suppress the occurrence of Castaing’s instability.
In 1994 Dmitriev and Fomin derived a solution to the spin dynamics equation for a normal Fermi liquid in a slightly nonuniform magnetic field in the collisionless regime representing a two-domain spin structure with spatially-separated anti-parallel spins [82]. In a discussion of Fomin’s early work on the formation of these quasi-equilibrium longitudinal domains, Kuklov states that a field gradient is necessary to maintain these domain states [56]. Without such field gradients the domain-like structure becomes unstable against transverse perturbations, revealing that a magnetic field gradient increases the lifetime of the two-domain spin structure. This quasi-equilibrium domain structure slowly relaxes to the final equilibrium due to diffusive processes.

After the observation of spatial separation of pseudo-spin states in trapped $^{87}$Rb [52], there was a considerable amount of theory work describing the analogy between pseudo-spin states in two-component trapped quantum gases and spin-polarized spin-1/2 gases [67, 73, 74, 75], explaining the observed separation in [52] as a longitudinal spin-wave oscillation. These studies were followed by a few more theory works expanding the analogy between trapped multi-component gases and spin-polarized systems to a wider range of phenomenon including Castaing’s instability and formation of longitudinal domains [55, 56, 76]. Among these studies, in [76] numerical studies of the dynamics of trapped quantum gases in the hydrodynamic regime were performed for fully transverse initial preparation (after a $\frac{\pi}{2}$ pulse), while the other two works focused on the instability of the longitudinal spin current in spin profiles with large initial longitudinal spin gradients (see Chapter 4 and [57] for details) without particularly focusing on the effect of field gradients.

In the former study [76], Ragan numerically studied the formation of longitudinal spin domains from an initial transverse spin profile (after a $\frac{\pi}{2}$ pulse) for these different regimes and discussed the stability of the lowest lying longitudinal modes (dipole and quadrupole modes). He stated that in the limit of small field gradients and small ISRE interaction strength the field gradient acts as a perturbation of the equilibrium spin state and leads to excitation of transients after a $\frac{\pi}{2}$ pulse with zero-field spin-wave frequency. For larger values of the field gradient and ISRE interaction strength, the evolution of the system after a $\frac{\pi}{2}$ pulse drives the dipole or quadrupole longitudinal spin modes for linear and quadratic
field gradient symmetry respectively. The excited dipole (or quadrupole) longitudinal modes will develop into long-lived longitudinal spin domains, if the ISRE interaction is strong enough for the longitudinal spin current to become unstable and the confined transverse spin component develops into a coherent domain-wall, dividing the domains of the longitudinal spin, which then diffuse through the domain-wall via transverse diffusion. The domain-walls are destroyed for large enough field inhomogeneities $\Delta \gg \omega_{\text{exch}}$ due to the decoherence induced by inhomogeneity in the applied field.

None of the aforementioned studies is directly related to our experimental study, but their results motivate us to further study the effect of field gradients on the diffusion dynamics. One of the main differences is the fact that our experimental system lies in between the hydrodynamic and collisionless regime and treating it in one of these limits will not describe the dynamics thoroughly. Thus we conduct numerical simulation of the full semi-classical transport equation to compare with our experimental results. Also we initialize the system with fully polarized longitudinal domains separated by a strong transverse spin domain-wall, in which spin is coherently rotated; therefore, the domain formation from an initial transverse profile is not our concern for studying the effect of field gradients, but we are more interested to further study the consequences of adding field gradients on diffusive behaviour of the initialized longitudinal domains. We numerically study this effect by adding external field gradients in the numerical solution of our full transport equation. We extend our experimental studies to investigate the effect of such field gradients from a more general perspective with a goal of investigating the nature of the effect in more detail.

5.2 Diffusion in a nonuniform effective magnetic field with linear symmetry

To better understand how the effective magnetic field gradients affect the diffusion dynamics of the longitudinal spin domains a few facts should be considered. First, the effect of any differential mechanical force due to the effective external magnetic field is negligible. For instance, a 50 Hz/mm field gradient shifts the relative trap centers by only 0.1 $\mu$m, less than 0.1% of the Gaussian half-width of the distribution $w_z$. Any observed effect is instead due to coherent spin interactions. Also, the effective magnetic field does not directly interact
with the longitudinal spin components. The effective magnetic field is pointing along the longitudinal axis in the Bloch sphere representation; therefore, in the spin transport equation (Eq. 4.1) the effective magnetic field interaction term $U_{\text{diff}} \hat{w} \times \vec{M}_\parallel(p, z, t)$ is always zero since the cross product of parallel vectors gives zero. Therefore, any observed modification is expected to be due to interactions with the transverse spin component. In addition, field inhomogeneities are expected to speed up the dephasing of the transverse spin component phase [54], which leads to a faster decay of the initial coherence in the domain-wall and faster diffusion of the longitudinal domains accordingly.

A simple estimate considering all these facts might conclude introducing external nonuniform effective magnetic fields leads to a shorter longitudinal spin domain lifetime. However, our experimental results are in sharp contrast with these predictions. In fact the full picture should be considered so that one can explain the behaviour thoroughly. Although the effective magnetic field does not directly interact with the longitudinal spin component, the interactions in the transverse spin component generates longitudinal spin currents that affect the longitudinal domain diffusion time scales significantly. Our experimental results reveal that propagation in an inhomogeneous effective magnetic field indeed has a noticeable effect on the diffusion dynamics of the two-domain spin structure (Section 5.4.1).

We explore the effect of adding a linear field inhomogeneity in this chapter. As the symmetry of the initial spin profile (longitudinal spin dipole mode) matches the linear symmetry of the effective magnetic field gradient, we can avoid any extra complications due to symmetry mismatch. We expect to see drastically different results for linear field gradients with opposite signs. In principle the added effective magnetic field inhomogeneity generates extra spin dynamics that are not evident in the zero-field propagation data of the previous chapter.

We expect these extra spin dynamics to either increase or decrease the longitudinal spin domain lifetime depending on the longitudinal spin currents initiated in the system as a result of the coherent dynamics. If the coherently generated longitudinal spin currents counteract the diffusive longitudinal spin currents from the domains, longitudinal spin domain lifetime increases. The longitudinal spin domain lifetime decreases if the coherently
generated longitudinal spin currents speed up the frustrated longitudinal currents through
the domain-wall.

Our experimental results show slower oscillation frequency of the longitudinal spin do-
mains for positive linear field gradients. Positive field gradients are antialigned with respect
to the initial longitudinal spin gradient across the domain wall. In fact for large enough
positive field gradients the longitudinal spin domains do not oscillate, but diffuse instead
slowly until the longitudinal spin gradient gradient vanishes. Propagation in negative linear
field gradients increases the longitudinal domain oscillation frequency significantly and leads
to a much faster relaxation of the two-domain spin structure to the final equilibrium state.

For positive field gradients the longitudinal spin domain lifetime characterized by the
inverse of damping rate of the two-domain oscillation hits a maximum [Fig. 5.5-(b)], signi-
fying a specific field gradient for which the system reaches the most stabilized longitudinal
domain structure. For a trapped gas in the hydrodynamic regime, Ragan et al. in Reference
[76] derived an equation that relates an equilibrium domain-wall size $\ell_{eq}$ to a linear field
gradient $G$ for steady state time independent domain states [83],

$$G = \frac{1}{\mu M w_z} \left( \frac{\pi/2}{1.1\ell_{eq}/w_z} \right)^3 \omega_z^5 \tau$$

(5.1)

with $\tau$ the time between collisions. $\mu M$ is the ISRE parameter, which is the main parameter
for the coherent spin dynamics. $w_z$ is the Gaussian half-width of the atomic distribution
and $\omega_z$ is the axial trap frequency. If the initialized two-domain spin structure domain-
wall width $\ell$ matches $\ell_{eq}$ for a specific stabilizing field gradient $G$ form Eq. 5.1, the initial
two-domain spin structure will have the longest lifetime in that specific field.

### 5.3 Effective magnetic field

The differential potential experienced by atoms in the two different spin states acts as an
effective magnetic field for the pseudo-spin system. By adjusting the differential potential
we can add inhomogeneity and study the effect of these effective magnetic field gradients on
transport properties of the two-domain spin structure. Trapped atoms experience differential
potentials due to the Zeeman shift of the trapping magnetic field and the mean-field shift
due to the density of atoms. These two contributions to the total differential potential can be mutually canceled if properly adjusted (see Section 3.2.1). The regime where these two cancel out is referred to as mutual compensation. All the experiments of Chapter 4 are conducted in this regime, at uniform differential potentials.

Different methods could be used to add inhomogeneities to the differential potential. The differential potential can be adjusted by tuning the cancellation between the magnetic field shift and the mean-field shift experienced by trapped atoms. By moving away from the cancellation magnetic field $B_{CS}$, we add quadratic magnetic field inhomogeneity. We can also use the Stark laser described in Section 3.2.2 to produce differential optical light shifts that also acts as an effective magnetic field for the pseudo-spin system.

5.3.1 Linear inhomogeneities in differential potential

To add linear effective magnetic field gradients for the experimental studies presented in this chapter, we use an external optical field to create inhomogeneities in the differential potential. This can be done by starting from a uniform differential potential at the cancellation field $B_{CS}$ and applying an additional off-resonant laser field with nonuniform spatial profile. We use the same principle of light shifts already discussed in Section 3.2.2 for preparing our initial spin profile. The oscillating electromagnetic field of an off-resonant laser alters the atomic energy levels via the ac Stark effect, creating an optical differential potential for the pseudo-spin system.

By producing different laser intensity profiles across the atomic distribution, we create differential potentials with arbitrary symmetries. We use this optical method to produce effective magnetic fields with linear gradients. We add an extra optical path using the same off-resonant laser used for spin-state preparation. To create linear gradients in the spatial intensity profiles, we used the method already described and employed in [41] by means of an acousto-optic modulator (AOM). Figure 5.1 shows the apparatus used for this procedure schematically. The procedure involves sweeping a focused laser beam from our Stark laser detuned $\sim 3$ GHz from the $D_2$ excited-state transition (Fig. 3.2), while controlling the intensity of the laser beam during the sweep. By modulating the frequency and amplitude of the AOM rf drive signal at modulation rates of several kHz, we create time-averaged
linear gradients in optical intensity across the atomic distribution along the axial direction. Since the modulation rate is significantly higher than all the other experimental time scales, the time-averaged optical potential can be viewed as a static differential potential.

Figure 5.1: Schematic of the apparatus used to create linear gradients in the differential potential, showing the time averaged laser intensity profile applied on the atomic distribution.

Figure 5.2 shows the uniform differential potential (red) created by the mutual compensation scheme along with a negative (blue) and a positive (black) linear gradient produced using the aforementioned method. $U_{\text{diff}}$ is measured using a $\pi/2 - \pi/2$ Ramsey interferometer by varying the $\pi/2$ pulse separation for times up to 10 ms. The number of atoms returning to the $|1\rangle$ state is measured after the full Ramsey sequence. To obtain spatially resolved data, the atomic cloud is divided into axial bins and each bin is fitted to a sinusoid to extract the local differential potential energy from the Ramsey oscillation frequency. The value of the linear gradient is extracted from these spatially resolved $U_{\text{diff}}$ data sets by performing a linear fit as shown by the dashed (dotted) line for the positive (negative) linear gradient. The positive linear gradient is extracted as $G \simeq 110 \text{ Hz/mm}$ for the $U_{\text{diff}}$ presented in Fig. 5.2.
Figure 5.2: $U_{\text{diff}}/h$ for uniform (red), negative (blue) with $G \sim -121$ Hz/mm and positive (black) with $G \sim 110$ Hz/mm linear gradients across the atomic distribution. Dashed (dotted) line shows a linear fit for the positive (negative) gradient. The linear fit is used to extract the linear gradient $G$ across the atomic distribution. The solid line shows a linear fit for the uniform differential potential. $U_{\text{diff}}$ is measured by Ramsey spectroscopy.

5.4 Longitudinal diffusion results in applied linear field gradients

Figure 5.3 depicts the typical experimental sequence used for studying the effect of linear field gradients on diffusion of the two-domain spin structure. We initialize our spin profile into the two-domain anti-parallel longitudinal spin texture as usual in the cancellation field with gradient $G \sim 0$. Following the spin-state initialization we turn on the nonuniform $U_{\text{diff}}$ laser with a known value of linear gradient $G \neq 0$ across the atomic distribution and keep the extra optical potential on during the evolution of the spin profile towards equilibrium. By adjusting the time-averaged laser intensity profile, we controllably adjust the sign and the magnitude of the linear gradients to cover a wide range of linear inhomogeneities and
Figure 5.3: Experimental sequence for studying the effect of linear field gradients on diffusion of the two-domain spin structure, showing the timing and duration of all the different applied fields. Each sequence begins with the initial spin-state preparation into a two-domain anti-parallel longitudinal spin texture in $G \sim 0$. Following the initialization sequence in a uniform differential potential, the nonuniform $U_{\text{diff}}$ laser pulse is applied to create linear field gradients $G \neq 0$ during the relaxation of the spin structure to its final equilibrium. After the evolution time, the longitudinal spin component is destructively measured. The experimental sequence is repeated for each value of the evolution time. The transverse spin component is measured using the Ramsey spectroscopy method.
study the relaxation of the two-domain spin structure via measuring the longitudinal and transverse spin dynamics for each value of $G$.

### 5.4.1 Longitudinal domain dipole oscillation

Figure 5.4(a-c) represents typical experimental results for the longitudinal spin dynamics as the two-domain spin structure relaxes to the final equilibrium state for cancellation field gradient $G \sim 0$ (middle), positive $G > 0$ (right) and negative $G < 0$ (left) linear effective magnetic field gradients. The contrast in the diffusion dynamics time scales is clearly evident in these results. Figure 5.4(c) shows that propagating in an effective magnetic field with a positive linear gradient increases the longitudinal spin domain lifetime noticeably. On the contrary, propagation in an effective magnetic field with negative field gradient increases the longitudinal spin diffusion and results in much faster relaxation of the longitudinal spin domains [Fig. 5.4(a)]. We discuss later in this section that the observed contrast in the behaviour for different applied linear magnetic field gradient signs is due to the differences in the transverse spin dynamics excited in the system and the presence of the initial longitudinal spin domains.

As described in the previous chapter to explore the effect of these added inhomogeneous magnetic fields on the longitudinal spin diffusion time scales, we calculate the dipole moment of the longitudinal spin domain oscillations to isolate the dynamics of the spin dipole mode. Exponentially damped sine waves are fitted to the dipole moment oscillations to determine the frequency $f$ and damping rate $\Gamma$ of the longitudinal spin domain oscillations [Fig. 5.4(d)]. It should be noted that the domain oscillations are not purely sinusoidal nor precisely exponentially damped, since there are multiple dynamical effects altering the oscillations, but this analysis gives a reasonable estimate of the characteristic time scales.

Figure 5.5 shows the extracted frequency $f$ [Fig. 5.5(a)] and damping rate $\Gamma$ [Fig. 5.5(b)] of the dipole moment oscillations calculated for longitudinal spin evolution data for different positive and negative linear effective magnetic field gradients. It is seen that both the oscillation frequency and the damping rate hits a minimum at around $G \sim 25$ Hz/mm.
Figure 5.4: (a)-(c) Spatiotemporal evolution of the longitudinal spin component $S_\parallel$ in negative $G \simeq -20$ Hz/mm (a), cancellation field $G \sim 0$ Hz/mm (b) and positive $G \simeq 24$ Hz/mm (c) linear effective magnetic field gradients. The initial longitudinal domains undergo dipole oscillation in $G \sim 0$ Hz/mm in (b). Propagation in an effective magnetic field with negative field gradient in (a) increases the longitudinal domain oscillation frequency and also leads to much faster relaxation of the longitudinal spin domains, while propagating in an effective magnetic field with a positive linear gradient in (c) increases the longitudinal spin domain lifetime noticeably, compared to the uniform magnetic field results in (b). (d) Dipole moment time evolution calculated for longitudinal domain oscillations in (a)-(c). The solid line shows a representative exponentially decaying sinusoidal fit for (a). Frequency $f$ and damping rate $\Gamma$ of the longitudinal domain oscillations are extracted from these fits.
Figure 5.5: (a) Dipole moment oscillation frequency $f$ and (b) damping rate $\Gamma$ for positive and negative linear field gradient $G$. Error bars correspond to fit uncertainties for dipole moment oscillations [Fig. 5.4(d)].
Although this analysis inevitably mixes the oscillation frequency with the damping rate, it still manages to produce a reasonable estimate of the domain stabilization effect.

The oscillation frequency of the longitudinal domains, $f$, decreases for small and intermediate positive linear field gradients, hitting a minimum at around $G \sim 25$ Hz/mm. The oscillation frequency is decreased significantly and the longitudinal spin domains practically do not oscillate [Fig. 5.4(c)]. For negative field gradients $f$ increases and approaches the trap oscillation frequency $f_{\text{axial}}$ for the large negative field gradient limit. For positive field gradients extracting a frequency while no oscillation is actually occurring might seem unreasonable, but the main goal is to show the contrast in the two-domain relaxation behaviour for positive and negative field gradients. We emphasize that the sine fits to dipole moment data in positive field gradients are dominated by the initial transient currents, rather than real oscillations.

The damping rate of the dipole moment oscillations $\Gamma$ gives an estimate of the lifetime of the longitudinal domains. $\Gamma$ decreases with increased positive linear field gradients in the small field gradient range, but as the inhomogeneity is increased further, $\Gamma$ increases; since larger inhomogeneities induce rapid decoherence and lead to faster relaxation of the spin texture to the final equilibrium. In conclusion, there is a range of positive linear field gradients in which the effect of applying inhomogeneous effective magnetic fields leads to longer lifetimes for the longitudinal spin domains. Negative linear field gradients increase the damping rate of the oscillations $\Gamma$ significantly, leading to much faster relaxation of the longitudinal spin domains compared to results in $G \geq 0$.

As explained in Section 5.2, if the initialized two-domain spin structure domain-wall width $\ell$ matches $\ell_{\text{eq}}$ for a specific stabilizing field gradient $G$ form Eq. 5.1, the initial two-domain spin structure will have the longest lifetime in that specific field. According to the experimental results for the domain dipole moment damping rates (Fig. 5.5(b)), we conclude that the domain-wall width $\ell$ of our initial two-domain longitudinal spin profile matches a field gradient $G \sim 25$ Hz/mm [Fig. 5.5-(b)], for a stable domain structure. Since Eq. 5.1 was derived with the assumption that the system lies in the hydrodynamics regime, our
experimental result cannot be compared directly to the predictions for the stabilizing field gradient from Eq. 5.1.

5.4.2 Transverse spin dynamics in the domain-wall

We investigate the nature of this contrast in the longitudinal diffusion dynamics time scales in effective magnetic fields with linear gradients by studying the dynamics of the transverse spin component. Figure 5.6(a-c) represents the full dynamics of the transverse spin component in an effective magnetic field with positive linear gradient \( G \approx 24 \, \text{Hz/mm} \), showing the spatially-resolved transverse spin amplitude dynamics across the atomic ensemble in Fig. 5.6(a) and the evolution of the transverse spin phase in the domain-wall region in Fig. 5.6(b). Figure 5.6(c) shows that at the initial stage of the dynamics the ensemble cloud coherence, calculated as the total transverse spin magnitude across the atomic distribution increases. However, this increase is suppressed compared to the experimental results observed in flat field \( (G \sim 0) \) discussed in Chapter 4 [see Fig. 4.9(c)].

The coherent oscillation of the transverse spin component phase in Fig. 5.6(b) is a new feature observed in the transverse spin component dynamics data, which is due to applying positive effective magnetic field gradients. The propagation of this coherent transverse spin mode is the key to increased longitudinal domain lifetimes. It has been known that magnetic field inhomogeneities lead to excitation of transverse spin dynamics (spin waves) [41, 52, 67, 75]. Here, the added positive linear field gradient combined with the effect of the ISRE excite transverse spin oscillation modes in the domain-wall region. These transverse spin component oscillations are coherence-preserving transverse spin dynamics, leading to less overall dephasing over time. Therefore coherence times are longer compared to cases where these coherent spin oscillations are absent or weaker, for the same value of \( \mu \). It is crucial that the exchange interactions are strong enough, otherwise the dephasing due to external field gradients becomes dominant and the coherence decays rapidly, leading to fast relaxation of the two-domain, as seen in the longitudinal diffusion results for large field gradients in Fig. 5.5(b).

Figure 5.6(d-f) represents the transverse spin component evolution data in an effective magnetic field with negative linear gradient. It is evident that in this case the coherence
Figure 5.6: Time evolution of the transverse spin component $S_\perp$ for linear magnetic field gradient $G \simeq 24$ Hz/mm (a-c) and $G \simeq -20$ Hz/mm (d-f). Spatially resolved time evolution of the transverse spin magnitude (a/d) and transverse spin phase in the domain-wall region (b/e) for positive/negative $G$ respectively. Time evolution of the total ensemble coherence for $G \simeq 24$ Hz/mm (c) and $G \simeq -20$ Hz/mm (f).
decays much faster, as seen in Fig. 5.6(d,f). The other important difference is the evolution of the transverse spin phase in the domain-wall region presented in Fig. 5.6(e). The transverse spin component phase is clearly not oscillating, but increasing for each lobe, indicating that the system is getting more out-of-phase. This is also the reason for the fast coherence decay, since applying the negative field gradient to the two-domain spin structure with the specific initial transverse phase profile, induces fast dephasing of the transverse spin phase and subsequent loss of coherence in collisions. We will discuss this effect in more detail and compare the experimental results with numerical results from the solution of the quantum Boltzmann equation (Eq. 4.1) in Section 5.5.

The contrast in the two different phase evolution data for positive and negative linear gradient can be seen more clearly in Fig. 5.7 and Fig. 5.8. For the positive linear gradient a coherent oscillation of the phase is seen in the domain-wall region, which preserves coherence for longer times. In the negative linear gradient data such behaviour is absent and the transverse spin tends to grow further out of phase, accompanied by a much faster decay of coherence in the domain-wall.

Figure 5.9(a-b) shows the initial stage of the transverse spin dynamics for uniform external field $G \sim 0$ [Fig. 5.9(a)] along with negative external linear field gradient data $G < 0$ [Fig. 5.9(b)]. For $G < 0$ the transverse spin component is mainly confined in the domain-wall region, and the rise in the total transverse spin component magnitude across the cloud is suppressed compared to the transverse spin component evolution in $G \sim 0$. To quantify the effect of suppression of Castaing’s instability, *i.e.* conversion of longitudinal spin component to transverse spin, we extract the ensemble coherence ratio $c_{\text{ratio}} = c_{\text{tot}}^\text{max}/c_{\text{tot}}^\text{init}$ from the transverse spin component evolution data. The results are summarized in Fig. 5.10, representing a decrease of the initial rise observed in the transverse spin component magnitude as linear effective magnetic fields are added.

The dynamics of the transverse spin component has already been studied both theoretically and experimentally in different regimes [40, 52, 54, 67, 73, 74, 75]. Although describing the differences between the longitudinal spin diffusion time scales for positive and negative linear magnetic field gradients as a consequence of the excited transverse spin dynamics is
correct, it is too simple to be able to explain the effect thoroughly. The sign of the applied linear field gradients only reverses the symmetry of the excited transverse spin modes and no other major difference is expected. Therefore, this significant difference observed in the longitudinal diffusion time scales needs more clarification, since it can not originate solely from the different transverse spin oscillation symmetries. The significant difference observed between the diffusion dynamics in positive and negative linear field gradients is mainly due to the initial longitudinal spin profile. The combined effects of all these contributions eventually result in the differences observed in the longitudinal spin diffusion time scales. We explain this point further in the discussion part of this chapter.

5.5 Discussion

It is important to note that the specific initial longitudinal domain profile is crucial to observe such contrast in the longitudinal spin diffusion time scales for positive and negative linear field gradients, since in a fully transverse initial spin state with no longitudinal spin
Figure 5.8: (a) The fast decaying longitudinal domains for negative linear gradient $G \approx -20 \text{ Hz/mm}$ (b) The spatiotemporal evolution of the transverse spin orientation $\phi$ for the domain-wall region marked with the dashed square in (a). (c) The time evolution of $\phi$ highlighted for two locations in the domain-wall marked with dotted lines (i) and (ii) in (b). The transverse spin orientation becomes further out of phase with time across the domain-wall, in contrast to the dipolar spin oscillations observed for positive linear gradients in Fig 5.7(c).
Figure 5.9: The initial stage of the spatiotemporal dynamics of the transverse spin magnitude $c(z,t)$ for negative field gradient $G \sim -21$ Hz/mm (a) and uniform magnetic field $G \sim 0$ Hz/mm (b). (c) The time evolution of the total ensemble coherence $c_{tot}$ for (a) and (b), showing the suppression of the initial rise in $c_{tot}(t)$ for $G < 0$ compared with $G \sim 0$ Hz/mm (solid/dashed line are a guide to eye).
Figure 5.10: $c_{\text{ratio}} = \frac{c_{\text{max}}}{c_{\text{init}}} \text{ decreases as linear field gradients } G \text{ are applied.}$

domains, the sign of the effective magnetic field gradients only reverses the symmetry of the generated modes without changing the general behaviour. Basically, the specific initial longitudinal two-domain spin profile breaks the rotational symmetry in the spin dynamic problem by introducing a specific spin orientation. In other words an initial longitudinal spin domain profile with a distinct orientation supports the propagation of specific modes of coherence-preserving transverse dynamics, which in turn increases the longitudinal spin domain lifetime, via canceling longitudinal spin currents from the longitudinal domains. If we reverse the initial longitudinal spin domain symmetry, the role of positive and negative linear field gradients in stabilizing the longitudinal domains are exchanged.

To better understand the discussion, qualitative simulation results of the quantum Boltzmann equation (Eq. 4.1) are presented in Fig. 5.11 for atomic clouds with similar parameters $a$, $n$ and $T$ as the atomic clouds experimentally studied here. The initial longitudinal domain orientation is reversed spatially between Fig. 5.11(a) and Fig. 5.11(b) while all other aspects ($\ell$ and initial phase profile) are unchanged. In Fig. 5.11(b) it is seen that the same positive linear gradient that increases the lifetime of the longitudinal two-domain spin structure in Fig. 5.11(a) leads to faster longitudinal diffusion and decreases the longitudinal spin-domain
lifetime. These simulations are conducted to compare the qualitative behavior and are not quantitatively accurate.

Figure 5.11: Simulation results for longitudinal domain dynamics (a-b) and transverse spin phase (c-d) for the same positive field gradient $G$. The initial longitudinal domain orientation is reversed between (a-c) and (b-d), while the initial transverse spin helix is unchanged. The same external field gradient stabilizes the longitudinal domains for (a), while it leads to faster decay of the longitudinal spin domains in (b). The contrast in the time evolution of the transverse spin phase can be seen in (c) and (d). The transverse spin phase exhibits oscillations in (c), while it grows further out of phase for (d).

Figure 5.12 schematically depicts the situation when positive [Fig. 5.12(b)] and negative [Fig. 5.12(c)] field gradients are applied. In a system with a nonuniform longitudinal spin profile, longitudinal spin currents from the domains tend to relax the longitudinal gradient and the domains. For positive linear gradients, the excited transverse spin dynamics results in generation of longitudinal spin currents that counteract the diffusive longitudinal spin currents in the system. As a result the total longitudinal spin current in the system becomes effectively negligible. Also, the spread in the transverse spin component phase is effectively unwrapped, leading to a coherent oscillation of the transverse spin orientation, preserving the coherence in the domain-wall for longer. Both effects lead to increased longitudinal domain lifetimes, as our experimental results show.
Figure 5.12: (a) Schematic representation of the two-domain spin structure. The spin vector is rotated across the domain-wall such that in the middle of the domain-wall the spin is purely transverse. (b) For this specific initial longitudinal domain orientation - positive linear gradient in the effective magnetic field - the ISRE-driven longitudinal spin currents are generated from the transverse domain-wall region towards the longitudinal domains of the same orientation. Due to this effect the total longitudinal current is decreased significantly. (c) For this specific initial longitudinal domain orientation - negative linear gradient in the effective magnetic field - the ISRE-driven longitudinal spin currents are generated from the transverse domain-wall region towards the longitudinal domains of the opposite orientation, which adds to the diffusive longitudinal spin currents from the domains. Due to this effect the longitudinal domains decay rapidly. Diffusive longitudinal spin currents from the longitudinal spin domains are not shown here.
For negative field gradients the coherently excited longitudinal spin currents are towards the longitudinal domains of opposite sign, schematically depicted in Fig. 5.12(c). These longitudinal currents generated as a result of the coherent transverse spin interactions in the domain-wall flow in the same direction as the diffusive longitudinal spin currents from the longitudinal domains; therefore, the longitudinal diffusion effectively speeds up. Also, the added effective magnetic field tends to force the transverse spin phase to grow further out-of-phase, in such a way that the ISRE is not efficient in unwrapping the out-of-phase spins. This leads to faster decay of the transverse spin magnitude. As a result the domain-wall decays faster, leading to faster longitudinal spin diffusion. In this case no coherence-preserving transverse spin oscillations occurs.

The experimental results for negative field gradients can be compared to the study of the diffusion dependence on domain-wall coherence discussed in Chapter 4 as well (see Section 4.3 for details). In those studies we initialize the system with lower coherence using fast light-induced dephasing in the domain-wall and study the impact of the degree of initial coherence in the domain-wall on the subsequent longitudinal diffusion dynamics. The results showed that the domain lifetime decreases as the domain-wall coherence is lowered. Here, we start with the same initial coherence in the domain-wall for all experiments, but the presence of the effective magnetic field with negative gradients and the specific initial longitudinal domain orientation induces fast decay of the domain-wall. The fast decay of the domain-wall is due to the rapid dephasing of the transverse spin component and the subsequent loss of coherence during collisions. Therefore, when negative field gradients are applied the longitudinal spin diffusion speeds up in two ways. Firstly, the coherently excited longitudinal currents increase the overall diffusing longitudinal currents in the system. Secondly, the coherence in the domain-wall decays rapidly, leading to faster diffusion of the longitudinal domains as a consequence.

5.6 Summary

In summary, in this chapter we studied the diffusion of a two-domain spin structure when inhomogenous external magnetic fields with positive and negative linear gradients are
applied. The longitudinal spin component diffuses through the transverse spin domain-wall, and the ISRE-dominated transverse spin dynamics occurring in the domain-wall region modifies the longitudinal diffusion noticeably. In this chapter, we manipulated the ISRE-dominated transverse spin dynamics by applying nonuniform external magnetic fields. We studied how these added inhomogeneous fields affect the relaxation of the two-domain spin structure to the final equilibrium state.

We observed a sharp contrast in the longitudinal domain relaxation time when positive and negative effective magnetic field gradients are added (Fig. 5.4). For positive linear field gradients our results revealed that this modification leads to further stabilization of the longitudinal spin domains and longer longitudinal domain lifetimes. On the contrary, for negative field gradients the results showed an increase in the longitudinal spin diffusion and rapid decay of the longitudinal spin domains. In the positive field gradients we observed a dipolar transverse spin oscillation confined in the domain-wall region (Fig. 5.7). This coherent oscillation of transverse spin phase is a key to increases observed in the longitudinal spin domain lifetimes. This coherent oscillation of the transverse spin phase was absent when negative effective field gradients were applied (Fig. 5.8).

We also observed a suppression of Castaing's instability when linear gradients of both signs are applied (Fig. 5.10). Finally, we presented a phenomenological description for the observed effects, discussing how the coherently generated longitudinal spin currents in the system lead to the stabilized domains for positive field gradients and faster relaxation for negative field gradients.
Chapter 6

Conclusion and future direction

In this work, we studied spin transport in a weakly interacting trapped Bose gas in the cold-collision regime. Although systems in the cold-collision regime are non-degenerate, they behave far from a classical gas due to quantum-symmetry requirements during binary collisions between atoms. This effect leads to a spin rotation of the colliding spins (the ISRE), due to spin-exchange interactions during collisions. The ISRE indeed modifies transport properties of a system in the cold-collision regime, which motivated the transport studies presented in this thesis. We studied the relaxation dynamics of a two-domain longitudinal spin structure to the final equilibrium state, and explored the effect of the ISRE on the spatiotemporal behaviour of the diffusion dynamics.

We started this thesis by presenting the theoretical description of the system relevant to this work. In Chapter 2, we derived the transport equation that describes the dynamics in this regime, which includes the so-called ISRE interaction as a spin-torque term. Furthermore, we discussed how the ISRE term emerges from quantum-symmetry requirements during collisions.

Our experimental results are presented in Chapters 4 and 5. The results indeed manifest a significant deviation from classical diffusion, due to coherent spin interactions as a result of the ISRE. In Chapter 4, we studied the diffusion of a non-degenerate one-dimensional spin structure of two anti-parallel spin domains in uniform external magnetic fields. The quantum modifications to spin diffusion were manifested as a decrease in the oscillation rate of the spin domains and an increase in the longitudinal spin diffusion time. The results showed sensitivity to the degree of coherence in the domain-wall (Fig. 4.8), which highlighted
the quantum mechanical nature of the phenomenon more clearly. We concluded that the presence of a transverse spin component in the domain-wall combined with the anisotropy in the longitudinal and transverse spin diffusion coefficients, lead to the increased longitudinal lifetimes observed in our experiments.

We also observed an instability in the longitudinal spin component as a conversion of longitudinal spin component into transverse spin, in conformity with Castaing’s instability. The instability tends to couple the two spin components, and the longitudinal spin diffuses through the region of transverse domain-wall via transverse diffusion, which in turn leads to increased longitudinal domain lifetimes. We numerically studied the instability onset as a function of important experimental parameters: the temperature $T$, the domain-wall width $\ell$ and the scattering length $a$, in a broader parameter space than experimentally explored (Fig. 4.10). The results manifest that increasing $\ell$ and decreasing $T$ weakens the instability, while decreasing $a$ increases the spin rotation parameter $\mu$ and strengthens the instability.

Since the longitudinal spin component diffuses through the transverse domain-wall via transverse diffusion, the symmetry and strength of the coherent spin dynamics occurring in the domain-wall region affects the behaviour and time scale of the longitudinal diffusion significantly. In Section 4.3, we studied how the strength of the coherent dynamics affects the diffusion time scales by controllably adjusting the degree of coherence in the domain-wall region. The diffusion time scales depended sensitively on the initial degree of coherence in the domain-wall. Furthermore, by tailoring the symmetry of the transverse spin modes via applying an effective inhomogeneous magnetic field, one can further study the effect and manipulate and adjust the longitudinal diffusion time scales and spatial behaviour.

Motivated by our results in uniform magnetic fields as well as multiple theoretical predictions, we extended our diffusion dynamics studies of the two-domain spin structure by exploring the effect of applying nonuniform magnetic fields. According to our experimental results, the ISRE-dominated transverse spin dynamics occurring in the domain-wall region modifies the longitudinal diffusion noticeably. In Chapter 5, we manipulated the ISRE-dominated transverse spin dynamics by applying nonuniform external magnetic fields.
We further studied the diffusion dynamics in inhomogenous external magnetic fields with positive and negative linear gradients. We observed a sharp contrast in the longitudinal spin domain relaxation time when positive and negative effective magnetic field gradients were applied (Fig. 5.4). For positive linear field gradients our results revealed that this modification leads to further stabilization of the longitudinal spin domains and longer longitudinal domain lifetimes. On the contrary, for negative field gradients the results showed an increase in the longitudinal spin diffusion and rapid decay of the longitudinal spin domains. In the positive field gradients we observed a dipolar transverse-spin oscillation confined in the domain-wall region (Fig. 5.7).

The coherent oscillation of the transverse spin phase is a key to the increases observed in the longitudinal spin domain lifetimes. Such coherent oscillations of the transverse spin phase were absent when negative effective field gradients were applied (Fig. 5.8). We explained that the differences in longitudinal diffusion time scales for positive and negative field gradients are due to the differences in the ISRE-generated longitudinal spin currents. For positive field gradients these coherently-generated longitudinal spin currents cancel the diffusive longitudinal spin currents, leading to increased longitudinal domain lifetimes. For negative field gradients these ISRE-generated longitudinal spin currents add to the diffusive spin currents and increase the longitudinal diffusion significantly. We also observed a suppression of the instability in the longitudinal spin component when linear external field gradients of both signs were applied (Fig. 5.10).

Looking into the future, one can extend and improve this work in many different ways. Although our experimental results validate predictions from the Boltzmann equation, only a small parameter space was explored in this work. The effect should be investigated in a broader parameter space to confirm the validity of the model with higher confidence. The first further step motivated by our numerical results presented in Chapter 4 would be exploring a broader experimental parameter-space than studied here.

One could further investigate the effect by exploring the effect of the temperature $T$, the domain wall size $\ell$ and the scattering length $a$ on the observed instability as well as the diffusion dynamics. The scattering length $a$ can be modified by means of Feshbach resonances 105
[93] to tune the ISRE strength independent of other experimental parameters. Improved optical equipment and creative microwave pulse techniques are needed to adjust \( \ell \) controllably. For instance, using a spatial-light-modulator for creating various optical intensity profiles simplifies performing spin-state preparation significantly and allows for controllably adjusting the domain-wall width \( \ell \). By increasing \( \ell \) one could observe the cross-over between stable domain structures where the transverse spin is confined in the domain-wall region, to more smoothly propagating spin-wave oscillations across the atomic distribution.

Furthermore, one can explore the effect in a broader range of interactions between collisionless and hydrodynamic regimes by adjusting the density \( n \). Composite microwave pulse techniques can be applied to perform better atom transfer between different spin-states with higher fidelity and without loss of coherence. In addition, measuring the momentum distribution of different spin states using improved imaging protocols will be an extremely useful tool in studying transport phenomena.
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