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Abstract

The combination of both matter qubits and photonic qubits presents a very promising method for generating entanglement between qubits in order to scale up both quantum computing and quantum communication platforms. Hosting both qubits in silicon would be a favourable approach as silicon has not only the most mature microelectronics industry but also the most mature photonics industry. Singly ionized selenium donors (Si:Se⁺) have recently been identified as a possible candidate. Si:Se⁺ possess the excellent coherence lifetimes of conventional donor spin qubits in silicon but additionally has photonic access to the spin states at a convenient wavelength, 2.9 µm. The spin-photon interface of Si:Se⁺ has the potential to be the basis for an integrated, all silicon, quantum computer. For this work we made custom samples with the specific purpose of measuring the crucial optical properties that determine the viability of the Si:Se⁺ spin-photon interface as a basis for a quantum architecture. We present photoluminescence, absorption, hole burning, and magnetic resonance experiments towards the characterization of the Si:Se⁺ spin-photon interface. We determined a transition dipole moment of 1.96 ± 0.08 Debye, a lower bound for the zero-phonon line fraction of > 15.1 ± 0.3 %, and a lower bound for the radiative efficiency of > 0.75 ± 0.08 %. Further results of the peak and area conversion factors and the dependence of peak energy and linewidth on electrically neutral impurities are also presented.
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Chapter 1

Introduction

1.1 Quantum Information

The progression of technological advancement is encapsulated in Moore’s law [1] – stating
the doubling every year in the number of components per integrated circuit. However, since
first described in 1965, physical devices have increasingly fallen short of this trend [2]. In
1975 Gordon Moore revised the prediction to doubling every two years, and in 2015 he
predicted that Moore’s law would be “...dying in the next decade or so” [3].

This saturation of Moore’s law is due to transistors becoming so small – approaching the
atomic scale – that quantum effects begin to limit their functionality [4, 5]. However, this is
not the end of technological advancement; if quantum mechanics is limiting classical com-
puting then we will harness these quantum effects to create a new manner of computation
– quantum computing.

Quantum computing is not only the continuation of Moore’s law, but a means to un-
lock problems otherwise impossible for classical computing. Whole classes of problems have
resource requirements that scale exponentially with the size of the problem when work-
ing with a classical resource, making them intractable for classical computing. These same
problems scale polynomially when a quantum resource is used (see https://math.nist.
gov/quantum/zoo/ [6] for a comprehensive list of quantum algorithms). This is the power
of quantum computers: the ability to outscale classical computers and solve otherwise in-
accessible problems.

The idea of quantum computing was first proposed by Richard Feynman in 1981 where
he envisioned a programmable quantum computer as a means to simulate other quantum
mechanical systems [7]. A system composed of 50 spin-1/2 particles would require a classical
computer to store $2^{50}$ numbers to describe the system (the complex values defining each
particle). Assuming single precision (32 bits) this requires $\approx 3.2 \times 10^{16}$ bits, or 4 Petabytes,
to store the state of 50 particles. Already this begins to strain the memory capabilities of the
latest supercomputer: IBM Summit with $\approx 10$ Petabytes of memory [8]. Simply doubling
the size of the simulation and we see the (classically) insurmountable problem: $4 \times 10^{31}$
bits of data are needed, or $5 \times 10^{14}$ Summit supercomputers. A quantum computer could store this with just 100 quantum bits – qubits.

Efficient quantum simulations have the potential to aid in many practical problems including performing efficient nitrogen fixation [9], protein folding [10], and quantum chemistry [11]. On top of this, quantum computing has been shown to possess the same exponentially superior scaling for a whole range of problems including prime factoring [12], database searching [13], and machine learning [14].

The base requirements of a quantum computer are a qubit and the generation of entanglement between qubits. A qubit is a two level quantum mechanical system whose state can be initialized, controlled, and read out. Qubits have been engineered out of many different materials and systems including quantum dots in III-V material [15], nitrogen-vacancy centers in diamond [16], superconducting qubits [17], ion traps [18], photons [19], donors in insulators [20], donors in ZnO [21], and donors in silicon [22]. Entanglement between separate qubits has been seen in many systems including quantum dots [23], nitrogen-vacancy centers [24], superconducting qubits [25], ion traps [26], photons [27], and donors in silicon [28], among others.

While in theory a quantum computer might only need qubits and entanglement, in practice, to be viable as a technology much more stringent requirements are needed [29]. An arbitrary superposition of a qubit must be long lived (relative to the time it takes to perform a calculation), and initialization, control, and readout must be high fidelity to properly perform error correction [30, 31]. Finally, the system must scale efficiently. If the costs to increase the size of the quantum computer is exponential then you lose all benefit of working with a quantum computer in the first place. This is currently the most daunting problem. While entanglement can be generated between small numbers of qubits, it has not been implemented in a manner capable of being efficiently scaled up.

In parallel with quantum computing, in the encompassing field of quantum information, is quantum communication. Rather than using quantum mechanics for computational work, quantum communication uses the quantum properties for security. Due to the no-cloning theorem [32] and the monogamy of entanglement [33] information encoded via the sharing of entangled qubits can be made physically secure from unwanted eavesdropping. Whereas classical encoding schemes rely on the fact that breaking the code is computationally prohibitive, a quantum encoding scheme relies on the fact that the presence of a third party eavesdropper physically changes the exchanged qubits and is detectable [34].

As quantum communication involves the transfer of qubits over great distances, the prototypical ‘flying’ qubit is the photon. Photon based quantum communication platforms have been demonstrated over fibre-optic cables [35], to orbiting satellites [36], and short-range commercial systems are available now [37]. Despite appearing to have a lead on quantum computing, quantum communication has yet to be employed on a world wide scale.
The missing component for a large scale network is the quantum repeater [38, 39]. As photons are transferred between nodes through free space or through fibre optics the range is limited by photon loss. Unfortunately, the very same properties that make a quantum communication channel secure inhibit a simple ‘amplification’ of signal. Instead, a quantum communication channel must be extended by linking together quantum repeaters with short photonic connections between each node. A quantum repeater works by swapping entanglement between memory qubits in adjacent nodes via a photonic qubit connection. The memory resource needed has most often been proposed to be a matter qubit (although all photon quantum repeaters have been proposed [40]) meaning the same requirements for coherence lifetime, high-fidelity initialization, control, and readout along with scalable interactions are needed for a large-scale quantum communication network. Furthermore, if a matter qubit is used, a method of transferring between memory qubit and photonic, flying, qubit is needed [29].

These formidable tasks necessary for quantum computation or quantum communication mean that the particular choice of architecture – of quantum mechanical system – is extremely important. At the moment it is not clear which system will emerge as the definitive quantum computing/communication technology. Many different systems (as listed above) are being actively researched and refined to meet the strict technological requirements for a robust, high-fidelity, scalable quantum computer or quantum communication network. New proposals are continually being released, new ideas are being investigated, and new theoretical work is being done. It is a great time to be a part of, and to contribute to, the exciting work in this field.

1.2 Spin-Photon Interface

As mentioned, generating entanglement between separate qubits in a scalable manner is a remaining challenge for many qubit architectures. The difficulty stems from needing the qubits to be very isolated to have long lifetimes but still able to generate interactions to have entanglement.

Early quantum computing proposals envisioned having the entangling interaction be a wavefunction overlap that could be turned on and off with an electrostatic barrier potential. This was proposed for phosphorus donors [41] and electron quantum dots [42]. However, the precise placement needed for both the qubits and the accompanying control structure make these schemes technologically difficult.

It was realized early on that a hybrid system of both matter and photon qubits could provide a much easier pathway to scalable interactions [43, 44, 45]. Spatially separate qubits could be as isolated as possible and exchanged photons would be used to generate entanglement. A two node system of physically separated qubits, capable of generating entanglement,
is a sufficient building block for both a universal quantum computer [46] and a large scale quantum communication network [47].

What was originally thought of as an auxiliary requirement for a quantum computer, “the ability to interconvert stationary and flying qubits” [29] has become the main subject of study for many of the previously mentioned qubit systems. Many of these systems possess a ‘spin-photon’ interface which has the potential to interconvert between a spin qubit and a photon qubit.

To be a suitable candidate for a quantum computing/communication architecture the requirements of the spin-photon interface are just as strict as the requirements imposed upon the matter qubit. A suitable spin-photon interface should have a strong light-matter interaction with a high transition dipole moment. The luminescence of the system should have a high radiative efficiency and have minimal non-resonant emission, i.e., a high zero phonon line fraction. Additionally, although not required, photonic access in the telecommunication wavelength (1450-1650 nm) would be extremely useful for integration with the widespread telecommunication infrastructure already available.

1.3 Donors in Silicon

The doubling of components per integrated chip has been driven by the continual advancement and refinement in the complimentary metal-oxide-semiconductor (CMOS) industry. At the heart of this industry – in addition to our computers and cell phones – is silicon. Working with the excellent scalability of a silicon based system would be invaluable in generating the large number of qubits necessary for practical quantum computation.

There is, in fact, a native silicon-based qubit that has shown a lot of promise. The spin degrees of freedom of substitutional donor impurity atoms in silicon have been studied as qubits for decades. Many different donor defects have been shown to possess extremely long lifetimes [48, 49] with phosphorus holding the record for longest lifetimes [22]. As such, phosphorus donors have been the basis of many proposed quantum computing architectures [41, 50, 51].

Exciting work has progressed in the construction and demonstration of single phosphorus donor devices [52]. Initialization, control, and readout has been demonstrated to a high enough fidelity for error correction [53]. However, a remaining difficulty is generating coupling between qubits – the final step to a scalable quantum computer. Proposed methods include using the native magnetic dipole moment [50], or intentionally perturbing the system to generate a strong electrical dipole moment to couple to a superconducting microwave cavity [51].

A promising alternative to phosphorus is the deep double donor selenium (Si:Se). Singly-ionized selenium (Si:Se$^+$) has the same ground state Hamiltonian as phosphorus and has been shown to possess the same excellent coherence properties [54]. Importantly, Si:Se$^+$
possesses a strong, native, electric dipole moment – an optical transition from ground state to the first excited state – at a convenient wavelength in the mid-infrared. This transition is spin selective and active in both luminescence and in absorption [55, 54] with a transition energy of 427 meV, or 2.9 µm [54].

Although this spin-photon interface does not operate in the desired telecom band, 2.9 µm light can still be confined and guided within silicon waveguides. This means that both the matter qubit and photonic qubit of a Si:Se⁺ spin-photon interface can be hosted entirely in silicon. While not at the ideal wavelength, much of the incentive to work in the telecom regime – the mature silicon photonic industry – can still be utilized at 2.9 µm.

Not only is silicon the most mature industry for electronics but also the most mature photonics platform [56]. An abundance of silicon photonics components are already accessible including waveguides [57], grating couplers [58], directional couplers [59], resonators [60], and high-efficiency single-photon detectors [61] all of which can be adapted for implementation in a Si:Se based spin-photon technology.

The spin-photon interface of the Si:Se⁺ system is thus a very promising system with which to develop into a quantum technology. Not only does selenium possess long lifetimes but it also has the advantage of possessing a fully CMOS compatible spin-photon interface with both the spins and photons hosted in silicon.

Prior to this work, the exact optical properties of the Si:Se⁺ spin-photon interface had yet to be measured precisely. Morse et al. [54] performed preliminary measurements, however, they were limited to lower bounds due to the sample used being unsuited for the measurements made. This is the focus of this work: to create appropriate Si:Se⁺ samples and perform the necessary measurements to determine the key optical parameters, namely, the transition dipole moment, the zero-phonon line fraction, and the radiative efficiency. The results will determine the feasibility of utilizing the Si:Se⁺ spin-photon interface as the base unit on the path towards integrated silicon quantum optoelectronics.

The organization of this thesis is as follows: first we will introduce the necessary background information to understand the physical system of study, Si:Se, along with the optical properties to be determined and the measurement methods employed. We will then explain the method by which we prepared our samples along with our experimental apparatus and techniques. We will present our results of the optical properties of the Si:Se spin-photon interface and conclude with an assessment of possible implementation schemes.

Concerning the key optical properties that define a spin-photon interface we measured the transition dipole moment (1.96 ± 0.08 Debye) and placed lower bounds on both the zero-phonon line fraction – the fraction of light emitted in the zero phonon line versus the phonon sideband – (> 15.1 ± 0.3 %) and the radiative efficiency of all luminescence (> 0.75 ± 0.08 %). In addition, we’ve also determined parameters that will be essential for the creation of samples and devices in future work. We have determined the integral and peak conversion factors as well as the dependence of the linewidth of the Si:Se⁺ lowest excited
state transition on the concentration of neutral impurities. We also investigated the optical properties of the neutral charge state, Si:Se$^0$. For a summary of all optical parameters determined in this work, for both charge states, Si:Se$^+$ and Si:Se$^0$, see Tab. 5.1.
Chapter 2

Background Theory

In this section we will introduce the background theory for the experimental results to follow. The discussion will start with an overview of silicon focusing, in particular, on donors in silicon and the optical properties of silicon. Next a theoretical derivation of the optical properties of a two-level system will be presented. Magnetic resonance control of spin qubits and the idea of a ‘tip-angle’ measurement for determining concentration of spin qubits will be introduced. The system of study, the selenium double donor in silicon, and its spin-photon interface will be introduced and discussed. Finally, the theory of diffusion will be presented for future discussion of sample preparation.

2.1 Properties of Bulk Silicon

Since the first silicon transistor in 1954 [62] silicon has become one of the most important elements used everyday, being omnipresent in nearly all electronic devices. Silicon is a semiconductor meaning it possesses a bandgap – a region in the electron energy-momentum phase space where no allowed energy levels exist. At zero temperature, in pure silicon, the bandgap separates the filled valence band at lower energies from the empty conduction band at higher energies (see Fig. 2.1). The separation, the bandgap energy, $E_g$, is 1.17 eV at 4.2 K [63]. In the valence band electrons are bound to silicon atoms, whereas in the conduction band, electrons can move freely.

Realistically, any silicon sample studied will not be pure silicon, and will contain an abundance of defects. In fact, many defects are introduced in order to create the transistors and diodes that compose modern solid state electronics [64]. In the simplest form these defects are other elements taking the place of silicon atoms in the lattice. These defects will act as ‘donors’ or ‘acceptors’ depending on whether they donate an electron or accept an electron.

A defect element from group V, with one extra valence electron compared to silicon, will have an unpaired electron when substituting a silicon atom in the lattice. This defect is thus a donor defect as it will have one additional electron bound to it. The ionization
energy of this electron, $E_i$, will be less than the silicon bandgap and thus will create a filled level near the conduction band. Conversely, elements from group III, with one less electron than silicon, will form acceptor defects with unfilled energy levels near the valence band. If both donor and acceptor defects are present then the low lying, empty, acceptor states will ionize the donor defects – this is known as compensation. Diagrams of these three scenarios, donor, acceptors, and compensated, are shown in Fig. 2.1.

Figure 2.1: Schematic diagram showing donor (left) and acceptor (right) levels in the silicon bandgap as well as a compensated system (center) with the donor level ionized and the acceptor level filled. The conduction band (CB) and valence band (VB) are split by the energy of the bandgap, $E_g$. The ionization energy of the donor level, $E_i$, is also shown.

### 2.2 Silicon as an Optical Medium

Due to the bandgap, pure silicon will be transparent to light with energy less than $E_g$ as there are no electronic transitions that can absorb the light. If the energy of the photon is greater than $E_g$ then an electron can be excited from the valence band to the conduction band as seen in the left most transition shown in Fig. 2.2 a. From here a decay process will occur as the electron returns to the valence band. However, as silicon is an ‘indirect’ bandgap semiconductor [65] – meaning the conduction band minima and valence band maxima are not at the same momentum – the decay process must involve both an energy and a momentum transfer. As photons have insignificant momentum an entirely radiative process [66], ie only emitting a photon, is very unlikely. The dominant decay mechanism is the emission of a photon along with a momentum conserving phonon or a purely non-
radiative process through the emission of phonons [67]. Due to the indirect bandgap silicon is often considered a poor optical material in comparison to direct bandgap semiconductors such as the III-V materials [68].

When donor and acceptor impurities are added to pure silicon the possible optical transitions, both in absorption and in luminescence, become very rich. Of particular interest are those transitions made possible due to donor impurities. Donors, with their single bound electron, possess a series of excited states similar to those of hydrogen although they are modified by the silicon lattice [69]. Donors will have a ground state below the conduction band edge and a series of excited states extending to the conduction band minimum as shown in Fig. 2.2 b. The separation between ground state and conduction band is the ionization energy, $E_i$, analogous to the ionization energy of an atom.

This system presents a number of new optical transitions as illustrated schematically in Fig. 2.2 b. Resonant light can excite electrons from the ground state to any of the excited states (dependent on selection rules [70]). Likewise, radiative recombination from excited states back down to the ground state are possible. If the two states overlap sufficiently in k-space, then the requirement of an emitted phonon is not necessary, leading to the possibility of purely radiative emission being the dominate decay path. Furthermore, non-resonant light can excite electrons into the conduction band where the electron can decay through the excited states back to the ground state. The individual transitions can be radiative or non-radiative.

In addition to bare silicon and donor levels, there are many more absorption and photoluminescence transitions possible in silicon. Electrically neutral species can also absorb light, causing local lattice vibrations. Holes, quasiparticles due to the absence of an electron, which can be bound to acceptors at low temperatures, also possess a series of hydrogenic states extending from the acceptor level to the valence band within which optical transitions are possible.

Excitons, quasiparticles of an electron-hole pair bound together, can self-annihilate releasing light. Excitons can also bind to donor and acceptor impurities which shift the frequency of emitted light based on the defect. When bound to an acceptor/donor the electron can be scattered by the short range potential near the impurity ion, known as the central cell potential. If scattered to the Brillouin zone centre, i.e. to a state of zero momentum, the recombination of electron and hole can occur without emitting a phonon. This transition is known as the no-phonon line.

For an overview of these optical transitions, see Pajot [70] for hydrogenic systems and Davies [71] for photoluminescence transitions. In this work we will investigate optical transitions in all of the above varieties.
Figure 2.2: Schematic diagram showing the energy-momentum phase space of the indirect silicon bandgap. Optical transitions in silicon without donors (a) and with a donor level present (b) are shown. Red arrows represent an absorbed or emitted photon, green arrows represent emitted phonons, and black arrows represent the energy change of electrons (blue circles) and holes (white circles) due to absorption/emission of photons/phonons. a) From left to right the transitions are: above bandgap light is absorbed; a photon is emitted without a phonon; a photon is emitted with a momentum conserving phonon. b) From left to right the transitions are: non-resonant light ionizing a donor and subsequent phonon cascade back to an excited state; resonant light exciting a transition from the ground state to an excited state; emission of resonant light as an electron decays from an excited state to the ground state.
2.3 Optical Properties

With such an abundance of optical processes available in silicon we will take the time now to define the important optical properties that determine the optical responses: \( \mu \), the transition dipole moment, a measure of the strength of the light-matter interaction, and \( \tau \), the radiative lifetime, a measure of the rate of photon emission. Furthermore, we will relate these properties to quantities measurable in experiment.

We will restrict this theoretical discussion to a 2 level optical system, for instance, an atom with ground and excited state electronic levels. All of the following will be directly applicable to optical transitions in silicon. In particular, the electronic levels of a donor in silicon can be viewed as similar to those of an isolated atom.

This discussion follows the derivation presented by Hilborn [72]. Our discussion begins with the Einstein coefficients which describe the spontaneous emission and induced absorption and emission of a 2 level optical system. Consider a system with an upper level, 2, and a lower level, 1, with \( N_2 \) atoms in the upper level and \( N_1 \) atoms in the lower level. The \( A \) coefficient is defined by the rate of spontaneous emission, \( W^s_{21} \), as:

\[
W^s_{21} = A_{21} N_1.
\]  

(2.1)

If level 1 is the only lower level that level 2 can decay to, then \( A_{21} \) is simply \( 1/\tau \) where \( \tau \) is the radiative lifetime of level 2.

The \( B \) coefficients are defined by the rates of induced absorption, \( W^i_{12} \), and induced emission, \( W^i_{21} \), as:

\[
W^i_{12} = B_{12} p N_1, \quad W^i_{21} = B_{21} p N_2.
\]  

(2.2)

where \( p \) is the energy density per unit angular frequency.

These \( A \) and \( B \) coefficients are related as

\[
B_{21} = \frac{\pi^2 c^3}{\hbar \omega_{21}^3} A_{21} \quad B_{21} = \frac{g_1}{g_2} B_{12}
\]  

(2.3)

where \( c \) is the speed of light, \( \hbar \) is the reduced Planck’s constant, \( \omega_{21} \) is the resonant angular frequency of the 2 \( \leftrightarrow \) 1 transition, and \( g_1 \) and \( g_2 \) are the degeneracy factors of levels 1 and 2 respectively.

From a full quantum electrodynamics treatment of spontaneous emission it can be shown that [73, 74]

\[
A_{21} = \frac{1}{\tau} = \frac{2 \omega_{21}^3 \epsilon^2}{3 \epsilon_0 \hbar c^3} |\langle 1 | r | 2 \rangle|^2,
\]  

(2.4)
where \( \epsilon_0 \) is the permittivity of free space, and \( \mathbf{r} \) is the position operator.

The transition dipole moment \( \mu_{21} \) is defined by

\[
\mu_{21}^2 \equiv e^2 | \langle 1 | \mathbf{r} | 2 \rangle |^2. \tag{2.5}
\]

This value represents the strength of the transition from level 1 to 2. A higher value indicates higher probability of the transition occurring when the system is illuminated with resonant light. A value of zero would indicate the transition is not dipole allowed and likewise there being no radiative decay path available, \( \tau \Rightarrow \infty \).

We would now like to relate these quantities to a measurement that can be made on a sample. We will find that we can relate the radiative lifetime (and thus the transition dipole moment) to the absorption coefficient of a sample. The absorption coefficient, \( \alpha(\omega) \), with units of inverse length is the penetration depth into a sample of light at frequency \( \omega \). In the most general form:

\[
I(\omega, x) = I_0 e^{-\alpha(\omega)x} \tag{2.6}
\]

where \( I(\omega, x) \) is the intensity of light of frequency \( \omega \) at a distance \( x \) into the sample. By ‘sample’ we mean any collection of 2 level optical centers, this may be atoms in a gas cell or donor impurities in a piece of silicon.

The absorption coefficient is, in general, dependent on the frequency of light. Additionally, if the distribution of centers is not uniform in the sample, \( \alpha \) can depend on the depth into the sample. In this case the intensity after some small length \( \Delta x \) is approximately (dropping the explicit frequency dependence for clarity)

\[
I(\Delta x) = I(0)e^{-\alpha(\Delta x)\Delta x} \tag{2.7}
\]

Moving another \( \Delta x \) into the sample:

\[
I(2\Delta x) = I(\Delta x)e^{-\alpha(2\Delta x)\Delta x} \tag{2.8}
\]

Thus an arbitrary distance, \( x = N\Delta x \), into the sample, the intensity will be:

\[
I(x = N\Delta x) = \prod_{i=1}^{N} I(i\Delta x) \tag{2.9}
\]

\[
I(i\Delta x) = I((i - 1)\Delta x)e^{-\alpha(i\Delta x)\Delta x}
\]

In the limit \( \Delta x \Rightarrow 0, N \Rightarrow \infty \), we obtain

\[
I(x) = I(0)e^{-\int_0^x \alpha(x') \, dx'}
\]

\[
I(x) = I(0)e^{-\bar{\alpha}x} \tag{2.10}
\]
where $\bar{\alpha}$ is the average absorption coefficient over the length of sample measured.

We can determine the absorption coefficient (or likewise the average absorption coefficient) by measuring the intensity of light after passing through a sample of a known length $(I(x = L_{\text{sample}}, \omega))$ and by measuring the intensity of light before entering the sample $(I_0)$. In practice one measures the intensity of light with and without the sample in the path of the light.

We will now show the relation between the average absorption coefficient and the optical properties defined, $\mu_{21}$ and $\tau$. Consider a sample populated with 2 level optical centers. Suppose each individual center has a frequency response to light given by $g(\omega)$. In general $g(\omega)$ will be a sharply peaked lineshape to which we will impose the normalization
\[
\int_{-\infty}^{\infty} g(\omega) d\omega = 1, \tag{2.11}
\]
where the negative lower bound is for ease of calculation.

Suppose a beam of light impinges upon the sample, the power lost as the beam propagates into the sample will be
\[
-dP(\omega) = \hbar \omega W_{12}^i g(\omega) = \hbar \omega B_{12} n_1 g(\omega). \tag{2.12}
\]
Suppose the beam of light has an area, $A$, then the total number of centers in level 1 in a slice, $dx$, is $N_1 = n_1(x)Adx$ where $n_1(x)$ is the number of centers in level 1 per volume a distance $x$ into the sample ($n_1(x)$ is assumed to be constant in the transverse direction). Plugging this into Eqn. 2.12 we have
\[
-dP(\omega, x) = \hbar \omega B_{12} n_1(x) A g(\omega) dx. \tag{2.13}
\]
Using the fact that $I = P/A$ and $I = cp$ we have
\[
-\frac{1}{I(\omega, x)} \frac{dI(\omega, x)}{dx} = \hbar \omega B_{12} n_1(x) g(\omega)/c \tag{2.14}
\]
By differentiating Eqn. 2.6 it becomes clear that the left hand side of Eqn. 2.14 is equal to the absorption coefficient $\alpha(\omega, x)$. Thus we have
\[
\alpha(\omega, x) = \hbar \omega B_{12} n_1(x) g(\omega)/c. \tag{2.15}
\]
Integrating over the sample length, $L$,
\[
\bar{\alpha}(\omega) = \hbar \omega B_{12} \bar{n}_1 g(\omega)/c, \tag{2.16}
\]
and over all frequencies,
\[ \int \tilde{\alpha}(\omega) \, d\omega = \hbar \omega_{21} B_{12} \bar{n}_1 / c, \] (2.17)
where we have assumed that \( g(\omega) \) is sharply peaked and thus we can replace \( \omega \) by the resonant frequency \( \omega_{21} \).

Along with Eqn. 2.2 we now have both the radiative lifetime and transition dipole moment defined in terms of a measurable quantity: the absorption coefficient area. In practice we will assume that \( \tilde{\alpha}(\omega) \) goes to zero sufficiently far from \( \omega_{21} \) and integrate the spectra only in a region about the transition of interest. The final expressions for radiative lifetime and transition dipole moment are summarized below.

A final property of interest is the idea of an area or integral conversion factor, \( f \). From Eqn. 2.17 the absorption coefficient area is proportional to the average concentration of electrons in level 1. A sufficiently cold sample, in thermal equilibrium, will have all electrons in the ground state in which case \( \bar{n}_1 \) is the average concentration of optically active centers in the sample, \( \bar{n}_i \) (along the light beam’s path). Thus a conversion factor
\[ f_i \equiv \frac{\bar{n}_i}{\int \tilde{\alpha}(\nu) \, d\nu} \] (2.18)
is of great use as it allows an absorption spectrum to provide a measure of the concentration of an impurity of interest.

Furthermore, a conversion factor can be defined based on the peak absorption coefficient, \( \tilde{\alpha}(\omega_{\text{max}}) \), as
\[ k_i \equiv \frac{\bar{n}_i}{\tilde{\alpha}(\omega_{\text{max}})}. \] (2.19)
However, the peak absorption coefficient will depend on the exact conditions of the sample. The temperature, strain, and isotopic composition can all change \( \tilde{\alpha}(\omega_{\text{max}}) \) whereas the total area will remain unchanged (see Sec. 2.3.1).

In the final equations below we make the assumption that the concentration of electrons in the ground state is equal to the concentration of centers, \( \bar{n}_1 = \bar{n}_i \). Additionally, we must account for the fact that the centers in the sample can equivalently be donors in a semiconductor, or any other collection of two level optical systems embedded in a given medium. In doing so we must account for the difference in the refractive index, \( n \), of the medium containing the centers, \( c \Rightarrow c/n \). Likewise, \( \epsilon_0 \Rightarrow \epsilon_0 \epsilon_r \) where \( \epsilon_r \) is the relative permittivity of the material.
The final formula for the transition dipole moment, radiative lifetime, integral conversion factor, and peak conversion factor are listed below:

\[ \tau = \frac{g_2 \pi^2 c^2 \bar{n}_i}{g_1 n^2 \omega_{21}^2 \int \bar{\alpha} d\omega} \]

\[ P_{21} = \sqrt{\frac{1}{2} \frac{3 \epsilon c^3}{2 \omega_{21}^3 n^3}} \]

\[ f_i = \frac{\bar{n}_i}{\int \bar{\alpha} d\omega} \]

\[ k_i = \frac{\bar{n}_i}{\bar{\alpha}(\omega_{\text{max}})} \]  

\[ (2.20) \]

2.3.1 Broadening Mechanisms

The term ‘bulk’ measurement is used to describe measurements – like that defined above – involving a macroscopic sample with many centers distributed throughout, in contrast to measurements on a single center. In any macroscopic sample each center will have a frequency response, \( g(\omega) \), with the same linewidth, but the peak frequency can be shifted depending on the local environment. Factors such as strain in the crystal lattice [75], electric fields [76], and the isotopic composition of the center and the surrounding lattice [77] can all cause shifts in each center’s spectral response.

A bulk measurement of absorption or photoluminescence will be the sum of all these different spectral responses, all at slightly different peak positions. The result is a spectrum much broader than any individual center’s linewidth. This is known as inhomogeneous broadening, as it is due to inhomogeneities in the local environment about each center.

An important note is that while these effects cause broadening, the total area of the spectrum, \( \bar{\alpha}(\omega) \), will not change. Although shifted, each center has the same frequency response lineshape satisfying \( \int g(\omega) d\omega = 1 \). This is why the integral conversion factor, \( f_i \), is valid for any sample, whereas the peak conversion factor, \( k_i \), depends on the exact conditions of the sample.

A particularly important inhomogeneous broadening mechanism is that due to the isotopes of the host lattice [77]. Silicon has three stable isotopes, \(^{28}\text{Si}, \approx 92.2 \% \); \(^{29}\text{Si}, \approx 4.7 \% \); and \(^{30}\text{Si}, \approx 3.1 \% \) [77] all of which are present in natural silicon. The bandgap, dielectric constant, and effective mass of donor bound electrons all change with the average mass of the surrounding lattice. This leads to shifts in transition energies due to the statistical fluctuations of the isotopes around an impurity. By working with isotopically purified \(^{28}\text{Si} \), optical transitions can become extremely sharp making resolvable fine structure that would otherwise be obscured [78, 79, 80, 55].

Suppose all inhomogeneous broadening mechanisms could be removed from a sample and the intrinsic response of the center, \( g(\omega) \), could be studied. The spectrum would still have a linewidth associated with it, known as the homogenous linewidth. This intrinsic
linewidth is due to the fact that the excited lifetime is finite and thus there is quantum mechanical uncertainty of the transition energy:

$$\Delta E \Delta t \approx \hbar.$$  \hspace{1cm} (2.21)

Thus, a photon will be absorbed or emitted in the frequency range

$$\Delta \omega = \frac{\Delta E}{\hbar} \approx \frac{1}{\Delta t}.$$  \hspace{1cm} (2.22)

Setting $\Delta t$ to the excited state lifetime, $\tau_{\text{exc}}$, $\Delta \omega$ is the homogeneous linewidth of the transition [70]. This homogeneous linewidth is also known as the lifetime-limited linewidth.

In a two-level system the time to leave the excited state is trivially equal to the time to return to the ground state. However, in more complicated systems transitions from the excited state to states other than the ground state are also possible. For instance, transitions to an energy level above the first excited state can be thermally activated. This means the time to leave the excited state is, in general, lower than the time to return to the ground state.

We will define the time to return to the ground state as, $\tau_{\text{exc}}$ and refer to it simply as the excited state lifetime but must note that using the homogeneous linewidth to determine $\tau_{\text{exc}}$ can only give a lower bound:

$$\tau_{\text{exc}} > \frac{1}{\Delta \omega_{\text{hom}}}.$$  \hspace{1cm} (2.23)

If the excited state only decays radiatively then $\tau_{\text{exc}} = \tau$. However, in general, non-radiative processes can occur in a physical medium, such as through phonon emission as discussed in Sec. 2.1 or Auger recombination in the case of excitons bound to donors or acceptors [81]. We can define the radiative efficiency as the ratio $\tau_{\text{exc}}/\tau$. This gives the ratio of radiative recombination to non-radiative recombination. A value of 1 indicates only radiative decays occur in transitioning from level 2 to 1.

The final property to define is the idea of zero phonon line (ZPL) fraction. While a transition could be purely radiative, involving the emission of a single photon, there is the possibility that the decays involve the emission of a phonon and a lower energy photon. In general a photoluminescence spectrum will have a ZPL line at the resonant frequency as well as a phonon sideband of lower energy photons emitted along with one or more phonons to conserve energy. The ratio of the area of the ZPL line to the area of all emission is the ZPL fraction.

2.3.2 Hole Burning

With the abundance of inhomogenous broadening mechanisms it is very hard to create a sample for which a spectral feature is at the lifetime-limited, homogeneous, linewidth in
silkicon. However, with the aid of a laser to perform 'hole burning' the homogenous linewidth can be observed in an absorption spectrum.

Imagine a narrow linewidth laser (much less than the homogeneous linewidth) tuned to the center frequency of an inhomogeneously broadened transition exciting some electrons to the excited state. Suppose we could perform an absorption measurement before the electrons return back to the ground state, what would the spectrum look like? The laser would only be able to strongly excite those centers within one homogeneous linewidth of the applied laser frequency. Centers with transition frequencies shifted outside of this range by inhomogenous broadening mechanisms will not be strongly excited. This leads to a 'hole' being 'burned' into the spectral line. A schematic diagram of this is shown in Fig. 2.3.

The size of the hole burned will depend on the homogeneous linewidth, a narrower linewidth will lead to a narrower hole, and on the power of the pumping laser. Low power will only marginally pump those transitions with small overlap with the laser frequency, while high power will pump these transitions more. The hole linewidth is given by [82]:

$$\Delta \omega_{\text{hole}} = \Delta \omega_{\text{hom}}[1 + \sqrt{1 + I/I_{\text{sat}}}]$$

(2.24)

Where $\Delta \omega_{\text{hole}}$ is the linewidth of the hole, $\Delta \omega_{\text{hom}}$ is the homogeneous linewidth of the center, $I$ is the laser power, and $I_{\text{sat}}$ is the power needed to 'saturate' the transition. A transition is said to be saturated when difference in populations $\Delta N = N_1 - N_2$ drops to half of the thermal equilibrium difference.

If the inhomogeneities leading to the inhomogeneous broadening are not static there can also be centers that are shifted in energy so that their linewidth come in and out of overlap with the laser on the time scale of the hole burning measurement. The net effect is the hole burned will be larger than if the inhomogeneities were all static. Thus, for sufficiently low pump power, the linewidth of the hole burnt will have a lower bound of twice the homogeneous linewidth:

$$\Delta \omega_{\text{hole}} > 2\Delta \omega_{\text{hom}}$$

(2.25)
Figure 2.3: Schematic diagram illustrating the effect of spectral hole burning from a laser tuned to the peak of an inhomogeneously broadened spectral line. The total linewidth, $\Delta \omega_{\text{total}}$, is due to many shifted transitions, each with a homogeneous linewidth, $\Delta \omega_{\text{hom}}$. The laser, tuned to the peak of the spectra (red dashed line, $\omega_{\text{laser}}$), burns a hole of linewidth $\Delta \omega_{\text{hole}} = 2\Delta \omega_{\text{hom}}$.

2.4 Magnetic Resonance

In addition to introducing a myriad of optical transitions in silicon, donor defects can also display magnetic resonance (MR) transitions, observable via the application of radio-frequency (RF) magnetic fields [83]. These transitions may be between the spins states of an electron, the spins states of the nucleus, or even between superposition states of the two spins. As these spin states (or superposition states) define the qubit of study for donor impurities the application of RF magnetic fields is the manner in which donor impurity qubits are controlled.

As we will see, the control and manipulation of donor spins can be used to determine the concentration donor spins in a sample via a ‘tip-angle’ measurement. As seen in Eqn. 2.20 the concentration of optical active centers is an important quantity for determining the optical properties.
The two states of the donor spin qubit can be mapped onto a Bloch sphere with one eigenstate, termed $|0\rangle$, at the north pole and one eigenstate, termed $|1\rangle$, at the south pole. Any superposition of these two states, $|\Psi\rangle$, defined as

$$|\Psi\rangle = \cos \frac{\theta}{2} |0\rangle + e^{i\phi} \sin \frac{\theta}{2} |1\rangle$$

(2.26)

can be mapped to the sphere as the unit vector

$$\mathbf{a} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$$

(2.27)

where $0 \leq \theta \leq \pi$ and $0 \leq \phi \leq 2\pi$. In general, a pair of eigenstates described in this manner, and used as a qubit is simply called a ‘spin’ as the system can be mapped directly to a spin-1/2 particle. The two states, $|0\rangle$ and $|1\rangle$, are also equivalently called ‘spin up’ and ‘spin down’.

In a bulk sample with many spins a Bloch sphere representation can illustrate the average state of all the spins. In this case the vector representing the system need not be a unit vector and can lie below the surface of the Bloch sphere. Examples of Bloch sphere representations are shown in Fig. 2.4

![Bloch diagrams showing a) a $\pi/2$ rotation about the x-axis and b) $T_1$ and $T_2$ decay processes. See text for details.](image)

By applying RF magnetic fields transverse to the quantization axis (z-axis) at a frequency equal to the transition frequency between the two spin states the state on the Bloch sphere will rotate (see Fig. 2.4 a). The phase of the oscillating RF field determines the axis about which the spins will rotate (this phase is usually defined relative to the first application of the RF field with $0^\circ$ being the $x$-axis). This control allows a collection of spins to be
rotated to arbitrary superposition states and introduces the idea of an RF pulse sequence. By first initializing all spins to an eigenstate (|0⟩ or |1⟩) specific durations of RF pulses in specific combinations allow for the measurement of the quantum properties of the ensemble of spins upon readout of the final state of the spin ensemble.

The exact methods by which an ensemble of spins are initialized and readout are system dependent. In general, initialization places all spins into a known eigenstate and readout involves the measurement of a signal proportional to the projection of the spins onto a known eigenstate.

Two important properties to be measured are the T_1 and T_2 lifetimes. Depending on the temperature and the energy splitting of the spin states the thermal equilibrium of a collection of spins will be some distribution of spin up and spin down. By initializing (and possibly rotating) the spins can be brought out of thermal equilibrium. T_1 is the time constant associated with the exponential decay back to thermal equilibrium. This is shown schematically in Fig. 2.4 b showing a decay to a thermal equilibrium state of 50/50 spin up/spin down. The average state (represented by the red vector) decays from a highly polarized state (bright red) to an unpolarized state (dark red). As a T_1 decay is associated with changes in the population of a state (the diagonal terms of the density matrix) it is also known as the population lifetime.

A T_2 decay, on the other hand, is concerned with changes in the coherence of a system (the off-diagonal terms of the density matrix). After initializing a system, the spins can be placed into a superposition state by a π/2 RF pulse. T_2 is the time constant associated with the exponential decay of the transverse polarization. This is shown schematically in Fig. 2.4 b showing the average state (represented by the blue vector) decaying from a state with a large transverse polarization (bright blue) to a state with no net transverse polarization (dark blue). As a T_2 decay is associated with the changes in the coherence of the state it is also known as the coherence lifetime.

Another important decay rate is the dephasing time constant, T_2^*. Just as there are optical broadening effects due to inhomogeneity in a sample, static inhomogeneities in a sample will lead to a rapid decay of transverse polarization. When rotated to a superposition state on the equator of the Bloch sphere the spins will precess about the z-axis with a frequency determined by the energy difference between the two spin states. If all spins have the same energy difference then in the rotating reference frame all spins will overlap. However, inhomogeneities in the sample lead to different energy differences and thus different oscillation frequencies. In the rotating reference frame the result is individual spins accumulate phase relative to the average and the individual spins spread out. The average transverse polarization decays away with a time constant, T_2^*, the dephasing time constant.

As superposition states are the fundamental resource manipulated in a quantum algorithm, a long T_2 is needed to ensure an algorithm can be completed before a state decays away. T_2 is limited by T_1 as T_2 \leq 2T_1 [83], thus a long T_1 is needed as well. While a T_1
measurement can be performed using only initialization and readout, a $T_2$ measurement requires RF pulse sequences.

The first pulse sequence of note is the Rabi pulse sequence. The angle of rotation of an RF pulse of a given length depends on the power of the pulse. In an experiment the power applied to the spins is not easy to determine as all sources of attenuation must be accounted for between RF source and the sample. A Rabi pulse sequence (shown in Fig. 2.5 a) allows one to determine the conversion from RF pulse length to rotation angle. By continually increasing the length, $t$, of the applied pulse, the spins are rotated more and more about the Bloch sphere (about the $x$-axis). The readout signal will be sinusoidal, oscillating at a frequency proportional to the applied RF power. By performing a Rabi pulse sequence the pulse length needed to rotate by any angle can be determined.

![Rabi pulse sequence diagram](image)

Figure 2.5: RF pulse sequences used in this work. (a) Rabi pulse sequence. (b) Hahn-echo pulse sequence. (c) Tip-angle pulse sequence for arbitrary refocusing pulse angle, $\theta$.

The next pulse sequence of note is the Hahn echo pulse sequence [84]. This pulse sequence, shown in Fig. 2.5 b, allows for a measurement of the $T_2$ coherence time of a qubit system. Specifically, this is the Hahn echo $T_2$ as there exist other RF pulse sequence that can be used to determine a coherence lifetime, such as the XYXY pulse sequence [85]. The initial pulse rotates the spins into the x-y plane of the Bloch sphere where the spins undergo oscillations about the z-axis at a frequency given by the energy difference between spin up and spin down. Due to static inhomogeneities in the sample the spins will start to dephase with a time constant $T_2^*$. Specifically, over the span of the first free evolution time, $t$, the average transverse polarization will have rotated $\omega_{\text{ave}} t$, where $\omega_{\text{ave}}$ is the average transition frequency. Each spin with a transition energy, $\omega_i$, will have acquired a phase relative to the average, $\Delta \phi_i = (\omega_i - \omega_{\text{ave}}) t$. 
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To account for this acquired phase, a ‘refocusing’ \( \pi \) pulse is applied to rotate the spins 180° about the \( x \)-axis. This shifts the acquired phase, \( \Delta \phi_i \Rightarrow \pi - \Delta \phi_i \). During the next free evolution time, \( t \), the spins will again acquire the phase \( \Delta \phi_i = (\omega_i - \omega_{\text{ave}})t \) which results in all spins having accumulated the same phase, \( \pi \). The final pulse rotates the spins back to the \( z \)-axis (ie. into an eigenstate) to be ready for readout (this step isn’t always needed, it depends on the readout method). This pulse sequence cancels out static inhomogeneities allowing for a measure of the Hahn-echo \( T_2 \) by varying the evolution time, \( 2t \).

### 2.4.1 Instantaneous Diffusion and Tip-Angle

When working with a bulk sample with a high concentration of spins, the interactions between spins often cannot be neglected. Dipolar interactions between spins lead to direct and indirect spin ‘flip-flops’ which cause decoherence [86]. While a Hahn echo can cancel out static inhomogeneities present in the environment, if the source of decoherence is due to the spins themselves then this cannot be corrected by a Hahn echo because the refocusing pulse makes the spins non-static. During the refocusing pulse of a Hahn echo pulse sequence the flipping of the spins is equivalent to flipping many magnetic dipole moments, this leads to a change of the local magnetic field at each spin. As the arrangement of spins is random so too are the local field changes. As such the Hahn echo introduces a non-static inhomogeneity in magnetic field which leads to decoherence. This is known as instantaneous diffusion of magnetization in the spectral dimension [86, 87].

The rate of decoherence will depend on a number of factors: the concentration of spins in the bulk sample, \( n_i \), as fewer spins leads to greater isolation from the changes in magnetic field. It depends on the sensitivity of the transition energy to changes in magnetic field, \( \partial \nu / \partial B \). And it depends on the angle of the refocusing pulse, \( \theta \). As the rotation angle goes to zero the pulse sequence become equivalent to flipping only a single spin. In this low pulse angle regime all other spins appear static and thus their decoherence effects are canceled out when measuring the \( T_2 \) lifetime of the single test spin.

The effects of instantaneous diffusion can be mapped out using ‘tip-angle’ pulse sequences (see Fig. 2.5 c). These sequences are equivalent to the Hahn echo pulse sequence with the \( \pi \) pulse replaced by a rotation by \( \theta \). The measured coherence time for a tip-angle sequence of angle \( \theta \), \( T_{2,\theta} \) will be [86]

\[
\frac{1}{T_{2,\theta}} = \frac{1}{T_{2,\text{Int}}} + \bar{n}_i \left( 2\pi \frac{\partial \nu}{\partial B} \right)^2 \frac{\pi \mu_0 h}{9\sqrt{3} \hbar} \sin^2 \frac{\theta}{2}
\]

where \( \mu_0 \) is the permeability of free space and \( T_{2,\text{Int}} \) is the intrinsic Hahn echo \( T_2 \) in the limit of zero instantaneous diffusion, ie, a single isolated spin.

Measuring \( T_{2,\theta} \) not only allows a measure of the intrinsic Hahn echo \( T_2 \), but it also allows a measure of the average concentration of spins, \( \bar{n}_i \). In practice measurements at low
refocusing pulse angles become unfeasible as less spins are refocused for the final readout resulting in less signal.

2.5 Selenium Donors

While donor defects in silicon provide possibilities for optical transitions, the example used, group V donors, have optical transitions in the technically challenging Terahertz regime. This is due to the group V donors being ‘shallow’, so called due to their small ionization energy (E\textsubscript{i} in Fig. 2.2). Phosphorus, for example, has a binding energy of 45.6 meV [70] and thus any excited state transitions must be lower than this energy.

Group VI atomic defects, on the other hand, possess much larger binding energies. As these elements have two additional valence electrons, and two additional nuclear charges (unshielded by the core electrons) these defects act as helium atoms rather than hydrogen atoms in silicon [88]. Furthermore, even when one of the electrons is ionized these elements still act as a donor due to possessing two unpaired electrons [88]. For this reason group VI donors are referred to as deep double donors.

The binding energies for the two charge states of selenium are 307 meV [70] for the neutral state, Se\textsuperscript{0}, and 593 meV [70] for the singly-ionized state, Se\textsuperscript{+}. Both charge states exhibit a series of hydrogenic states extending to the conduction band, just like the shallow donors [89, 90]. However, due to the larger ground state binding energies, transitions from the ground state to the excited states are in the mid-infrared (MIR) regime (\(\lambda = 2.5 - 25 \mu m\)). This is much more accessible than the Terahertz regime of shallow donors allowing for an optical probe of the ground state.

Both charge states possess a ground state with a 1s manifold which is split into six sublevels due to the sixfold valley degeneracy of the silicon conduction band [69]. These sublevels are split by valley-orbit terms to a singlet, 1s:A, a triplet, 1s:T\textsubscript{2}, and a doublet, 1s:E [89]. These energy levels for both Se\textsuperscript{0} and Se\textsuperscript{+} are shown in Fig. 2.6 a and b.

Including the spin of the electron these levels experience yet more splittings. Due to an exchange interaction between the two electrons of the neutral species the 1s:T\textsubscript{2} state splits to a spin singlet, 1s:T\textsubscript{2}, and a spin triplet 1s:3T\textsubscript{2} [91, 70], this is shown in Fig. 2.6 a. Concerning the singly-ionized charge state: a spin-valley interaction splits the 1s:T\textsubscript{2} state into a singlet, 1s:T\textsubscript{2}Γ\textsubscript{7}, and a doublet, 1s:T\textsubscript{2}Γ\textsubscript{8} [89], this is shown in Fig. 2.6 b.

Of particular interest is the spin-1/2 isotope, \(^{77}\text{Se}\). The singly-ionized charge state \(^{77}\text{Se}^+\) possess the same (up to factors) ground state Hamiltonian as \(^{31}\text{P}\) [54]

\[
    \mathcal{H} = \frac{g_e \mu_B}{\hbar} B_0 S_z - \frac{g_n \mu_N}{\hbar} B_0 I_z + A \vec{S} \cdot \vec{I} \tag{2.29}
\]

Where \(A\), the hyperfine constant, \(g_e\) and \(g_n\), the electronic and nuclear g-factors are specific to the particular system. \(\mu_B\) and \(\mu_N\) are the Bohr and nuclear magneton, respectively, \(\hbar\) is the Planck constant, \(S\) and \(I\) are the electron and nucleus Pauli spin operators, and
Figure 2.6: Si:$^{77}$Se energy level diagram. (a) The energy levels of the neutral charge state, Se$^0$. Valley-orbit interactions split the 1s state into 1s:A, 1s:T$_2$, and 1s:E. The 1s:T$_2$ state is further split into a spin singlet and spin triplet due to an exchange interaction with the second bound electron. (b) The energy levels of the singly-ionized charge state, Se$^+$. Valley-orbit interactions split the 1s state into 1s:A, 1s:T$_2$, and 1s:E. Spin-valley interactions split the 1s:T$_2$ level into $\Gamma_7$ and $\Gamma_8$. Electron-nucleus hyperfine interaction splits the 1s:A level into singlet, S, and triplet, T states. (c) Under the effects of a magnetic field $\Gamma_7$ splits with (anti-) alignment with the magnetic field. The singlet and triplet states also split with magnetic field. At high magnetic field the states can be described by the electron and nuclear spins, single and double arrow respectively. The energies of the relevant transitions for this thesis work have been indicated.
$B_0$ is the magnetic field. $^{77}\text{Se}^+$ possesses a hyperfine constant, $A = 1.66$ GHz [55, 54] and g-factors, $g_e = 2.0057$, and $g_n = 1.07$ [55].

At zero field, the hyperfine coupling between the electron and nuclear spin splits the $1s:A$ state into a singlet, $S$, and a triplet $T$ ($T_-, T_0, T_+$). These energy levels are shown in Fig. 2.6 c. $1s:T_2\Gamma_7$, $1s:A:S$, and $1s:A:T$ have a Zeeman interaction changing their energy in the presence of a magnetic field. This is shown schematically in Fig. 2.6 c (exact energies are solutions to the Breit-Rabi formula [92]).

By working with sufficiently purified silicon-28 the individual transitions $1s:A:T \leftrightarrow 1s:T_2\Gamma_7$ and $1s:A:S \leftrightarrow 1s:T_2\Gamma_7$ become resolvable (see Fig. 2.7) [55, 54]. These two transitions comprise a lambda transition as shown in the inset of Fig. 2.7.

This arrangement allows population to be hyperpolarized between the two states via optical pumping. By tuning a laser to the $T \Rightarrow \Gamma_7$ transition electrons in the $T$ state will be excited to $\Gamma_7$. From here the electrons can decay to either $S$ or $T$, however, if they decay to the $T$ state, the laser will excite them back to the excited state. The net effect is the electrons are ‘pumped’ into the $S$ state. The $S$ state is said to be hyperpolarized as its population is much higher than the thermal equilibrium population. The $T$ state can likewise be hyperpolarized by tuning the laser to the $S \Rightarrow \Gamma_7$ transition.

Morse et al. studied the qubit composed of the $S \Leftrightarrow T_0$ transition at Earth’s field using this hyperpolarization scheme to initialize the selenium centers in a bulk sample and RF magnetic field to rotate about the Bloch sphere defined by $S$ and $T_0$. They measured a very long Hahn echo $T_2$ of 2 seconds [54], and recent work has measured a 4 hour $T_1$ population lifetime [93].
Figure 2.7: Absorption spectra comparing different isotopic combinations of silicon and selenium. As the samples become more isotopically pure the linewidth narrows significantly and the two transitions, $T \Rightarrow 1s:T_{2}\Gamma_{7}$ and $S \Rightarrow 1s:T_{2}\Gamma_{7}$ become resolvable. (Inset) the lambda transition composed of the two transitions $T \Rightarrow 1s:T_{2}\Gamma_{7}$ and $S \Rightarrow 1s:T_{2}\Gamma_{7}$.

2.5.1 Se Spin-Photon Interface

The spin-photon interface of the Si:77Se$^{+}$ system has a lot of promise to be the basis of a quantum computing architecture. Not only is it an excellent qubit but it possesses optical accessibility at a wavelength compatible with silicon photonics (2.9 µm). Having an entirely silicon based spin-photon interface allows the use of the scalability of the CMOS and silicon photonic industries. As the system is active in both absorption and luminescence both processes have the possibility of being used to generate entanglement between qubits.

The first possibility for an entanglement scheme, highlighted by Morse et al. [54], is to utilize cavity quantum electrodynamics (cQED) qubit coupling. The basis of the idea is that placing an atom with a two level optical transition of frequency $\omega_{21}$ into an optical cavity that confines light at frequency $\omega_{c}$ causes non-linear effects if $\omega_{21} = \omega_{c}$. In this situation the system is described by the Jaynes-Cumming model [45]

$$\mathcal{H} = \hbar \omega_{21} \sigma_{21}^{\dagger} \sigma_{21} + \hbar \omega_{c} a^{\dagger} a + \hbar g (\sigma_{21} a + \sigma_{21}^{\dagger} a^{\dagger})$$ (2.30)
where $\sigma^\dagger_{21}$ and $\sigma_{21}$ are the atomic raising and lowering operators, $a^\dagger$ and $a$ are the photon creation and annihilation operators, and $g$ is the cavity-atom coupling constant, given by:

$$g = \mu_{21} \sqrt{\frac{\omega_{21}}{2\epsilon_0 \hbar V}} \quad (2.31)$$

where $V$ is the modal volume of the cavity. The energy eigenstates of this system are [45]:

$$E_0 = 0,$$
$$E_{N,\pm} = N\hbar\omega_c + \hbar \frac{\Delta_{ac}}{2} \pm \frac{\hbar}{2} \sqrt{\Omega_N^2 + \Delta_{ac}^2}. \quad (2.32)$$

Where $N$ is the total number of excitation quanta in the system. The two level atom being in the excited state is one excitation quantum and $N$ photons in the cavity are $N$ excitation quanta. $\Delta_{ac} = \omega_{21} - \omega_c$ is the detuning between atomic and cavity frequencies. $\Omega_N = 2g\sqrt{N}$ is the $N$-quanta Rabi frequency.

If the atom-cavity detuning is large the energy eigenstates approach those of an uncoupled system. Probing the cavity, only light resonant with the bare cavity frequency (or a higher harmonic) will transmit. If the atom-cavity detuning is small the eigenstates split by $\Omega_N$, thus, probing the cavity will reveal two transmission peaks.

Figure 2.8: Schematic diagram of a cavity coupled to an atomic system with a lambda transition. The lambda transition is composed of the two transition $d \Rightarrow e$ and $c \Rightarrow e$. The cavity frequency, $\omega_c$, is resonant with the $c \Rightarrow e$ transition and is thus coupled. Probing the transmission spectra of the cavity will give the spectra shown to the right depending on the state of the atomic system. If in the detuned state, $d$, there is a single peak at the bare cavity frequency (blue spectra). If in the coupled state, $c$, there will be two peaks (red spectra) split by $2g$ which is proportional to the transition dipole moment, $\mu$.

Consider placing instead a three-level atomic system, with two low lying states and one excited state composing a lambda transition, into the cavity as shown in Fig. 2.8. We will refer to the states as coupled, $c$, for which the transition frequency to the excited state, $e$, is resonant with the cavity frequency, and detuned, $d$, for which the transition frequency to $e$ is detuned far from the cavity frequency. If the electron is in the detuned state, $d$, the cavity
will have only a single transmission peak at the bare cavity frequency, \( \omega_c \). If the electron is in the coupled state, \( c \), the cavity will have two transmission peaks separated by \( \Omega_1 = 2g \).

This maps over exactly to the three-level lambda transition of Si:\(^{77}\text{Se}^+\). Photonic cavities have been made on silicon-on-insulator chips with a resonant frequency in the mid-infrared \([94]\). Placing a single selenium atom into a cavity resonant with the \( S \leftrightarrow 1s:T_2 \Gamma_7 \) transition will create a system equivalent to that shown in Fig. 2.8 with the \( S \) state the coupled state, and the \( T \) state the detuned state. The qubit state can be determined by measuring the transmission via an adjacent on-chip waveguide.

With multiple cavities connected via an on-chip waveguide, entanglement can be generated between qubit-cavity systems via, for example, the bounce-bounce entanglement scheme \([95]\). Additionally, this provides a non-destructive means of measuring the spins state by probing the cavity with many photons at the bare cavity frequency and monitoring if the photons reflect or transmit.

Here we see the first optical property of note: the transition dipole moment, \( \mu \), for the \( 1s:A \leftrightarrow 1s:T_2 \Gamma_7 \) transition. This value determines the splitting present in the coupled system. This is crucial as a low transition dipole moment results in a low splitting which makes resolving the two cases, coupled versus uncoupled, much harder.

Another possibility is to use the spin-dependent luminescence. Suppose the spin qubit is in an arbitrary superposition of \( S \) and \( T_0 \). By selectively exciting the \( S \Rightarrow 1s:T_2 \Gamma_7 \) transition with a resonant optical pulse the state can be determined by measuring the resulting luminescence. If the spin is in \( T_0 \) there will be no luminescence, if the spin is in \( S \) there will be luminescence as the electron decays to the ground state. This readout scheme requires a high radiative efficiency as non-radiative decays can lead to misidentification of the state. In comparison to the cavity readout scheme this would be destructive and could not be done with multiple photons.

There is also the possibility of using the spin-dependent luminescence to entangle physically separate qubits \([96, 97]\) as has been demonstrated with NV center qubits \([24]\). Such schemes require high radiative efficiency as well as high ZPL fraction as there is the requirement that the photons emitted be indistinguishable.

A measurement of these key optical properties, transition dipole moment, radiative efficiency, and ZPL fraction are crucial for any future implementations of the Si:\(^{77}\text{Se}^+\) spin-photon system. These values will inform the viability of the different spin-photon entanglement schemes presented as well as the requirements for the silicon photonic devices. In this work we attempt to measure these optical properties for future work with this system.

2.6 Diffusion

The theoretical discussion presented has all concerned bulk measurements on macroscopic samples with many centers – in our case, many Si:Se\(^+\) centers. The method by which we cre-
ate suitable samples is by incorporating selenium atoms into a silicon sample via diffusion. Simply put, diffusion is the redistribution of mobile atoms from regions of high concentration to regions of low concentration. In practice, this entails exposing silicon samples to gaseous selenium, allowing time for the selenium atoms to dissolve into the silicon lattice and redistribute throughout the silicon sample.

The one dimensional concentration profile, $C$, of any diffused impurity is determined by the diffusion equation [98]:

$$\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2}. \quad (2.33)$$

Where $x$ is the dimension of interest and $t$ is time. $D$ is the diffusivity, a physical property dependent on the diffusing element and the substrate into which it diffuses. The diffusivity depends exponentially on the temperature at which diffusion takes place,

$$D = D_0 e^{-\frac{E_a}{kT}}. \quad (2.34)$$

Where $k$ is Boltzmann’s constant, $T$ is the temperature, $D_0$ and $E_a$ are the element specific maximum diffusivity and activation energy.

In the case we are concerned with – the dopant provided by an ambient gas – we can assume that there is an infinite source at the boundary of our material. In this case the solution to Eqn. 2.33 is

$$C(x, t) = C_s \text{erfc}\left(\frac{x}{2\sqrt{Dt}}\right). \quad (2.35)$$

Where $\text{erfc}()$ is the complimentary error function and $C_s$ is the surface concentration. For gas phase diffusion, the surface concentration will be limited by the solid solubility – the maximum concentration that an impurity can be present in a material. For gas phase diffusion, if the concentration outside the silicon is well above the solid solubility then $C_s$ will be constant at the solid solubility. In general, the solid solubility is not well modeled by an Arrhenius equation as is the diffusivity. However, there is a large amount of literature mapping out the solid solubility of dopants in silicon upon which we can draw (Pichler [99] and the references therein).

In particularly thin samples, the dopant diffusion from both sides of the sample must be accounted for when determining the final diffusion profile. For a sample with $C(x; t = 0) = 0$ and $C(x = 0, L; t) = C_s$, Eqn. 2.33 can be solved via separation of variables as the following:

$$C(x, t) = \sum_{n=1}^{\infty} B_n \sin\left(\frac{n\pi x}{L}\right) e^{-Dn^2\pi^2t/L^2} \quad (2.36)$$

$$B_n = \frac{2}{L} \int_0^L -C_s \sin\left(\frac{n\pi x}{L}\right) dx$$
Chapter 3

Sample Preparation and Experimental Techniques

In this section we outline our sample preparation procedure and the samples made for this work. Next we discuss the experimental equipment, setups, and techniques used for the measurements on the created samples. We will introduce the idea of Fourier transform infrared (FTIR) spectroscopy and its use for photoluminescence, absorption, and hole burning measurements. As well we will discuss our experimental design for magnetic resonance experiments.

3.1 Sample Preparation

Si:Se$^+$ samples were made by diffusing selenium into p-type, boron doped, silicon samples. As boron is an acceptor, neutral selenium is singly or possibly doubly ionized as the sample is partially compensated. Both isotropically purified $^{28}\text{Si}$ and commercially available float-zone $^{\text{nat}}\text{Si}$ were used as silicon substrates. The $^{28}\text{Si}$ material had two levels of isotopic enrichment: 99.991 $^{28}\text{Si}$, 75 ppm $^{29}\text{Si}$ and 99.995 $^{28}\text{Si}$, 45 ppm $^{29}\text{Si}$ [100, 101]. The $^{28}\text{Si}$ had two levels of boron doping, a low boron (LB), $[B] = (4.5 \pm 1.0) \times 10^{13} \text{ cm}^{-1}$ [100], and an intermediate boron (IB), $[B] \approx 1 \times 10^{15} \text{ cm}^{-1}$. The $^{\text{nat}}\text{Si}$ had high boron (HB), $[B] \approx 5 \times 10^{15} \text{ cm}^{-1}$.

In all samples the boron was introduced during the growth of the silicon crystal, therefore, we assume the boron concentration is uniform throughout. As $[\text{Se}^+]$ is an important factor for calculating the optical properties, our goal was to create samples with a uniform $[\text{Se}^+]$. The requirement for the diffusion is then to have $[\text{Se}] > [B]$ across the sample to have the boron compensated and the sample be n-type everywhere, with $[\text{Se}^+]$ largely defined by $[B]$.

Selenium is a relatively slow diffuser ($D_0 = 0.123 \text{ cm}^2/\text{s}$, $E_a = 2.457 \text{ eV}$ [99]) requiring many days at $> 1000 \degree \text{C}$ temperatures to see non-negligible diffusion. To have $[\text{Se}] > [B]$ across an entire sample would require diffusing into wafer-thin samples. However, the
conventional method of using elemental selenium as the diffusion source is unsuitable for diffusion into wafer samples as silicon sublimates in selenium vapour, etching away the surface. In order to diffuse into wafer samples we used selenium dioxide (SeO$_2$) as the diffusion source.

Selenium dioxide has been successful in diffusing selenium into silicon wafers without excessive surface damage [102, 103]. We attribute this protection from sublimation to oxygen forming a passivating silicon dioxide (SiO$_2$) layer. The selenium can diffuse through the oxide layer but does not etch the underlying silicon.

To this end we made batches of selenium dioxide using isotopically pure selenium via the following chemical reaction [104]:

$$\text{Se} + 4\text{HNO}_3 \rightarrow \text{H}_2\text{SeO}_3 + 4\text{NO}_2 + \text{H}_2\text{O},$$

$$\text{H}_2\text{SeO}_3 \xrightarrow{200^\circ \text{C}} \text{SeO}_2 + \text{H}_2\text{O}.$$  

Selenium was dissolved in 6 molar nitric acid, the solution was then heated in a furnace at 200 °C until all the water evaporated leaving SeO$_2$. Batches of natSeO$_2$, $^{77}$SeO$_2$, and $^{78}$SeO$_2$, were made.

Wafer samples were \( \approx 0.5 \) mm thick, samples were different shapes, all roughly 10 mm \( \times \) 10 mm. Additional thicker samples diffused with elemental selenium, created for previous work, were also studied. These thicker samples will be collectively referred as ‘block’ samples in contrast to the wafer samples. Although not studied in this work, aluminum doped natSi block samples were also included during some of the diffusion processes.

The diffusion process involved sealing silicon sample(s) along with a selenium source in a quartz ampule. The ampules were then placed in a furnace at a set temperature for a set time. Six different ampules were made.

The preparation and diffusion process was the same for the first five ampules. For Ampules 1-5, sample(s) were cleaned by soaking in acetone, then isopropanol, then deionized water. They were then placed in a quartz ampule along with a source of selenium. The ampule was evacuated, backfilled with argon to a pressure of \( \approx 100 \) Torr, then sealed. Ampules were then placed in a furnace at 1200 °C for 7 days. After diffusion the samples were quickly quenched in water to avoid forming selenium pairs [99].

Ampule 6 was prepared and handled in the exact same manner as the other ampules but had a two part diffusion process. The first diffusion was at 1200 °C for 5 days. Afterwards, absorption measurements (see Sec. 3.2.2) showed no sign of substitutional Se in the sample. This could possibly be due to the ampule cracking during the diffusion and all selenium vapour leaving the ampule. A second diffusion at 1200 °C for 7 days was performed after which Se was confirmed to be present in the sample via an absorption measurement. The samples and selenium source included in each ampule are shown in Tab. 3.1.

The temperature and duration of the wafer diffusions were selected as it was consistent with previous diffusions and was sufficient to have \( \text{[Se]} > \text{[B]} \) throughout the sample (see
Figure 3.1: Calculated concentration profiles after a 1200 °C diffusion for 7 days for (a) a 0.5 mm thick silicon wafer diffused with SeO$_2$ (ie both Se and O) and (b) a 2 mm thick silicon block sample diffused with elemental Se (ie only Se). The three different boron levels are also shown.

Fig. 3.1 a). As a consequence of working with SeO$_2$ the diffusion was also expected to introduce a significant concentration of oxygen ($D_0 = 0.16$ cm$^2$/s, $E_a = 2.529$ eV). Block samples were not expected to have $[\text{Se}] > [\text{B}]$ across the entire sample as shown in Fig. 3.1 b.

The elementally diffused samples from Ampule 4, 5, and 6 had etched surfaces as expected. Sample(s) from Ampules 1 and 3 showed no sign of etching, and there was a silicon dioxide layer present, as expected. The samples from Ampule 2, unexpectedly, also showed signs of etching. This could be due to the SeO$_2$ used containing a non-negligible amount of elemental Se. The SeO$_2$ used for Ampule 2 did have a red tinge rather than the pure white colour of the other SeO$_2$ batches. This could be due to elemental selenium present in the allotrope known as red selenium. If the SeO$_2$ used had a large portion of elemental Se this could result in insufficient oxygen to form a protective oxide layer.

Fig. 3.2 shows a comparison of the surface damage of samples from Ampules 1 and 2. Fig. 3.2 c and d show the surface profile of the two samples, measured with a Bruker Dektak XT profilemeter. The sample from Ampule 1 has a much smoother surface.

The wafer samples from Ampule 1 and Ampule 2 were polished to remove $\approx 50$ µm from each side. After cleaning by soaking in acetone, then isopropanol, then deionized water, the samples were etched with a 10:1 HNO$_3$:HF solution for $\approx 5$ minutes which removed $\approx 10$ µm from each side. This was done to remove surface damage and to remove surface layers in case of cross contamination from aluminum doped $\text{natSi}$ samples present in each ampule (see Sec. 4.1 for discussion of aluminum). The sample from Ampule 3 was etched with HF
Figure 3.2: A comparison of the surface damage present for samples from Ampule 1 and Ampule 2. Images of samples (a) \( \text{nat} \text{Si}^{77}\text{Se}:\text{Al} \) and (b) \( \text{nat} \text{Si}^{78}\text{Se}:\text{Al} \). Surface profilometry of samples (c) \( \text{nat} \text{Si}^{77}\text{Se}:\text{Al} \) and (d) \( \text{nat} \text{Si}^{78}\text{Se}:\text{Al} \). Note that the surface profile of \( \text{nat} \text{Si}^{77}\text{Se}:\text{Al} \), (c), is plotted on an axis 10 times smaller than \( \text{nat} \text{Si}^{78}\text{Se}:\text{Al} \), (d).

for \( \approx 5 \) minutes to remove the silicon dioxide surface that formed. The block samples were etched with a 10:1 HNO\(_3\):HF solution for \( \approx 5 \) minutes to remove surface damage.
<table>
<thead>
<tr>
<th>Ampule 1</th>
<th>( ^{77}\text{SeO}_2 )</th>
<th>Sample Name</th>
<th>Si substrate</th>
<th>Doping (est.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ampule 1</td>
<td></td>
<td>w^{nat}\text{Si}:{^{77}\text{Se}:HB}</td>
<td>nat\text{Si wafer}</td>
<td>B (5 \times 10^{15})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>w^{28}\text{Si}:{^{77}\text{Se}:IB}</td>
<td>28\text{Si (99.995 %) wafer}</td>
<td>B (1 \times 10^{15})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>w^{28}\text{Si}:{^{77}\text{Se}:LB}</td>
<td>28\text{Si (99.995 %) wafer}</td>
<td>B ((4.5 \pm 1.0) \times 10^{13} \dagger)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nat\text{Si}:{^{77}\text{Se}:Al}</td>
<td>nat\text{Si (2 \times 2 \times 20 mm}^3)</td>
<td>Al (1.5 \times 10^{15})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ampule 2</th>
<th>( ^{78}\text{SeO}_2 )</th>
<th>Sample Name</th>
<th>Si substrate</th>
<th>Doping (est.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ampule 2</td>
<td></td>
<td>w^{nat}\text{Si}:{^{78}\text{Se}:HB}</td>
<td>nat\text{Si wafer}</td>
<td>B (5 \times 10^{15})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>w^{28}\text{Si}:{^{78}\text{Se}:IB}</td>
<td>28\text{Si (99.995 %) wafer}</td>
<td>B (1 \times 10^{15})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>w^{28}\text{Si}:{^{78}\text{Se}:LB}</td>
<td>28\text{Si (99.995 %) wafer}</td>
<td>B ((4.5 \pm 1.0) \times 10^{13} \dagger)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nat\text{Si}:{^{78}\text{Se}:Al}</td>
<td>nat\text{Si (1.8 \times 1.8 \times 25 mm}^3)</td>
<td>Al (5 \times 10^{14})</td>
</tr>
</tbody>
</table>

| Ampule 3 | nat\text{SeO}_2 | w^{nat}\text{Si}:{^\text{nat}\text{Se}:HB} | nat\text{Si wafer} | B (5 \times 10^{15}) |

| Ampule 4 | \( ^{77}\text{Se} \) | \( ^{28}\text{Si}:{^{77}\text{Se}:LB} \) | 28\text{Si (99.991 %) (2 \times 2 \times 10 mm}^3) | B ((4.5 \pm 1.0) \times 10^{13} \dagger) |

| Ampule 5 | \( ^{78}\text{Se} \) | \( ^{28}\text{Si}:{^{78}\text{Se}:IB} \) | 28\text{Si (99.995 %) (10 \times 10 \times 3.5 mm}^3) | B (1 \times 10^{15}) |

| Ampule 6 | \( ^{77}\text{Se} \) | \( ^{28}\text{Si}:{^{77}\text{Se}:IB} \) | 28\text{Si (99.995 %) (10 \times 10 \times 3.5 mm}^3) | B (1 \times 10^{15}) |

Table 3.1: Name, silicon substrate, estimated doping, and diffusion source for all samples studied in this work. Sample(s) grouped together were diffused in the same ampule. Sample names beginning with a ‘w’ are wafer samples. Doping values marked with a \dagger are from Devyatlykh et al. [100] all other doping values are estimates.
3.2 FTIR

We measured photoluminescence and absorption spectra using a Bruker IFS 125HR Fourier transform infrared (FTIR) spectrometer. The basic function of an FTIR spectrometer is to have a light source feed into a Michaelson interferometer with one arm stationary, one arm ending with a movable mirror, and a detector at the output. A schematic is shown in Fig. 3.3. For simplicity we will consider an ideal, partially silvered mirror with 50 % transmission and reflection.

When the two arms of the interferometer are equal length the light will constructively interfere at the output. Moving one arm’s mirror away from this zero path length difference point by a distance $d = c\tau/2$ the electric field at the detector will be

$$E_d = \frac{E(t)}{2} + \frac{E(t + \tau)}{2} \quad (3.1)$$

The intensity, $I_d = |E_d|^2$, will then be:

$$I_d = \frac{|E(t)|^2}{4} + \frac{|E(t + \tau)|^2}{4} + \frac{\Re\{E(t)E^*(t + \tau)\}}{2} \quad (3.2)$$

Where $\Re\{}$ is the real component. If we consider monochromatic light, $E(t) = E_0 e^{-i\omega_0 t}$, and have $|E_0|^2 = I_0$, then we have:

$$I_d = \frac{I_0}{2} (1 + \Re\{e^{-i\omega_0 t}e^{i\omega_0(t+\tau)}\}) \quad (3.3)$$

Expressing this in terms of the mirror’s position, $d = c\tau/2$, we have

$$I_d(d) = \frac{I_0}{2} (1 + \cos(2\omega_0 d/c)). \quad (3.4)$$

Taking the Fourier transform of this gives a delta function spike at the frequency of the input light (ignoring negative frequencies), ie, the power spectrum of the monochromatic light.

If there are two input frequencies then the measured intensity as a function of mirror position is

$$I_d(d) = \frac{I_0}{2} (1 + C_1 \cos(2\omega_1 d/c) + C_2 \cos(2\omega_2 d/c)) \quad (3.5)$$

where $C_1$ and $C_2$ are the fractions of the input light in each frequency. Again the Fourier transform gives the power spectrum of the source (two delta function spikes at $\omega_1$ and $\omega_2$). In general, the ‘intefogram’, the intensity as a function of mirror position, will give the power spectrum of the input light by applying a Fourier transform.
A FTIR spectrometer provides a powerful tool for both absorption and photoluminescence spectroscopy. A sample can be placed in the beam path of the output arm to measure the absorption spectra or the emitted photons of a luminescent sample can be routed to the input arm of an FTIR spectrometer to measure the photoluminescence spectra. Compared to other spectroscopy methods, FTIR has a few advantages.

Firstly, a single broadband source is all that is needed to obtain high resolution spectra at all emitted wavelengths. The resolution is not determined by the linewidth of the source (as in laser spectroscopy) but by how much of the interferogram can be measured. In any physical implementation the mirror can only move a finite amount and thus the interferogram measured will cut off at some point. This is equivalent to the interferogram being multiplied by a boxcar function. The Fourier transform is then the convolution of the true spectra and a sinc() function with a linewidth given by the inverse of the boxcar width. Thus a larger boxcar, ie, moving the mirror further, gives a finer resolution. In practice a smoother apodization function is used to avoid the ringing present in sinc() functions, however, the trade off is lower resolution. The resolution cannot be infinitely increased by moving the mirror further and further. Other optical components in the system, apertures, and internal mirrors, will begin to limit the resolution achievable.

Another advantage of using an FTIR spectrometer is quantitative results can be obtained even at resolutions too low to resolve the exact lineshape of a spectral feature. FTIR spectroscopy preserves the area of a spectral feature regardless of the resolution used.

Suppose a measured spectrum consists only of a single, sharply peaked, spectral line, \( g(\omega) \), with area normalized to unity, and a linewidth \( \Delta \omega \). The interferogram, as a function of mirror position, will have a linewidth of \( \Delta d_{\text{int}} \propto 1/\Delta \omega \). Now suppose we are limited to a resolution too low to resolve \( g(\omega) \). This may be due to intentionally lowering the resolution to increase signal to noise or to lower the time required to measure the spectra. This could also be due to the physical limitations of the system (ie the mirror cannot move any further). Regardless, the result is that the interferogram is cut-off to a width \( \Delta d_{\text{co}} < \Delta d_{\text{int}} \). This cut-off is equivalent to multiplying the interferogram by an arbitrary cut-off function with the width \( \Delta d_{\text{co}} \). This cut-off function, \( C(t) \), can be any symmetric function that goes to zero characterized by a width \( \Delta d_{\text{co}} \). The example used above, a boxcar, is one such example.

The interferogram will be given by:

\[
\mathcal{F}^{-1}[g(\omega)] \cdot C(d). \tag{3.6}
\]

The spectra, given by the Fourier transform, will be the convolution of the individual Fourier transforms

\[
\int_{-\infty}^{\infty} g(\omega - \omega') \mathcal{F}[C](\omega') \, d\omega'. \tag{3.7}
\]
The resulting area of the low resolution spectral line is

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(\omega - \omega') \mathcal{FT}[C](\omega') d\omega' d\omega
\]

\[
\int_{-\infty}^{\infty} \mathcal{FT}[C](\omega') \int_{-\infty}^{\infty} g(\omega - \omega') d\omega d\omega'
\]

\[
\int_{-\infty}^{\infty} \mathcal{FT}[C](\omega') \cdot 1 d\omega'
\]

(3.8)

Thus, as long as the cut-off function is correctly normalized, \( \int_{-\infty}^{\infty} \mathcal{FT}[C](\omega') d\omega' = 1 \), the area of a spectral feature will be conserved. However, this means that as a spectral feature broadens, the peak will decrease to ensure area conservation. Thus, there is a limit to how low resolution one can go: as the peak decreases the spectral line will eventually be lost in the noise of the measurement.

This is an important fact as many of the optical properties from Sec. 2.3 rely only on the area of a spectral feature.
Figure 3.3: Schematic diagram showing the three configurations in which we use Fourier transform infrared spectroscopy. (a) Components highlighted in green are used for photoluminescence measurements. A liquid-helium cooled sample is excited with a laser source and the emission from the sample is collected as the source light to the FTIR. (b) Components highlighted in orange are used for absorption measurements. A broad band light is used as the source and a liquid-helium cooled sample is placed in the FTIR arm before the detector. (c) Components highlighted in red are used for hole burning measurements. This is the same setup as absorption with the addition of a perpendicular laser used to resonantly excite a transition.

3.2.1 Photoluminescence

Photoluminescence measurements were performed by exciting a liquid-helium cooled sample with laser light. The laser light was either at an above bandgap energy to excite many different luminescence processes or tuned to a resonant wavelength to selectively pump a
desired transition. In both cases a fraction of the isotropic luminescence was collected and focused into the FTIR spectrometer to act as the ‘source’. This setup is shown in Fig. 3.3 a. Exact laser wavelengths, powers, as well as detectors used are listed in the relevant sections in Ch. 4.

### 3.2.2 Absorption

Absorption measurements were performed by placing a liquid-helium cooled sample in the output arm of the FTIR between the beamsplitter and the detector. A Globar mid-infrared source was used. For a given absorption spectra a measurement was made with and without the sample in the FTIR output beam. These spectra were then approximated to be \( I(L) \) and \( I(0) \) (see Sec. 2.3) and the absorption coefficient spectra was determined as

\[
\tilde{\alpha}(\omega) = -\frac{1}{L} \ln \left( \frac{I(L)}{I(0)} \right). \tag{3.9}
\]

This setup is shown in Fig. 3.3 b. Exact details of detectors as well as additional filters used to increase the signal to noise ratio are included in the relevant sections of Ch. 4.

When measuring the very thin wafer samples, if the sample was perpendicular to the beam of the FTIR the sample acted as a Fabry-Perot cavity causing fringes in the absorption spectra due to constructive/destructive interference from multiple internal reflections at the sample’s surfaces. To avoid these fringes we rotated the samples to be at an angle (\( \approx 30-45^\circ \)) relative to the beam of the FTIR to have the reflected rays spatially separated from the main beam and not contribute to the obtained spectra.

From the Sec. 2.3 we see that extracting peak, area, and linewidth values from absorption spectra are important for determining optical properties. To extract these values we fit absorption spectral lines with asymmetric pseudo-voigt functions [105]. A voigt function is the convolution of a Lorentzian and a Gaussian, whereas a pseudo-voigt function is a linear combination of a Lorentzian and a Gaussian. A pseudo-voigt function is used as it is more practical. Following Stancik et al. [105] we define the asymmetric pseudo-voigt function as:

\[
V(\omega) = pL(\omega) + (1 - p)G(\omega) \tag{3.10}
\]

where \( p \) is the fraction of Lorentzian to Gaussian. \( L \) and \( G \) are asymmetric Lorentzian and Gaussian distributions respectively, given by:

\[
L(\omega) = \frac{2A/\pi \gamma(\omega)}{1 + 4[(\omega - \omega_0)/\gamma(\omega)]^2},
\]

\[
G(\omega) = \frac{A}{\gamma(\omega)} \sqrt{\frac{4\ln2}{\pi}} \exp \left[ -\frac{4\ln2}{\gamma(\omega)^2} \left( \frac{\omega - \omega_0}{\gamma(\omega)} \right)^2 \right]. \tag{3.11}
\]
where $A$ is the area, $\omega_0$ is the peak position and $\gamma(\omega)$ is the asymmetric linewidth given by

$$\gamma(\omega) = \frac{2\gamma_0}{1 + \exp[a(\omega - \omega_0)]},$$  \hspace{1cm} (3.12)

where $a$ is the asymmetry parameter. Negative values of $a$ skew the spectrum to higher frequencies, and vice versa for positive values. $\gamma_0$ is the full width at half max (FWHM), this is what we refer to as the linewidth.

### 3.2.3 Hole Burning

Hole burning measurements were performed using the same setup as absorption measurements with the addition of a pumping laser aligned perpendicular to the beam of the FTIR. The laser was tuned to the peak of the $\text{Si:}^{77}\text{Se}^+ 1s:A:T \Rightarrow 1s:T_2\Gamma_7$ transition in order to burn a spectral hole.

The theoretical discussion of hole burning presented in Sec. 2.3.2 makes the simplification that an absorption spectrum can be measured before the population excited by the hole burning laser can return to the ground state. In practice this requires a long lived shelving state, long enough to complete the absorption measurement before population can return to the ground state. By working with the lambda transition of $^{77}\text{Se} (1s:A:S, 1s:T_2\Gamma_7, 1s:A:T$, see the inset of Fig. 2.7) we pumped the population from the triplet state into the singlet state. The result is a spectral ‘hole’ is burned in the triplet peak due to the decrease in population, and a spectral ‘anti-hole’ appears in the singlet peak due to an increase in population.

In this configuration the relevant time constant to return to equilibrium is the spin population lifetime, $T_1$. The $T_1$ lifetime was found to be on the order of hours [93] allowing an FTIR scan to be made before the system returned to equilibrium.
3.3 Magnetic Resonance and Tip-Angle

Figure 3.4: Experimental setups used for magnetic resonance and tip-angle experiments. In both setups a liquid-helium cooled sample is illuminated with a laser source. A Helmholtz coil pair surrounding the cryostat is used to generate a static, vertical, magnetic field, $B_0$. The sample is in a resonator with an RF magnetic field, $B_1$, perpendicular $B_0$. (a) Setup used for both laser and RF scans. The laser light is modulated by a chopper and a lock-in measurement is made as either the laser or the RF source is scanned. (b) Setup used for pulsed RF experiments. A computer controls the timing of RF pulses, shutter open/close, and triggering of a counter.

3.3.1 Laser/RF Scan

Transmission spectra of the Si:Se$^+$ 1s:A $\rightarrow$ 1s:$T_2\Gamma_7$ were obtained by modulating a tunable diode laser (Nanoplus) with a chopper and performing a lock-in measurement as the frequency of the laser was scanned across the transition. A neutral density (ND) filter wheel
was used to attenuate the laser light. The detector was a liquid-nitrogen cooled InAs detector with a current amplifier (Ithaco 1212 current amplifier) used to convert the detector’s response to voltage. This setup is shown in Fig. 3.4 a.

To perform a magnetic resonance RF scan we placed the sample in a split ring resonator [106] tuned to \( \approx 1.66 \) GHz (represented as a coil in Fig. 3.4). The resonator was made by wrapping a quartz tube with copper tape leaving a slit down the length. Tuning was achieved by moving a copper plate towards or away from the slit. The resonator was excited by having a loop-terminated coaxial cable placed at one end of the resonator. This cable was then attached to an RF signal generator.

To perform the RF scan the laser was held at a constant frequency (tuned to the 1s:A:T \( \Rightarrow \) 1s:T \( \frac{7}{2} \) \( \Gamma \) \( \frac{7}{2} \) transition) and modulated by a chopper. A lock-in measurement was made as the frequency of the applied RF source was swept. A Helmholtz coil outside the cryostat was used to generate a static, vertical, magnetic field, \( B_0 \). This was done to separate the three singlet to triplet MR transitions (see Fig. 2.6 c). This setup is shown in Fig. 3.4 a.

### 3.3.2 Pulsed RF Experiments

For pulsed RF measurements, such as a tip-angle measurement, a lock-in measurement is not appropriate. Instead the chopper is replaced with a shutter and the detector’s signal is routed to a voltage to frequency converter and USB counter. This is shown in Fig. 3.4 b.

Pulsed RF measurements began by initializing the spins by tuning the laser to the 1s:A:T \( \Rightarrow \) 1s:T \( \frac{7}{2} \) \( \Gamma \) \( \frac{7}{2} \) transition to hyperpolarize the spins into the singlet state. This was followed by a laser off dark time wherein resonant RF pulses were applied to the resonator using an RF switch to gate a constant RF source on and off. To measure the state of the system after the pulses, the laser was again turned on, tuned to the 1s:A:T \( \Rightarrow \) 1s:T \( \frac{7}{2} \) \( \Gamma \) \( \frac{7}{2} \) transition. By monitoring the transmission versus time the final state polarization can be determined. If any spins are in the readout state, T, some laser light will be absorbed and the transmission will be initially low. As the laser pumps the spins to the S state there will be negligible absorption and the transmission will be high. This transient response was used to measure the relative population of the two states, S or T. A schematic of the transients seen is shown in Fig. 3.5 showing how the detector response changes with relative population. When 0 % of the population is in the readout state, T, there is no absorption and thus no transient (red line in Fig. 3.5). When 100 % of the population is in the readout state there is a large transient (orange line in Fig. 3.5) as electrons are pumped to the singlet state. Intermediate values between 0 % and 100 % have a transient in between these two extremes.

We used the integrated area above the transient responses as the measure of final state population (the hatched area in Fig. 3.5). To obtain this integrated area the detector’s response is further amplified by a differential preamplifier (Ithaco 1201 low noise preamplifier). This signal is then routed to a voltage-to-frequency (V-f) converter. The V-f converter generates TTL (transistor-transistor logic) pulses at a frequency proportional to the input
Figure 3.5: Schematic diagram of the transient area readout method. The integrated signal of Bin A is subtracted from Bin B to obtain the transient area (hatched area). The transient area for three different final state distributions is shown: 0 % in readout state (red), 50 % in readout state (blue), 100 % in readout state (orange).

The V-f converter is then connected in parallel to two channels of a USB counter. This setup allows a time integration of the area below the detector response. To obtain the area above the detector response we set the two channels of the counter to be active during different times while measuring the transient as shown in Fig. 3.5. One of the counter channels is active during the transient, the other is active after the transient has decayed away. By subtracting the two values, the area above the transient, proportional to the population of spins in the T state, is recorded as the signal.

The timing of the laser shutter, the RF pulses, and the triggering of the counter were all controlled by a computer communicating with a precisely timed TTL pulse generator (Pulseblaster).
Chapter 4

Experimental Results and Discussion

We studied the Si:Se samples through photoluminescence, absorption, tip-angle, and hole burning. We began with an investigation of the impurities present in the samples via photoluminescence and absorption spectroscopy. Next we investigated the photoluminescence and absorption spectra of the Si:Se system concluding with an evaluation of the transition dipole moment of the Si:Se\(^{+}\) 1s:A \(\leftrightarrow\) 1s:T\(_2\)\(\Gamma\)\(_7\) transition. An independent verification of the transition dipole moment result was determined via the results of a tip-angle measurement of a single sample. Furthermore, we performed hole burning on a single sample to obtain an estimate of the excited state lifetime of 1s:T\(_2\)\(\Gamma\)\(_7\). Finally, we determined estimates of the optical properties of the neutral selenium, Se\(^0\) 1s:A \(\leftrightarrow\) 1s:T\(_2\) transition.

4.1 Impurities

Our ultimate goal was to study the optical properties of the selenium introduced in our samples. However, in addition to selenium there were also impurities present in the samples from before diffusion and impurities introduced during diffusion. In this section we present our investigation of impurities other than selenium, the results of which informed our investigations of selenium.

We investigated the photoluminescence spectra of the wafer samples which provided a qualitative measure of impurities present. Next we investigated absorption spectra to gain a quantitative measure of another subset of impurities.

4.1.1 Impurities – Photoluminescence

We examined the newly created wafer samples using FTIR-photoluminescence as depicted in Fig. 3.3. We excited the samples using non-resonant, above bandgap laser light (200 mW, 532 nm). A CaF\(_2\) beamsplitter and a liquid-nitrogen cooled Ge diode detector were used to obtain the FTIR spectra. A representative selection of the spectra is shown in Fig. 4.1.
Figure 4.1: Photoluminescence spectra of the bound exciton (BE) no-phonon (NP) region showing donor and acceptor bound exciton recombination. The NP BE recombination luminescence lines of multiple impurities are indicated. $B_{2e}$ corresponds to the recombination of two excitons at a boron center. Gallium, arsenic, and aluminum have been unintentionally introduced during the diffusion process (see text). An additional, unknown, line (?) is present after polishing and etching the samples. A spectra of $w^{28}\text{Si:\text{77Se}}$:LB before polishing/etching is not shown as the surface damage was too extensive to resolve any spectral features. Spectra were recorded at a resolution of 1 cm$^{-1}$. At this resolution the splitting of the $B_{NP}$ line is partially resolved ($*$) [78].

The region shown is known as the no-phonon region in which excitons created by the laser light recombine at donor and acceptor impurities without the emission of a phonon. The binding of excitons is competitive between impurities, for this reason we present the low boron samples which have the clearest view of all the impurities and are not dominated by the boron recombination. We have also normalized the spectra to the boron TO (transverse optic) bound exciton phonon replica line [71] (not shown).

We see that in the bare, undiffused, material there is both boron and phosphorus [78] as expected [100]. After diffusion the samples show signs of additional impurities, namely, gallium, arsenic, and aluminum indicated by their respective no-phonon lines [71, 107, 78, 108]. There is also an unknown no-phonon line that appears only after polishing and etching the
samples, marked with a (?). The $^{28}$Si:$^{78}$Se:LB sample is only shown after the polish/etch as the untreated samples from Ampule 2 had too much surface damage to resolve any of the no-phonon lines.

Similar spectra were obtained for intermediate boron $^{28}$Si samples showing the same impurities present. A summary of impurities identified in photoluminescence is shown in Tab. 4.1.

The gallium and arsenic were likely introduced as contamination from some point in the sample making procedure. Aluminum is only present in the samples from Ampule 2, most likely introduced from cross contamination from the $^{\text{nat}}$Si:$^{78}$Se:Al sample. As mentioned in Sec. 3.1 the samples from Ampule 2 showed extensive surface damage as compared to the samples from Ampule 1 and 3. It is possible that the sublimation of the $^{\text{nat}}$Si:$^{78}$Se:Al sample in Ampule 2 introduced aluminum into all the other samples present.

### 4.1.2 Impurities – Absorption

While photoluminescence measurements provide an excellent means for determining shallow donor and acceptor impurities present in a sample the results are generally qualitative. With absorption measurements it is much easier to generate quantitative measurements of impurity concentrations via tabulated area or peak conversion factors. To this end, absorption spectra of all samples were obtained using the FTIR-absorption setup shown in Fig. 3.3. A KBr beamsplitter, a Globar mid-IR source, and a liquid-nitrogen cooled mercury cadmium telluride (MCT) detector were used to obtain spectra.

Fig. 4.2 shows a region of the spectrum between $\approx$ 600-1200 cm$^{-1}$ showing a wafer sample before and after diffusion. We see that both carbon and oxygen have been introduced into the samples during the diffusion process as evidenced by their respective local vibrational modes (LVM) seen at 607 cm$^{-1}$ [109] and 1136 cm$^{-1}$ [110] respectively.

Additionally, the presence of boron can be seen in the samples before diffusion as evidenced by the boron split-off band hole transition, 2p', at 669 cm$^{-1}$ [111]. Acceptors, like boron, also possess a hydrogenic series of transitions, although, unlike donors these states are hole states extending to the valence band. The valence band maximum of silicon has a doubly degenerate band at zero momentum as well as a split off band due to the spin-orbit coupling of the holes. It is these split-off band hole transitions we investigated.

The B 2p' line is absent or reduced in samples after diffusion as the boron is being compensated by the selenium. It was found that only the wafer samples were completely compensated as indicated by the complete disappearance of the B p' lines. This is expected from the calculated diffusion profiles for the different sample widths (see Sec. 3.1).

To determine the impurity concentrations in the samples before (boron) and after (carbon, oxygen) diffusion we made use of conversion factors to convert from an impurity’s spectral response to an average concentration as described in Sec. 2.3.
Figure 4.2: Absorption spectra of the $^{28}\text{Si}^{77}\text{Se}:\text{IB}$ sample before and after diffusion. The phonon mode used to calculate the pathlength is labeled TA + TO (TA: transverse acoustic, TO: transverse optic). The carbon local vibrational mode (LVM) at 607 cm$^{-1}$ was used to calculate [C]. The boron 2$p'$ line at 669 cm$^{-1}$ was used to calculate [B]. The absence of the electronic boron lines indicate that the sample is fully compensated. The oxygen LVM at 1136 cm$^{-1}$ was used to calculate [O]. The spectra are shown at the relevant resolutions for the peak conversion factors used. To the left of the split axis the spectra is at a resolution of 1 cm$^{-1}$. To the right of the split the spectra is at a resolution of 0.5 cm$^{-1}$. The right side has also been multiplied by a factor of 0.2 for ease of viewing.

However, the wafer samples were held at an angle to the FTIR beam during measurement to reduce fringing in the spectrum. Thus, the pathlength of light through the sample is not simply the thickness of the sample. To determine the pathlength necessary to calculate the absorption coefficient (Eqn. 3.9), we made use of the TA + TO phonon feature [109] seen in Fig. 4.2 to determine the pathlength. This phonon feature is due to the silicon lattice absorbing light and exciting phonons, specifically a TA phonon (transverse acoustic) and a TO phonon (transverse optical). As this absorption feature depends only on the amount of silicon the light passes through, its size can be used to convert an absorption spectra (unitless) to an absorption coefficient spectra (cm$^{-1}$).
To obtain this pathlength conversion factor we measured the spectra of a much larger piece of float-zone $\text{nat} \text{Si}$, with a thickness of 3.028 mm. As the sample was much thicker we could mount it perpendicular to the FTIR beam without worry of internal reflections causing substantial fringing. The absorption spectra of the phonon feature was recorded at the same temperature and resolution as the wafer samples. By dividing the thickness of the sample by the height of the phonon feature (the difference from the plateau at 630 cm$^{-1}$ to the plateau at 640 cm$^{-1}$) we obtained a conversion factor of 3.80 ± 0.04 cm$^{-1}$. This process was repeated with a thick $^{28} \text{Si}$ sample, and the conversion factor was found to be equivalent.

For a given absorption spectra, the pathlength can be determined by dividing the height of the TA + TO phonon feature by the pathlength conversion factor. Likewise, an absorption spectra (unitless) can be converted into a absorption coefficient spectra (cm$^{-1}$) by normalizing the phonon height to 3.8 cm$^{-1}$.

After converting to absorption coefficient spectra we fit the carbon, boron, and oxygen spectral lines with asymmetric pseudo-voigt functions (Eqn. 3.10) to determine the peak value, $\alpha_{\text{max}}$, and the area, $\int \alpha \, d\nu$.

The carbon peak was isolated from the background phonon feature by subtracting the absorption coefficient spectra of undiffused samples of the same silicon isotopic composition. Matching isotopic compositions is important as the TA + TO phonon feature is at slightly different energies in $^{28} \text{Si}$ compared to $\text{nat} \text{Si}$ due to the shift in bandgap [77]. Background features for boron and oxygen were accounted for by including either a linear component or both a linear component and a sinusoidal component.

We used the conversion factors from Zakel et al. [109] for the carbon and oxygen LVMs and the boron split-off band hole, 2$p'$. The conversion factors are peak conversion factors, $k$, not area conversion factors, $f$. As such we must use the specified resolution when converting. We measured the spectral region at a resolution of 0.1 cm$^{-1}$ then re-transformed the interferogram to 1 cm$^{-1}$ for the carbon and boron conversion and to 0.5 cm$^{-1}$ for the oxygen conversion.

Additionally, as the isotopic composition of the silicon substrate causes broadening (see 2.3.1) the appropriate conversion factor, $k^{28\text{Si}}$ or $k^{\text{nat}\text{Si}}$ must be used. Zakel et al. [109] provide conversion factors for both $\text{nat} \text{Si}$ and $^{28} \text{Si}$ for all these spectral lines except boron in natural silicon, $k^{\text{nat}\text{Si}}_{B}$. To determine $k^{\text{nat}\text{Si}}_{B}$ we compared the max absorption coefficient, $\alpha_{\text{max}}$, and integrated area, $\int \alpha \, d\nu$, of the boron 2$p'$ line in a bare $^{28} \text{Si}$ IB wafer and a bare $\text{nat} \text{Si}$ HB wafer. We obtained

$$k^{\text{nat}\text{Si}}_{B} = \frac{\alpha^{28}_{\text{max}}}{\alpha^{\text{nat}\text{Si}}_{\text{max}}} \frac{\int \alpha^{\text{nat}\text{Si}} \, d\nu}{\int \alpha^{28} \, d\nu} k^{28\text{Si}}_{B} = (3.6 \pm 0.5) \times 10^{14} \text{ cm}^{-2}. \quad (4.1)$$
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This peak conversion factor is valid for a 1 cm\(^{-1}\) resolution. This value is within error of \(k_{B}^{28\text{Si}} = (3.5 \pm 0.5) \times 10^{14} \text{ cm}^{-2}\) given by Zakel et al. [109] indicating that isotopic broadening is not the dominate broadening mechanism of this line.

The boron 2p’ of the LB samples (\(w^{28\text{Si}:77\text{Se}:LB}\), \(w^{28\text{Si}:78\text{Se}:LB}\), \(w^{28\text{Si}:77\text{Se}:LB}\)) was too weak to resolve in the absorption spectra. Instead the boron concentration was taken from Devyatikh et al. [100]. Measured impurity concentrations for all samples are shown in Tab. 4.1.

In absorption we detect oxygen and carbon in nearly all samples after diffusion, with no evidence before diffusion. The oxygen is introduced into the wafer samples due to diffusing with SeO\(_2\). The oxygen in the block samples could be coming from outdiffusion of the quartz ampules at the high diffusion temperature. The carbon could be due to contamination at some point in the diffusion process, possibly from residual acetone used during the pre-cleaning process.

<table>
<thead>
<tr>
<th>Sample</th>
<th>[B] (cm(^{-3}))</th>
<th>[O] (cm(^{-3}))</th>
<th>[C] (cm(^{-3}))</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w^{\text{nat} \text{Si}:77\text{Se}:\text{HB}})</td>
<td>((4.7 \pm 0.7) \times 10^{15})</td>
<td>((2.25 \pm 0.19) \times 10^{17})</td>
<td>((1.8 \pm 0.2) \times 10^{16})</td>
<td>(Ga, As)*</td>
</tr>
<tr>
<td>(w^{28\text{Si}:77\text{Se}:\text{IB}})</td>
<td>((5.9 \pm 0.8) \times 10^{14})</td>
<td>((2.5 \pm 0.2) \times 10^{17})</td>
<td>((2.6 \pm 0.2) \times 10^{16})</td>
<td>Ga, As</td>
</tr>
<tr>
<td>(w^{28\text{Si}:77\text{Se}:\text{LB}})</td>
<td>((4.5 \pm 1.0) \times 10^{13})†</td>
<td>((3.0 \pm 0.2) \times 10^{17})</td>
<td>((3.0 \pm 0.2) \times 10^{16})</td>
<td>Ga, As</td>
</tr>
<tr>
<td>(w^{\text{nat} \text{Si}:78\text{Se}:\text{HB}})</td>
<td>((4.7 \pm 0.7) \times 10^{15})</td>
<td>((2.4 \pm 0.2) \times 10^{17})</td>
<td>((1.43 \pm 0.18) \times 10^{16})</td>
<td>(Ga, Al)*</td>
</tr>
<tr>
<td>(w^{28\text{Si}:78\text{Se}:\text{IB}})</td>
<td>((5.9 \pm 0.8) \times 10^{14})</td>
<td>((2.2 \pm 0.2) \times 10^{17})</td>
<td>((1.1 \pm 0.4) \times 10^{16})</td>
<td>Ga, Al</td>
</tr>
<tr>
<td>(w^{28\text{Si}:78\text{Se}:\text{LB}})</td>
<td>((4.5 \pm 1.0) \times 10^{13})†</td>
<td>((2.7 \pm 0.2) \times 10^{17})</td>
<td>((1.9 \pm 0.4) \times 10^{16})</td>
<td>Ga, Al</td>
</tr>
<tr>
<td>(w^{\text{nat} \text{Si}:\text{nat} \text{Se}:\text{HB}})</td>
<td>((4.7 \pm 0.7) \times 10^{15})</td>
<td>((2.26 \pm 0.20) \times 10^{17})</td>
<td>((1.26 \pm 0.10) \times 10^{17})</td>
<td>–</td>
</tr>
<tr>
<td>(28\text{Si}:77\text{Se}:\text{LB})</td>
<td>((4.5 \pm 1.0) \times 10^{13})</td>
<td>((2.4 \pm 0.2) \times 10^{16})</td>
<td>&lt; (2 \times 10^{15})</td>
<td>–</td>
</tr>
<tr>
<td>(28\text{Si}:78\text{Se}:\text{IB})</td>
<td>((1.32 \pm 0.19) \times 10^{15})</td>
<td>((3.5 \pm 0.3) \times 10^{16})</td>
<td>((5.0 \pm 0.3) \times 10^{15})</td>
<td>–</td>
</tr>
<tr>
<td>(28\text{Si}:77\text{Se}:\text{IB})</td>
<td>((1.32 \pm 0.19) \times 10^{15})</td>
<td>((3.3 \pm 0.3) \times 10^{16})</td>
<td>((4.7 \pm 0.3) \times 10^{15})</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 4.1: The boron, oxygen, and carbon concentrations of the samples studied in this paper. Impurities identified from photoluminescence spectra are also shown. Samples grouped together are from the same ampule. Impurities marked with an * were not observed but inferred from spectra of other samples from the same ampule. Concentration values marked with a † are from Devyatikh et al. [100], all other values are determined from absorption spectra features.

### 4.1.3 Impurities – Profiles

With the exception of boron, all of these impurities were introduced during the diffusion process. The diffusion parameters of all impurities identified in the previous two sections are shown in Tab. 4.2. Shown in Fig. 4.3 are the expected concentration profiles assuming the
Impurities are introduced at the solid solubility limit for the entirety of the 7 day, 1200 °C, diffusion.

Based on these diffusion profiles, the expected average concentration for carbon and oxygen in wafer samples are $1 \times 10^{16} \text{ cm}^{-3}$ and $4 \times 10^{17} \text{ cm}^{-3}$ respectively. These values agree well with the measured carbon and oxygen concentrations from the wafer samples meaning both oxygen and carbon were likely introduced close to the solid solubility limit. This was expected for oxygen but was unexpected for carbon, indicating significant contamination.

Although we have no estimate for the concentrations of gallium, arsenic, and aluminum they are probably much lower than the solid solubility. Aluminum, in particular, which we believe to come from cross contamination in Ampule 2 is most likely introduced at a surface concentration of $5 \times 10^{14} \text{ cm}^{-3}$, the concentration of aluminum in $\text{natSi}^{78}\text{Se}:\text{Al}$. The arsenic contamination is likely small as it diffuses only a small amount into the samples much of which was removed during the polish/etch.

The aluminum and gallium contamination is particularly concerning as they are both acceptors, like boron. As we are concerned with the ionized species, $\text{Se}^{+}$, more or less acceptors in the samples will change the concentration of $\text{Se}^{+}$. This will be discussed further in Sec. 4.2.3.

<table>
<thead>
<tr>
<th>Impurity</th>
<th>$C_s(1200 \degree \text{C})$ (cm$^{-3}$)</th>
<th>$D_0$ (cm/s)</th>
<th>$E_a$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selenium</td>
<td>$6.6 \times 10^{16}$</td>
<td>0.123</td>
<td>2.457</td>
</tr>
<tr>
<td>Carbon</td>
<td>$5.5 \times 10^{16}$</td>
<td>6.11</td>
<td>3.293</td>
</tr>
<tr>
<td>Oxygen</td>
<td>$5.7 \times 10^{17}$</td>
<td>0.16</td>
<td>2.529</td>
</tr>
<tr>
<td>Aluminum</td>
<td>$1.5 \times 10^{19}$</td>
<td>0.317</td>
<td>3.023</td>
</tr>
<tr>
<td>Gallium</td>
<td>$4.7 \times 10^{19}$</td>
<td>3.81</td>
<td>3.552</td>
</tr>
<tr>
<td>Arsenic</td>
<td>$4.4 \times 10^{20}$</td>
<td>40.9</td>
<td>3.971</td>
</tr>
</tbody>
</table>

Table 4.2: Diffusion properties of impurities seen in wafer samples. All values from Intrinsic Point Defects, Impurities, and Their Diffusion in Silicon [99].
4.2 Se$^+$ Optical Properties

In this section we present our study of the optical properties of the Si:Se$^+$ system through investigation of photoluminescence, absorption, tip-angle, and hole burning measurements.

4.2.1 Se$^+$ – Photoluminescence

While the zero-phonon line (ZPL) luminescence of the Se$^+$ 1s:T$_2$ $\Rightarrow$1s:A transition had been observed before [54] as of yet the phonon sideband had not been observed and thus the ZPL fraction had not been determined. By using a very high power (4 W) above bandgap laser excitation we were able to resolve the phonon sideband, however, the high power resulted in local heating of the sample.

Rather than use the non-resonant above bandgap excitation used to generate luminescence signal in Sec. 4.1.1 we used a resonant pumping scheme. By tuning a laser to the Se$^+$ 1s:A $\Rightarrow$ 2p$_\pm$ transition (4578 cm$^{-1}$) [90], electrons were excited to 2p$_\pm$ and then decayed to 1s:T$_2$Γ$_7$ via a phonon cascade. From 1s:T$_2$Γ$_7$ we measured the emitted photons as the electron decayed back to the ground state. This resonant pumping scheme produced a sufficiently high luminescent signal to resolve the phonon sideband as there are less decay paths available to the excited electron than a non-resonant pumping scheme.
To perform the measurement we used the FTIR-photoluminescence setup as depicted in Fig. 3.3. A Cr$^{2+}$:ZnS/Se narrowline tunable laser pumped by an erbium-fiber laser (IPG Photonics) with an output power of 1 W was used as the optical excitation source. A CaF$_2$ beamsplitter and liquid nitrogen-cooled InSb detector were used. Additionally, a 2440 nm long pass filter was used to filter out stray laser light. We measured the photoluminescence spectra of the w$^{\text{nat}}$Si:$^{\text{nat}}$Se:HB sample.

In Fig. 4.4 we see the photoluminescence spectrum of the Se$^+$ 1s:T$_2 \Gamma_7 \Rightarrow 1s:A$ transition. The resonant zero-phonon line (ZPL) is visible along with the phonon-assisted sideband present at lower energies. This sideband is due to the emission of a photon and one or more phonons as an electron decays back to the ground state. The exact shape of this sideband is determined by the phonon density of states in silicon and strength of the coupling to the different phonon modes. The calculated phonon density of states [112] is shown in the inset of Fig. 4.4. While some features do line up, the system clearly couples to certain phonons preferentially. The broad feature past the edge of the phonon density of states is due to the emission of a photon and multiple phonons.

The ZPL fraction, determined from the ratio of the ZPL line area to the total area, is 15.1 ± 0.3 %. There is the possibility that light emitted in the ZPL line is reabsorbed while still in the sample and then emitted into the sideband. The reverse process – an electron absorbing a lower energy photon and a phonon – has a negligible chance off occurring. Thus, this ZPL fraction is a lower bound.
4.2.2 Se$^+$ – Linewidth

High resolution absorption spectra were obtained for all $^{28}$Si samples using the FTIR-absorption setup shown in Fig. 3.3. A KBr beamsplitter and a liquid-nitrogen cooled InSb detector were used. A bandpass filter (130 nm about 2850 nm) placed in front of the detector was also used to increase the signal-to-noise ratio of the measurement. These spectra are shown in Fig. 4.5. The triplet and singlet peaks of the $^{77}$Se samples are clearly resolved while the spin-0 $^{78}$Se samples have only a single peak.

Despite the same isotopic compositions, the wafer samples are much broader and shifted when compared to the elementally diffused block samples. This is most clear for $^{77}$Se samples which also show some difference between two elementally diffused samples.
The $^{78}\text{Se}$ samples have the same trend, the wafer samples are broader and shifted in energy. The $^{28}\text{Si}:^{78}\text{Se}:\text{IB}$ sample had near 100% absorption at high resolution so instead we show a lower resolution spectra to illustrate the peak energy. To compare linewidth we show the $^{80}\text{Se}$ line visible in the $^{28}\text{Si}:^{78}\text{Se}:\text{IB}$ sample from residual $^{80}\text{Se}$.

![Figure 4.5: High resolution scans of the $\text{Se}^+ 1s:A \Rightarrow 1s:T_2\Gamma_7$ for all $^{28}\text{Si}$ samples. The different peak positions and linewidths are due to different $[\text{O}]$ (see Fig. 4.6). The $^{28}\text{Si}:^{78}\text{Se}:\text{IB}$ sample had zero transmission at the peak for high resolution scans so we instead show a low resolution scan to show the peak position and the high resolution scan of the $^{80}\text{Se} 1s:A \Rightarrow 1s:T_2\Gamma_7$ in the same sample to compare linewidth. The resolution used for each spectra is listed in the legends.](image)

The linewidths and peak energies (extracted via fits to Eqn. 3.10) were found to depend linearly on the concentration of oxygen as seen in Fig. 4.6 (we ignore carbon as $[\text{C}] \ll [\text{O}]$ for all samples investigated). The dependence with $[\text{O}]$ for the linewidth, $d\nu$, for all isotopes, and the peak energy of $^{77}\text{Se}$, $\nu_{\text{max},77}$, and $^{78}\text{Se}$, $\nu_{\text{max},78}$, were found have the following
dependencies:

\[ d\nu = (0.00590 \pm 0.00007) \text{ cm}^{-1} + (0.01123 \pm 0.00001) \frac{\text{ cm}^{-1}}{[\text{O}]/10^{17}} \]

\[ \nu_{\text{max,77}} = (3446.4194 \pm 0.0002) \text{ cm}^{-1} + (0.0080 \pm 0.0005) \frac{\text{ cm}^{-1}}{[\text{O}]/10^{17}} \]

\[ \nu_{\text{max,78}} = (3446.5068 \pm 0.0003) \text{ cm}^{-1} + (0.00860 \pm 0.00013) \frac{\text{ cm}^{-1}}{[\text{O}]/10^{17}} \]

In units of eV:

\[ d\nu = (0.731 \pm 0.008) \mu\text{eV} + (1.392 \pm 0.013) \frac{\mu\text{eV}}{[\text{O}]/10^{17}} \]

\[ \nu_{\text{max,77}} = (427.28708 \pm 0.00003) \text{ meV} + (0.99 \pm 0.06) \frac{\mu\text{eV}}{[\text{O}]/10^{17}} \]

\[ \nu_{\text{max,78}} = (427.29792 \pm 0.00003) \text{ meV} + (1.066 \pm 0.016) \frac{\mu\text{eV}}{[\text{O}]/10^{17}} \]

These fits exclude the data point from sample $^{28}\text{Si}^{77}\text{Se:IB}$, marked with an arrow in Fig. 4.6. This sample did not appear to fit the same trend as all the other samples, possibly due to the more complicated two part diffusion process (See Sec. 3.1). There could also be other broadening mechanisms present in only this sample such as strain or Stark broadening.

Electrically neutral impurities like oxygen and carbon are expected to cause broadening and an energy shift due to random strain [113, 114]. The magnitudes of both the broadening and energy shift are expected to scale linearly with concentration [113]. The broadening is expected to scale as $\sim e^2a^2N$ (in CGS units) [114, 115], where $e$ is the electron charge, $a$ is the lattice constant, and $N$ is the concentration of electrically neutral impurities. This gives an expected slope of $0.03 \frac{\text{ cm}^{-1}}{N/10^{17}}$, or $4 \frac{\mu\text{eV}}{N/10^{17}}$, which is close to the value we measure. Additionally, both $\nu_{\text{max,77}}$ and $\nu_{\text{max,78}}$ have nearly identical dependencies with [O] indicating that the mechanism causing the shifts acts on both isotopes of selenium equally.

From these trends we can extrapolate to the case of an ideal sample with no impurities. In this case the peak position for a $^{77}\text{Se}$ sample (triplet peak) would be $3446.4194 \pm 0.0002 \text{ cm}^{-1}$ ($427.28708 \pm 0.00003 \text{ meV}$) and the peak position for a $^{78}\text{Se}$ sample would be $3446.5068 \pm 0.0003 \text{ cm}^{-1}$ ($427.29792 \pm 0.00003 \text{ meV}$). In both cases the linewidth would be $0.00590 \pm 0.00007 \text{ cm}^{-1}$ ($0.731 \pm 0.008 \mu\text{eV}$). If the impurities are the only broadening mechanism then this ideal linewidth would be the homogeneous lifetime-limited linewidth. From Eqn. 2.23 this would suggest a bound on the excited state lifetime, $\tau_{\text{exc}} > 0.900 \pm 0.010 \text{ ns}$.

This indicates a clear downside of using $\text{SeO}_2$ for diffusion. While it protects the surface of the sample (at least in some instances) the oxygen introduced is detrimental to the optical properties. However, despite this fact there still is remarkable homogeneity across all samples.
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An important issue to be addressed is that only the wafer samples were expected to have a (nearly) uniform oxygen concentration (see Fig. 4.3). In the block samples the $[\text{O}]$ in the local environment about the $\text{Se}^+$ was higher than the average $[\text{O}]$ determined by absorption measurements due to the average being lower by the large regions with no oxygen content. Thus the $[\text{O}]$ determined are lower bounds for the three block samples studied.

In Fig. 4.6 the block samples are the three points at the lowest $[\text{O}]$. The two block sample points included in the fit have a large effect on the outcome of the linear fit as the remaining points are clustered together and have larger error bars. Thus, the extracted $[\text{O}]$ dependence of linewidth and peak position are lower bounds, and the extrapolated linewidth and peak positions at $[\text{O}] = 0$ are upper bounds.

![Figure 4.6](image_url)

**Figure 4.6:** (a) Linewidth of the $\text{Se}^+$ $1s:A \Rightarrow 1s:T\Gamma_7$ transition versus $[\text{O}]$ for all $^{28}\text{Si}$ samples, fit with a line. The selenium isotope of the transition is indicated. (b) The peak energy of the $\text{Se}^+$ $1s:A \Rightarrow 1s:T\Gamma_7$ transition versus $[\text{O}]$ for all $^{28}\text{Si}$ samples. The two selenium isotopes studied are fit separately. In both (a) and (b) the data corresponding to the $^{28}\text{Si}:^{77}\text{Se}:\text{IB}$ sample are marked with an arrow. These data points are excluded from the fits.

### 4.2.3 $\text{Se}^+$ – Transition Dipole Moment

From Eqn. 2.20 the transition dipole moment depends on the concentration of $\text{Se}^+$ and the area of the absorption coefficient spectral line. To this end we measured the absorption spectra of the $\text{Se}^+$ $1s:A \Rightarrow 1s:T\Gamma_7$ for all wafer samples made, shown in Fig. 4.7. As we only need the area of the spectral line and FTIR spectroscopy is area conserving regardless of resolution, we worked at a lower resolution than previous measurements to obtain a higher signal to noise ratio. Measurements were performed with a KBr beamsplitter and a
Figure 4.7: Absorption spectra of all wafer samples showing the (a) $^{77}\text{Se}^0$ 1s:A $\Rightarrow$ 1s:T$_2$, (b) $^{77}\text{Se}^+$ 1s:A $\Rightarrow$ 1s:T$_2$Γ$_7$, (c) $^{78}\text{Se}^0$ 1s:A $\Rightarrow$ 1s:T$_2$, and (d) $^{78}\text{Se}^+$ 1s:A $\Rightarrow$ 1s:T$_2$Γ$_7$ transitions for the wafer samples. The different lineshapes and absorption strengths are due to the different isotopic combinations and the different boron concentrations. Higher [B] samples have stronger Se$^+$ transitions and weaker Se$^0$ transitions, and vice-versa for lower [B] samples. All spectra were measured at 1.8 K at a resolution of 0.1 cm$^{-1}$.

For these samples we estimate [Se$^+$] from the measured [B]. We make the assumption that each boron acceptor in the samples creates one singly ionized selenium, i.e., [Se$^+$] = [B]. Note that this gives an upper bound on [Se$^+$] as there could be doubly ionized selenium, Se$^{2+}$, or selenium pairs which also act as double donors [90]. Furthermore, as discussed in Sec. 4.1.3, gallium and aluminum impurities have been introduced during diffusion. As both Ga and As are acceptors in silicon, their presence would increase [Se$^+$], however, we assume that their concentrations are low enough that they will be negligible compared to the boron concentration. We will revisit this assumption below.

Calculated values for the transition dipole moment, $\mu$, of the Se$^+$ 1s:A $\Rightarrow$ 1s:T$_2$Γ$_7$ transition are shown in Fig. 4.8. For this calculation we used the area extracted from fits to
The average transition dipole moment over all seven wafer samples is $1.73 \pm 0.05$ Debye. As the Se$^+$ concentration values are upper bounds and $\mu \propto 1/[\text{Se}^+]$, the transition dipole moment calculated is a lower bound.

With the exception of the outlier at the lowest [Se$^+$] level there is good agreement over three orders of magnitude. This suggests that our assumption that the gallium concentration is much lower than the boron concentration is valid. If this were not the case we would see a clear trend across the different levels of boron as the fractional change in acceptor level relative to the boron level would be drastically different.

On the other hand the aluminum present could be the reason for the outlier at the lowest [Se$^+$] level in Fig. 4.8. This sample is w$^{28}\text{Si:}^{78}\text{Se:LB}$. If the aluminum were introduced at a concentration of $5 \times 10^{14}$ cm$^{-3}$ (the concentration present in $^{\text{nat}}\text{Si:}^{78}\text{Se:Al}$) then the change in acceptors would only be non-negligible for the lowest boron sample, namely,
w^{28}Si:78Se:LB. In this case the \( [\text{Se}^+] \) is higher than expected from only the boron and thus the calculated \( \mu \) is higher than the actual value.

### 4.2.4 Se\(^+\) – Tip-Angle

As mentioned, the transition dipole moment value obtained in the previous section is likely a lower bound based on the fact that some selenium may become doubly ionized, or selenium pairs may be ionizing. To get a direct measurement of \( [\text{Se}^+] \) we performed a tip-angle measurement.

However, we cannot obtain a measurement for all samples. First off, all \(^{78}\text{Se}\) samples cannot be measured as there is no resolvable splitting in the absorption spectra at Earth’s magnetic field with which to optically hyperpolarize the spin population (See Fig. 4.5 b). Secondly, we do not expect the \(^{\text{nat}}\text{Si}\) samples to be suitable. In principle, a subset of centers in \(^{\text{nat}}\text{Si}:^{77}\text{Se}\) could be initialized by burning a hole in the large absorption linewidth \(^{117}\). However, the presence of \(^{29}\text{Si}\) is likely a dominant factor in the magnetic field fluctuations \(^{118}\) rather than that from instantaneous diffusion. Furthermore, the tip-angle measurement relies upon addressing all spins with the applied RF pulse. We expect the spread of transition frequencies in \(^{\text{nat}}\text{Si}\) would be too high to address all spins simultaneously.

Finally, as the tip-angle measurement is inherently a low signal-to-noise experiment, we expect the low boron samples to have insufficient \( \text{Se}^+ \) to provide high enough signal to noise. This leaves the \(^{28}\text{Si}:^{77}\text{Se}:\text{IB}\) sample as the most suitable for a tip-angle measurement.

To increase the signal we cleaved the \(^{28}\text{Si}:^{77}\text{Se}:\text{IB}\) sample in half and stacked the pieces within the resonator with faces normal to the applied laser using the setup shown in Fig. 3.4 a. With a chopper modulating the laser a lock-in measurement was made as the laser was scanned across the \( \text{Se}^+ 1s:A \Rightarrow 1s:T_2\Gamma_7 \) transition. For this scan the laser power was set very low using ND filters to have negligible optical pumping as the laser was scanned across the transition. The transmission spectrum is shown in Fig. 4.9 a. The laser wavelength was then set to the peak of the \( 1s:A:T \Rightarrow 1s:T_2\Gamma_7 \) transition for the remainder of the experiment.

To perform the RF scan we increased the laser power substantially to ensure the system was hyperpolarized to the singlet state. The RF frequency applied to the resonator was swept over the \( S \leftrightarrow T_-, T_0, T_+ \) transitions. As the RF magnetic field moves population from \( S \) to the triplet states the laser transmission decreases as transitions from \( T \Rightarrow 1s:T_2\Gamma_7 \) are driven. A small static magnetic field (\( \approx 1 \text{ G} \)) is applied perpendicular to the axis of the RF magnetic field to split the three transitions. The magnetic resonance spectrum is shown in Fig. 4.9 b. The magnitude of the magnetic field is determined from the splitting between the \( S \leftrightarrow T_0 \) and \( S \leftrightarrow T_+ \) transitions and the fact that \( \partial \nu / \partial B = 0 \) and 14.036 GHz/T for the \( S \leftrightarrow T_0 \) and \( S \leftrightarrow T_+ \) transitions respectively \(^{55, 54}\).

The tip-angle measurement requires \( \partial \nu / \partial B > 0 \) in order to observe the instantaneous diffusion decoherence effect. Thus, rather than use \( S \leftrightarrow T_0 \), the qubit transition studied by
Figure 4.9: (a) Laser scan of the $^{77}\text{Se}^+ \, 1s:\text{A} \Rightarrow 1s:T_2\Gamma_7$ transition of the $^{28}\text{Si}:^{77}\text{Se}:\text{IB}$ sample. (b) RF scan of the singlet to triplet transitions of the $^{28}\text{Si}:^{77}\text{Se}:\text{IB}$ sample with the laser tuned to the triplet peak. (c) Rabi pulse of the $S \Leftrightarrow T_+$ transition. In this instance the time to rotate the spins by $\pi$ radians was measured to be 14 $\mu$s.

Morse et al. [54], we use the $S \Leftrightarrow T_+$ transition. We set the RF frequency to this transition for the remainder of the experiment.

With the laser and RF frequencies set we switched the setup to the pulsed RF setup shown in Fig. 3.3 b. We began by performing a Rabi pulse sequence to determine the conversion from pulse length to rotation angle. This measurement was repeated every day as the power coupling into the sample was not steady from day to day. The RF power was adjusted if necessary to have the the $\pi$ length $\approx 14 \, \mu$s. The Rabi pulse sequence response is shown in Fig. 4.9 c. The signal is given by the laser transient area as explained in Sec. 3.3.

Finally, tip-angle measurements were obtained at a number of different refocusing pulse angles. To account for drift in the experimental conditions ($B_0$, laser frequency, etc.) the transient area was measured relative to a fully decoherent transient. Specifically, after every transient measurement another pulse sequence was applied that consisted of only the initial $\pi/2$ pulse of the tip-angle pulse sequence. After the same dark time the transient is measured to provide the baseline transient of a completely decoherent collection of spins,
dephased from $T_2^*$ (the 50% polarization shown in Fig. 3.5). Subtracting this baseline from measurements made with refocusing allows the measurement to be insensitive to background drift as well as show a clear decay to 0 rather than to an arbitrary value. These two pulse sequences are shown in the inset of Fig. 4.10.

Figure 4.10: Repeated measurements of a $3\pi/4$ tip-angle pulse sequence (black inset). The baseline subtracted transient area was determined by taking the difference of back to back measurements at a given dark time, one using the black inset pulse sequence, and one using the blue inset blue sequence. The blue inset pulse sequence gives a measure of the decoherent baseline (see text). Using maximum magnitude at each dark time the envelope was fit to an exponential with time constant, $T_2 = 10.1 \pm 0.4$ ms. This envelope is mirrored about the y-axis to show the expected minimum magnitude envelope. The drops in phase noise are indicated by red arrows at $\approx 0$ and $\approx 33$ ms.

As $\partial \nu / \partial B > 0$, if the global magnetic environment is changing on the timescale of an applied pulse sequence then the average resonant frequency can change between the first and last pulse. This leads to phase noise [119], an accumulation of phase between the applied RF frequency and the central transition frequency of the entire spin ensemble. The result is that the final pulse, meant to rotate the state back to the $T_+^*$ state for read out will instead rotate the state to a random point on the Bloch sphere. If the phase noise is large, the average over multiple measurements will be zero. Thus, rather than averaging over multiple
measurements, the maximum magnitude of all measurements at each dark time was taken. This selects only those instances where the phase mismatch was zero.

Fig. 4.10 shows the result of many measurements at the tip-angle pulse sequence of \( \theta = 4\pi/3 \). The maximum magnitude at each dark time is fit with a decaying exponential to account for the phase noise. The envelope is asymmetric at \( \approx 0 \) ms and \( \approx 33 \) ms. The asymmetry is expected at dark times lower than \( T^* \) as below the dephasing time the central transition frequency is always close to the applied RF frequency. Beyond this we expect a symmetric envelope for all dark times, however, we see a region of low phase noise at \( \approx 33 \) ms. This could possibly be due to the phase noise being periodic rather than completely random. At certain dark times the phase accumulated before and after the refocusing pulse will cancel out. The frequency of the phase noise minima is 30 Hz which is likely due to rectified 60 Hz power noise affecting the coils.

\[
\begin{align*}
\text{Figure 4.11: Inverse } T_{2,\theta} \text{ coherence times measured from tip-angle pulse sequences at different angles, } \theta. \text{ The result was fit with a line and the concentration, } [\text{Se}^+] = (5.2 \pm 0.4) \times 10^{14} \text{ cm}^{-3} \text{ was extracted which is lower than the boron concentration, } [\text{B}] = (5.9 \pm 0.8) \times 10^{14} \text{ cm}^{-3}. 
\end{align*}
\]

The tip-angle pulse sequence was repeated at multiple refocusing pulse angles. The inverse \( T_{2,\theta} \) values are shown in Fig. 4.11. There is a clear linear response as expected
from Eqn. 2.28. From the fit we extract $[\text{Se}^+] = (5.2 \pm 0.4) \times 10^{14} \text{ cm}^{-3}$ using $\partial \nu / \partial B = 14.036 \text{ GHz/T}$ [55, 54]. As expected, this is lower than that determined by the [B] from Sec. 4.1.2 of $(5.9 \pm 0.8) \times 10^{14} \text{ cm}^{-3}$, although still within error. Using this concentration, the absorption spectrum of $w^{28}\text{Si}^{77}\text{Se}:\text{IB}$ shown in Fig. 4.7 and Eqn. 2.20 we calculate a transition dipole moment of $\mu = 1.96 \pm 0.08 \text{ Debye}$. Again, as expected, this is higher than the lower bound determined in Sec. 4.2.3.

We can also extract the intrinsic Hahn-echo coherence time $T_{2,\text{Int}} = 0.09 \pm 0.04 \text{ s}$. This is much smaller compared to the value measured for the $S \leftrightarrow T_0$ qubit: $T_2 = 2.14 \pm 0.04 \text{ s}$. This is due to the fact that $\partial \nu / \partial B \approx 0$ for the $S \leftrightarrow T_0$ transition [54] making it a ‘clock transition’ [86] with much better coherence properties.

### 4.2.5 $\text{Se}^+$ – Radiative Lifetime and Conversion Factors

The radiative lifetime, as determined by the tip-angle result, is $\tau = 6.0 \pm 0.5 \mu\text{s}$. However, from Sec. 4.2.1 we saw that in addition to the resonant luminescence there is also non-resonant luminescence in the phonon-sideband. Our $\bar{\alpha}$ area measurements only take into account the resonant transition. Thus, this radiative lifetime is only the resonant radiative lifetime, $\tau_{\text{rad},\text{res}}$. We can determine the lifetime for any radiative emission by taking into account the phonon-sideband – the total radiative lifetime, $\tau_{\text{rad},\text{total}}$. The total radiative lifetime is simply the resonant radiative lifetime multiplied by the ZPL fraction: $\tau_{\text{rad},\text{total}} = 0.90 \pm 0.07 \mu\text{s}$.

From Eqn. 2.20 we can determine the area conversion factor, $f_{\text{Se}^+} = (6.2 \pm 0.5) \times 10^{14} \text{ cm}^{-1}$ using $[\text{Se}^+]$ determined from the tip-angle concentration result and the $\bar{\alpha}$ area of the $w^{28}\text{Si}^{77}\text{Se}:\text{IB}$ sample (we used the lower resolution spectra shown in Fig. 4.7 b).

We can further calculate the $k_{\text{Se}^+}$ peak conversion factors but these will depend on the exact isotopic combinations, temperature, and resolution of the spectra. Multiplying $f_{\text{Se}^+}$ by the ratio $f \bar{\alpha}(\omega) d\omega / \bar{\alpha}(\omega_{\text{max}})$ we determined $k_{\text{Se}^+}$ for all Si and Se isotopic combinations for spectra obtained at 1.8 K and a resolution of 0.1 cm$^{-1}$. Results from samples with the same isotopic combinations are averaged. These conversion factors are shown in Tab. 4.3.

At a resolution of 0.1 cm$^{-1}$ the splitting due to the hyperfine interaction is unresolved thus we see the same conversion factor for both $^{77}\text{Se}$ and $^{78}\text{Se}$ samples. Furthermore, at this resolution, the broadening effects of oxygen are also unresolved.
<table>
<thead>
<tr>
<th>Isotopes</th>
<th>$k_{\text{Se}^+}$ (cm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>natSi:natSe</td>
<td>$(3.4 \pm 0.4) \times 10^{14}$</td>
</tr>
<tr>
<td>natSi:77Se</td>
<td>$(2.0 \pm 0.2) \times 10^{14}$</td>
</tr>
<tr>
<td>natSi:78Se</td>
<td>$(2.4 \pm 0.3) \times 10^{14}$</td>
</tr>
<tr>
<td>28Si:77Se</td>
<td>$(1.06 \pm 0.09) \times 10^{14}$</td>
</tr>
<tr>
<td>28Si:78Se</td>
<td>$(1.06 \pm 0.09) \times 10^{14}$</td>
</tr>
</tbody>
</table>

Table 4.3: The conversion factors to convert from peak absorption coefficient of the $1s:A \Rightarrow 1s:T_2 \Gamma_7$ spectral line to the concentration of $\text{Se}^+$ for the specified isotopic combinations. These values are all calculated at a temperature of 1.8 K and a resolution of 0.1 cm$^{-1}$.

### 4.2.6 Se$^+$ – Hole Burning

Despite the huge improvements in linewidth from working with $^{28}\text{Si}$, the absorption spectra linewidths are not lifetime limited. From Sec. 4.2.2 even the narrowest linewidth we observed is predicted to still have inhomogeneous broadening due to oxygen. In a perfect sample we would expect a linewidth of $0.00590 \pm 0.00007$ cm$^{-1}$. Furthermore, from the total radiative lifetime determined in Sec. 4.2.5 the homogeneous lifetime-limited linewidth could be as low as $(5.8 \pm 0.5) \times 10^{-6}$ cm$^{-1}$ (0.72 $\pm$ 0.06 neV) if the excited state lifetime equals $\tau_{\text{total}}$.

If we can resolve the homogeneous linewidth we will have a bound on the excited state lifetime – which is needed in order to determine determine the radiative efficiency of the $\text{Se}^+ 1s:A \Rightarrow 1s:T_2 \Gamma_7$ transition. To this end we pursued hole burning as a means of measuring the homogeneous linewidth.

Using the hole burning set up shown in Fig. 3.3 we performed hole burning on the $^{28}\text{Si}:77\text{Se}:\text{IB}$ sample measuring the resulting absorption spectra. Measurements were performed using a CaF$_2$ beamsplitter and a liquid-nitrogen cooled InSb detector with a bandpass filter (130 nm at 2850 nm) after the dewar in the detection arm. A tunable diode laser (Nanoplus) was used to burn the hole.

The laser was tuned to the $1s:A:T \Rightarrow 1s:T_2 \Gamma_7$ transition. Population was pumped into the singlet state resulting in a hole in the triplet peak and an ‘anti-hole’ in the singlet state. A comparison of the absorption spectra with and without the laser excitation is shown in Fig. 4.12. By taking the difference we isolate the hole and anti-hole which we can use to determine the homogeneous linewidth. However, the (anti-) hole lineshape will be a convolution of the laser linewidth, the FTIR system’s inherent resolution, and the ‘true’ (anti-) hole. To this end we measured the spectrum of only the laser light, coupled in via the photoluminescence pathway (see Fig. 3.3). The laser lineshape was measured to be a Gaussian with FWHM of $0.00218 \pm 0.00007$ cm$^{-1}$ when measured by the FTIR at the same resolution at which we measured the hole-burning, 0.002 cm$^{-1}$, the limit of our FTIR system. This lineshape is then the convolution of laser and FTIR response.
Figure 4.12: Absorption coefficient spectra of the $^{28}\text{Si}^{77}\text{Se}$:IB sample with and without a hole burning laser tuned to the triplet transition (red arrow). The difference is also shown in which the hole and anti-hole are visible. The resolution is 0.002 cm$^{-1}$.

The hole/anti-hole were fit with a Lorentzian convolved with a Gaussian of linewidth $0.00218 \pm 0.00007$ cm$^{-1}$. The extracted Lorentzian linewidth is then twice the homogeneous linewidth (see Eqns. 2.24, 2.25). We determine an upper bound on the homogeneous linewidth of $0.00100 \pm 0.00005$ cm$^{-1}$. This value is an upper bound as there could still be power broadening as well as non-static inhomogeneities broadening mechanism (see Sec. 2.3.2). We were at the resolution limit of the FTIR spectrometer and did not expect to be able to resolve the (anti-) hole at lower powers.

This gives a lower bound on the excited state lifetime of $6.8 \pm 0.5$ ns from Eqns. 2.22, 2.23. Comparing this value to the radiative lifetime calculated in Sec. 4.2.5, the radiative efficiency of the Se$^+$ 1s:A $\Rightarrow$ 1s:T$_2\Gamma_7$ is at least $0.75 \pm 0.08$ %.

This upper bound on the homogeneous linewidth is narrower than the minimum value determined from the [O] dependence. This suggests that there are other inhomogeneous broadening mechanisms still present in the samples other than those due to electrically neutral impurities. This could be due to residual $^{29}\text{Si}$ isotopes, Stark broadening, or random strain fields in the sample.
4.3 Se\(^0\) Optical Properties

Although motivated by an investigation into the optical properties of Si:Se\(^+\) the samples and measurements made for this work can be used to make estimates of the optical properties of the 1s:A \(\leftrightarrow\) 1s:T\(_2\) transition of neutral Si:Se\(^0\). While the 1s:A \(\leftrightarrow\) 1s:T\(_2\) transition is the lowest excited state transition of Se\(^0\) it is very weak except in highly strained samples [91].

Again, we limit the discussion to the wafer samples as only these samples have uniform [Se]. The absorption spectra of the Se\(^0\) 1s:A \(\leftrightarrow\) 1s:T\(_2\) transition for all wafer samples are shown in Fig. 4.7.

In an ideal, simplified system with [Se] > [B] we would have [Se\(^0\)] = [Se] - [Se\(^+\)]. We can define a conversion factor, \(f_{Se0}\), analogous to \(f_{Se+}\) and rearrange the simple model as 
\[ f_{Se0} \int \tilde{\alpha}_{Se0} \, d\nu = [Se] - [Se^+] \].

In Fig. 4.13 we plot the absorption coefficient area of the Se\(^0\) 1s:A \(\Rightarrow\) 1s:T\(_2\) transition (determined via fits to Eqn. 3.10) versus [Se\(^+\)] for all wafer samples. [Se\(^+\)] is calculated from the Se\(^+\) 1s:A \(\Rightarrow\) 1s:T\(_2\)\(\Gamma_7\) absorption coefficient area (determined via fits to Eqn. 3.10) and the conversion factor, \(f_{Se^+}\), from Sec. 4.2.5.

![Figure 4.13: Absorption coefficient area of [Se\(^0\)] versus [Se\(^+\)] for all wafer samples studied. The samples from Ampule 1 and Ampule 2 have been fit with a lines separately, dashed blue and dashed orange lines respectively. From the fit to Ampule 2 samples we obtained a lower bound for the Se\(^0\) conversion factor, \(f_{Se0} > (1.5 \pm 0.5) \times 10^{15}\) cm\(^{-1}\) (see text).](image-url)


<table>
<thead>
<tr>
<th>Isotopes</th>
<th>( k_{\text{Se}^0} ) (cm(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{natSi:}\text{natSe} )</td>
<td>((1.5 \pm 0.6) \times 10^{15})</td>
</tr>
<tr>
<td>( \text{natSi}^{77}\text{Se} )</td>
<td>((1.3 \pm 0.5) \times 10^{15})</td>
</tr>
<tr>
<td>( \text{natSi}^{78}\text{Se} )</td>
<td>((1.2 \pm 0.5) \times 10^{15})</td>
</tr>
<tr>
<td>( ^{28}\text{Si}^{77}\text{Se} )</td>
<td>((7.5 \pm 2.0) \times 10^{14})</td>
</tr>
<tr>
<td>( ^{28}\text{Si}^{78}\text{Se} )</td>
<td>((7.3 \pm 1.9) \times 10^{14})</td>
</tr>
</tbody>
</table>

Table 4.4: The conversion factors to convert from peak absorption coefficient of the \( \text{Se}^0 \) 1s:A \( \Rightarrow \) 1s:T\(^2\) spectral line to the average concentration of \( \text{Se}^0 \) for the specified isotopic combinations. These values are all calculated at a temperature of 1.8 K and a resolution of 0.1 cm\(^{-1}\).

In Fig. 4.13 we have fit the samples from Ampule 1 and 2 separately to account for the very different diffusion results of the two ampules. From the the y-intercepts (or equivalently the x-intercepts) the total diffused \([\text{Se}]\) was higher in Ampule 2 than Ampule 1. This could be due to the SiO\(_2\) layer that formed on samples in Ampule 1 inhibiting diffusion. This SiO\(_2\) layer was absent from Ampule 2 samples. We measure the total diffused selenium for the two ampules to be \([\text{Se}]_{A1} = (3.27 \pm 0.18) \times 10^{15} \text{ cm}^{-3}\) and \([\text{Se}]_{A2} = (9 \pm 3) \times 10^{15} \text{ cm}^{-3}\) for Ampules 1 and 2 respectively. In both cases the concentration was much less than that expected from the diffusion parameters, \([\text{Se}]_D = 5 \times 10^{16} \text{ cm}^{-3}\).

The lower than expected \([\text{Se}]\) could lead to doubly ionized selenium that would be unaccounted for in this simple model. This would be most apparent in the HB samples, and in particular, the HB sample from Ampule 1 as this sample appears to have \([\text{Se}] < [\text{B}]\). This effect can be seen in the slopes of the fits shown in Fig. 4.13. With lower \([\text{Se}]\), the highest boron levels sample from Ampule 1 will have more \([\text{Se}^{2+}]\) leading to steeper slope in Fig. 4.13. As we cannot be sure the same issue is not present in Ampule 2 samples, the magnitude of the slope, \(1/f_{\text{Se}^0}\), is an upper bound and thus the conversion factor \(f_{\text{Se}^0} > (1.5 \pm 0.5) \times 10^{15} \text{ cm}^{-1}\) is a lower bound.

This leads to lower bound on the radiative lifetime, \(\tau_{\text{Se}^0} > 70.0 \pm 25.9 \mu\text{s}\) and an upper bound on the transition dipole moment \(\mu_{\text{Se}^0} < 1.1 \pm 0.2 \text{ Debye}\). These values are calculated using \(g_1 = 1\) as the 1s:A state consists only of a spin-singlet. We assume a degeneracy factor of 2 for the 1s:T\(^2\) state based on theoretical calculations by Grossman et al. [75] We use \(\epsilon_r = 11.56\), and \(n = 3.4\) [116]. The peak conversion factors, \(k_{\text{Se}^0}\), for all isotopic combinations are listed in Tab. 4.4 for a resolution of 0.1 cm\(^{-1}\) and a temperature of 1.8 K (calculated in the same manner as for \(k_{\text{Se}^+}\)).

Although it appears that the \([\text{Se}]\) diffused into our samples was much less than expected it is important to note that both the LB and IB samples are in the regime \([\text{Se}] > [\text{B}]\). This is important as the tip-angle result for \([\text{Se}^+]\) assumed a near-uniform \([\text{Se}^+]\) which is justified as the tip-angle measurement was performed on an IB sample.
Chapter 5

Conclusion and Future Work

In this work we have presented measurements and results in the determination of the key optical properties of the Si:Se system: both the neutral Se$^0$ system and the singly-ionized Se$^+$ system. Our measurements elucidate the key parameters of the Si:Se$^+$ spin-photon interface in the ongoing effort to realize Si:Se$^+$ based integrated silicon quantum optoelectronics. Silicon samples, both nat$^7$Si and isotopically pure $^{28}$Si, were made for the specific purpose of measuring the optical properties via photoluminescence, absorption, and hole burning measurements. Additionally, MR experiments were performed to have an independent determination of $\mu$ for a single sample.

5.1 Se$^+$ Spin-Photon Interface Assessment

The optical properties of the Si:Se$^+$ 1s:A $\Leftrightarrow$ 1s:T$_2\Gamma_7$ and Si:Se$^0$ 1s:A $\Leftrightarrow$ 1s:T$_2$ transitions determined in this work are summarized in Tab. 5.1. With these values we can now determine (or make estimates towards) the viability of the quantum computing platforms proposed by Morse et al. (outlined in Sec. 2.5.1).

In order to use a coupled cavity-qubit system for qubit readout or entanglement generation the splitting when in the coupled state must be resolvable. When in the coupled state the cavity transmission will show a dip when on resonance determined by the coupling cooperativity [20]:

$$C = \frac{4g^2}{\kappa \Delta \omega_{\text{hom}}}, \quad T = \frac{2\mu^2}{\hbar \epsilon_0 \epsilon_r \Delta \omega_{\text{hom}} V}$$

where $\Delta \omega_{\text{hom}}$ is the homogeneous linewidth of the Se$^+$ 1s:A $\Rightarrow$ 1s:T$_2\Gamma_7$ transition, $g$ is the cavity-atom coupling constant (Eqn. 2.31) and $\kappa$ is the cavity linewidth, $\kappa = \omega_c/Q$, where $Q$ is the quality factor of the cavity. The normalized transmission on resonance is [20, 120]

$$T = \frac{1}{(1 + C)^2}. \quad (5.2)$$

At a cooperativity $C = 1$, the splitting is well resolved with the on-resonance transmission dropping to 25% when the qubit is in the coupled state. To reach this threshold for
Table 5.1: Optical properties of the Si:Se system determined in this work. $\mu$ is the transition dipole moment, $f$ is the area conversion factor, $\tau^{\text{rad}}_{\text{res}}$ is the resonant radiative lifetime, $\tau^{\text{rad}}_{\text{total}}$ is the total radiative lifetime, and $\tau^{\text{exc}}$ is the excited state lifetime.

<table>
<thead>
<tr>
<th></th>
<th>Se$^0$ 1s:A $\leftrightarrow$ 1s:T$_2$</th>
<th>Se$^+$ 1s:A $\leftrightarrow$ 1s:T$_2$Γ$_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$ (Debye)</td>
<td>$&lt;1.1 \pm 0.2$</td>
<td>$1.96 \pm 0.08$</td>
</tr>
<tr>
<td>$f$ (cm$^{-1}$)</td>
<td>$(1.5 \pm 0.5) \times 10^{15}$</td>
<td>$(6.2 \pm 0.5) \times 10^{14}$</td>
</tr>
<tr>
<td>$\tau^{\text{rad}}_{\text{res}}$ (µs)</td>
<td>$&gt;70.0 \pm 25.9$</td>
<td>$6.0 \pm 0.5$</td>
</tr>
<tr>
<td>$\tau^{\text{rad}}_{\text{total}}$ (µs)</td>
<td>-</td>
<td>$0.90 \pm 0.07$</td>
</tr>
<tr>
<td>$\tau^{\text{exc}}$ (µs)</td>
<td>-</td>
<td>$(6.8 \pm 0.5) \times 10^{-3}$</td>
</tr>
<tr>
<td>ZPL fraction</td>
<td>-</td>
<td>$&gt;15.1 \pm 0.3$</td>
</tr>
<tr>
<td>$\left(\frac{\tau^{\text{rad}}<em>{\text{total}}}{\tau^{\text{rad}}</em>{\text{res}}}\right)$ (%)</td>
<td>-</td>
<td>$&gt;0.75 \pm 0.08$</td>
</tr>
<tr>
<td>radiative efficiency</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>$\left(\frac{\tau^{\text{exc}}}{\tau^{\text{rad}}_{\text{total}}}\right)$ (%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the Si:Se$^+$ system, using $\mu = 1.96 \pm 0.08$ Debye and the upper bound on the homogeneous linewidth $\Delta \omega_{\text{hom}} = 2\pi \times 29$ MHz, the cavity must satisfy:

$$\frac{Q}{V} > 1.4 \times 10^4$$

(5.3)

where $V$ is the ratio $V/(\lambda/n)^3$. Increasing $Q/V$ will increase the transmission dip and thus the resolvability between the coupled and detuned qubit states.

Although mid-infrared silicon photonics is still a new area of research (see Mashanovich [121] and references therein for examples of recent work), this requirement already appears to be technologically feasible. Early mid-infrared, on-chip photonic cavity designs with $V \approx 1$ have been simulated to have $Q \approx 7 \times 10^4$ at $\lambda = 4.4$ µm and a fabricated device was measured to have $Q \approx 1 \times 10^4$ [94]. At the more commonly studied telecommunication wavelength, 1450-1650 nm, the results are even more encouraging: with fabricated cavities possessing $Q$ and $V$ values of $Q \approx 10^5$, $V \approx 0.6$ [122]; $Q \approx 10^6$, $V \approx 1$ [60]; and $Q \approx 10^7$, $V \approx 3$ [123]. Thus a cavity coupling scheme is viable although future work will need to be done to transfer over the telecommunication designs to work at the wavelength of interest, 2.9 µm.

While the ultra sharp lines of the Se$^+$ 1s:A $\Rightarrow$ 1s:T$_2$Γ$_7$ had been seen previously (1 µeV [55, 54]) we have shown that even narrower linewidths are possible simply by lowering the oxygen contamination (0.7 µeV). Further still, the lifetime-limited linewidth is lower than 0.12 µeV. Additionally, despite very different diffusion conditions and impurity concentrations the difference in resonance frequency is only $\approx 4$ µeV at most. This excellent
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homogeneity is very promising for any device manufacturing as cavity-qubit matching will require only minimal tuning.

This homogeneity is equally important when operating in a luminescence mode, as many entanglement schemes require the emitted photons of qubits to be indistinguishable. This is further complimented by the relatively high zero-phonon line fraction ($> 15.1 \pm 0.3\%$). Nitrogen-vacancy centers have a ZPL fraction of only 4\% [124] and yet have had great success in exploiting their emission for entanglement [24].

The low radiative efficiency measured, $0.75 \pm 0.08$, is not encouraging for use of the Si:Se$^+$ spin-photon interface in emission. However, this is a lower bound, the actual radiative efficiency might be high enough for efficient entanglement generation in luminescence. Further work will need to be done to either resolve the homogeneous lifetime-limited linewidth or else directly measure the excited state lifetime. Nevertheless, a low radiative efficiency can be compensated by using photonic cavities to enhance the radiative efficiency via the Purcell effect [125]. The enhancement is determined by the Purcell factor [125, 126]

$$F_P = \frac{\tau_{\text{free}}}{\tau_{\text{cav}}} = \frac{3}{4\pi^2} \frac{Q}{\mathcal{V}}.$$  \hspace{2cm} (5.4)

Where $\tau_{\text{free}}$ and $\tau_{\text{cav}}$ are the radiative lifetimes of a free center (ie. $\tau_{\text{rad}}$) and a center in a cavity respectively. Assuming a modal volume of $\mathcal{V} = 1$, modest Q-factors of $\sim 10^3$ are sufficient to have $\tau_{\text{cav}} \approx \tau_{\text{exc}}$ for our lower bound on $\tau_{\text{exc}}$.

## 5.2 Future Work

There are many exciting directions for future work. As stated, work will need to be done to directly measure the excited state lifetime. Such a measurement will determine the radiative efficiency and will help determine the viability of the Si:Se$^+$ spin-photon interface operating in a luminescence manner. In this work we have made a multitude of Se-doped Si wafer samples that could be used towards this future measurement.

These sample preparation techniques and optical measurements can also be applied to the other Group VI deep-double donors (sulfur and tellurium) which possess similar ground state Hamiltonians and mid-infrared optical transitions. These alternatives may have favourable optical or quantum mechanical properties over selenium.

Focusing on Si:Se$^+$: future work will benefit greatly from the results presented here. Our sample fabrication procedure, our techniques for measuring impurity concentrations, and our results on the effect of impurities on the optical spectra will all be of great use for making new samples or devices. In particular, the incorporation of selenium into photonic devices will need to be developed. This may involve diffusion or ion-implantation, as suggested by Morse et al. [54]. Regardless of technique, the conversion factors tabulated in this work will
undoubtedly be of great use for future samples in which uniform [Se] cannot be achieved or
tip-angle measurements cannot be performed.
Perhaps of most importance is the development of high-Q photonic cavities. Our mea-
surements have shown that it is feasible to utilize the Si:Se\textsuperscript{+} spin-photon interface as the
basis of a quantum computing/communication platform via strong coupling to photonic
cavities. Operating in a luminescence manner may also require the use of photonic cavities
to boost the radiative efficiency. Thus, the development of mid-IR photonics devices and
the incorporation of selenium is a very promising direction to pursue in order to develop a
Si:Se\textsuperscript{+} based integrated silicon quantum optoelectronics.
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