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Abstract

We consider periodic graph traversal in anonymous undirected graphs by a finite state Mealy automaton (agent). The problem is to design an automaton $A$ and a port labeling scheme $L$ such that $A$ (using $L$) performs on any undirected graph an infinite walk that periodically visit all vertices. The goal is to minimize the revisit time of any vertex over all graphs (traversal period) $\pi$.

If the labeling scheme $L$ is given by an adversary, it has been shown by Budach [6] that no such finite automaton $A$ exists. If $L$ does not need to be a permutation at every vertex, one can easily encode a spanning tree and $A$ can perform a traversal with period $2n - 2$ even if it is an oblivious agent. The problem is difficult when $L$ is limited to be a permutation.

The best known upper bound on the traversal period in such a case is $3.5n - 2$ by Czyzowicz et al. [11], where $n$ is the number of vertices. It is an open problem whether it is possible to achieve traversal period of $2n - 2$.

In this thesis, we answer this question affirmatively under the assumption that the input graph $G$ is given with a rotation system, where a rotation system of a graph is given by lists of local orders of edges incident to each vertex the graph.

**Keywords:** graph exploration; periodic graph traversal; perpetual traversal; local orientation; finite state automaton; rotation system; period 2n-2; master thesis
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Chapter 1

Introduction

1.1 Fundamental Concepts

1.1.1 Graphs

A simple (directed) graph is a two-tuple consisting of a vertex set $V(G)$ and an edge set $E(G)$. The elements of this relation are called edges and two related elements of $V(G)$ are called endpoints of the corresponding edge. In this thesis, $V(G)$ will be a finite set. When $u$ and $v$ are the endpoints of an edge, they are adjacent and are neighbors. We also say an endpoint is incident to its corresponding edge, and vice versa. Given a directed graph $G$ and an ordered pair $(u,v) \in E(G)$, $u$ is tail of the edge, and $v$ is the head. We say $u$ is adjacent to $v$ but $v$ is not adjacent to $u$.

A path is a simple graph whose vertices can be ordered so that two vertices are adjacent if and only if they are consecutive in this order. The number of edges in a path is its length. If $u$ is the first vertex of a path and $v$ is its last vertex, we say the path is a $u-v$ path. A cycle is a $u-v$ path of length at least two with added edge joining $u$ and $v$. The length of the cycle is the number of edges on the path.

A subgraph of a graph $G$ is a graph $H$ such that $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. We then write $H \subseteq G$ and say that $G$ contains $H$. A graph is connected if each pair of vertices in $G$ belongs to a path; otherwise, $G$ is disconnected.

The degree of vertex $v$ in a graph $G$, written $d_G(v)$ or $d(v)$, is the number of edges incident to $v$. The maximum degree $\Delta(G)$ and the minimum degree $\delta(G)$ of a graph $G$ are defined as: $\Delta(G) = \max_{v \in V(G)} d(v)$ and $\delta(G) = \min_{v \in V(G)} d(v)$. A graph $G$ is regular if $\Delta(G) = \delta(G)$. The graph is $k$-regular if the common degree is $k$. The neighborhood of a vertex $v$, written as $N(v)$, is the set of vertices adjacent to $v$. For any vertex $v$ in a directed graph $\vec{G}$, the number of head ends adjacent to $v$ is called the indegree of $v$ and the number of tail ends adjacent to $v$ is called the outdegree of $v$.

Given a connected graph $G$, a tree is a connected subgraph of $G$ without a cycle. A leaf is a vertex of degree 1 in a tree. A spanning subgraph of $G$ is a subgraph with vertex set
A spanning tree of $G$ is a spanning subgraph of $G$ that is a tree. Given graph $G$ and its spanning tree $T$, a vertex $v$ is called saturated if $d_T(v) = d_G(v)$. If an edge in $G$ also belongs to $T$, we call it a tree edge; otherwise we call it a non-tree edge.

If $G$ has a $u-v$ path, then the distance from $u$ to $v$, written as $d_G(u,v)$ or $d(u,v)$, is the least length of a $u-v$ path. The diameter of connected graph $G$ is $\max_{u,v \in V(G)} d(u,v)$.

At every vertex we assign different integer labels from $\{1, \ldots, d(v)\}$, called port numbers or labels, to edges incident to that vertex. Since every edge is incident to two vertices, it has two port numbers (labels), one at each endpoint. These two port numbers have no relation with each other.

In this thesis, we will consider simple connected graphs unless we specify otherwise.

### 1.1.2 Finite Automaton

A finite Mealy automaton, see [23], is defined by the 5-tuple

$$M = (Q, q_0, \Sigma, \Lambda, \delta)$$

where

- $Q$ is a finite set of states,
- $q_0 \in Q$ is the initial state,
- $\Sigma$ is a finite set of symbols called the input alphabet,
- $\Lambda$ is a finite set of symbols called the output alphabet,
- $\delta : Q \times \Sigma \to Q \times \Lambda$ is mapping pairs (current state, input symbol) to pairs (next state, output symbol). This function is called the transition function.

The computation of such automaton starts in the initial state $q_0$ while reading first symbol say $s_0$ from an input, i.e., in a configuration $(q_0, s_0)$. In each step of computation the transition function $\delta$ is applied to the current configuration producing a new configuration. The computation terminates when the input string is read completely.

In this thesis, we will refer to a finite Mealy automaton as an agent. The agent will traverse a given graph $G$ in the following way. The transition function $\delta$ of an agent maps the current state and the input to a new state and an output. For the agent used in perpetual graph traversal, the input is the labeling sequence at a current vertex (a sequence of port numbers assigned to the edges incident to the vertex in counter-clockwise order) together with the incoming port number. The output is the outgoing port number which will be used by agent to leave the vertex. Refer for details to Section 2.1. Every transition from current configuration to the next is called a step.
1.2 Periodic Graph Traversal

Exploration of graphs is one of the fundamental problems in graph theory and communication networks, with applications in autonomous searching known and unknown environments, e.g., indexing data sets (Internet, file systems, etc.) and monitoring (hazardous environments, computer networks). In some specific tasks of graph exploration, every vertex has to be visited or checked periodically. This field of research is called Periodic Graph Traversal problems and it is particularly useful for network maintenance, data searching, etc. In this thesis, we will consider the following graph traversal problem.

In the graph traversal problem, we are given a simple connected undirected graph on \( n \) vertices, which is anonymous, that is, vertices are indistinguishable from each other, they cannot be marked or labelled. The goal is to design an agent that will visit every vertex of the graph regularly. To simplify the model, we ignore the time spent by the agent when doing local processing at a vertex (reading the permutation of port numbers on incident edges, scanning for the next tree edge, etc.) Hence, we will concentrate only on moves along edges, which we will refer to as steps. The period, denoted by \( \pi(n) \), is the maximum number of steps between two consecutive visits at any vertex by the agent in a given graph. The period is used to measure the time efficiency of the periodic traversal.

Our first result in review is a probabilistic approach to traversal in [17]. It can be used to design an agent which revisits every vertex in expected time \( O(n^3) \) regularly.

**Theorem 1.** [17] The expected time for a random walk to visit all \( n \) vertices of a connected graph is at most \( \frac{4}{27}n^3 + o(n^3) \).

**Proof.** (sketch) We only show here the bound of \( O(n^3) \). Let \( G = (V, E) \) be a graph with \( n \) vertices and \( m \) edges. An agent will perform a random walk on vertices of \( G \), where at each step the agent at vertex \( v \) has equal probability moving from \( v \) to any of its neighbors. Let \( u, v \) be any two vertices in \( V(G) \). Define the hitting time \( H(u, v) \) as the expected number of steps the agent walks from \( u \) to \( v \), where \( u, v \in V \). Define the commute time \( C(u, v) \) as the expected number of steps the agent walks from \( u \) to \( v \), then walks from \( v \) back to \( u \). Clearly, \( C(u, v) = H(u, v) + H(v, u) \). Define the cover time \( EC(v) \) as the expected number of steps the agent takes starting at vertex \( v \) until it visits all other vertices. For a graph \( G \), its hitting time is defined as \( H(G) = \max_{u,v \in V(G)} H(u, v) \), its commute time is defined as \( C(G) = \max_{u,v \in V(G)} C(u, v) \), and its cover time is defined as \( EC(G) = \max_{v \in V(G)} EC(v) \). The cyclic cover time of \( G \), denoted by \( ECC(G) \), is the expected number of steps an agent takes to visit all vertices of the graph in a pre-specified cyclic order, that minimizes the number of steps. That is,

\[
ECC(G) = H(v_1, v_2) + H(v_2, v_3) + \cdots + H(v_{n-1}, v_n) + H(v_n, v_1)
\]
where \((v_1, v_2, \ldots, v_n)\) is a permutation of vertices of \(G\) that minimizes the sum. Clearly, \(EC(G) < ECC(G)\).

There is a well known correspondence between random walks and electrical resistance [8]. View graph \(G\) as an electrical network with unit resistors as edges. For instance, consider each edge of \(G\) as an electrical resistance of 1 ohm. The effective resistance between vertex \(u\) and vertex \(v\), denoted by \(R(u, v)\), is the voltage that develops in \(v\) when a current of 1 amp is injected into \(v\) and the vertex \(u\) is grounded. Chandra et al. [8] have shown some important results under this analogy.

\[
C(u, v) = 2mR(u, v)
\]

where \(m\) is the number of edges in \(G\).

It follows from the laws of electrical physics that the effective resistance between two endpoints of an edge of \(G\) is at most 1. Let \(T\) be a spanning tree of \(G\). Define \(R(T)\), the effective resistance of \(T\), as the sum of the effective resistance along its edges. Then, \(R(T) \leq n - 1\), since \(T\) has \(n - 1\) edges. Let \(R_{\text{span}}\) denote the effective resistance of the minimum resistance spanning tree of \(G\). It is proved by Chandra et al. [8] that

\[
ECC(G) \leq 2mR_{\text{span}}
\]

Observe that \(2m \leq n(n - 1)\) and \(R_{\text{span}} \leq n - 1\). Then,

\[
ECC(G) \leq 2mR_{\text{span}} \\
\leq n(n - 1)(n - 1) \\
= n(n - 1)^2
\]

This gives an upper bound of \(O(n^3)\). Further work can be done to improve the bound to \(\frac{1}{27}n^3 + o(n^3)\) by showing there is a tradeoff between \(m\) and \(R_{\text{span}}\), and that they cannot both attain their maximum value at the same time. \(\square\)

If the edges incident to a vertex are not distinguishable, it cannot be guaranteed that the agent traverses the whole graph even for a star graph with three leaves. To overcome this trivial barrier, we will assume that the graph is pre-labelled with port numbers and the agent visiting a vertex \(v\) can read the port numbers on edges incident to \(v\) at the \(v\)-ends, cf. Figure 1.1. If these port numbers are assigned by an adversary, Budach [6] proved in 1978 that for any agent there exists a graph which can have port numbers assigned in such a way that the agent fails to traverse all its vertices. Later, Rollik [26] proved that for any finite set of automata, there is a planar graph which the automata together cannot explore (visit each vertex at least once). This result is improved by Cook and Rackoff [10], in which they introduced the concept of Jumping Automaton for Graphs (JAG). A JAG is a finite
team of finite automata that can permanently cooperate and that can use “teleportation” to move from their current location to the location of any other automaton. In [10], it is shown that no JAG can explore all graphs.

A recent paper by Fraigniaud et al. [20] gives a lower bound on memory bits required for a traversal on anonymous $d$-regular $d$-edge-colorable graphs. As the authors in [20] note any proper $d$-edge-coloring of $d$-regular graph corresponds to a port-labelling in which the two port numbers on each edge are identical. They use this correspondence in their proof of the next theorem.

**Theorem 2.** [20] For any integer $d \geq 3$ and any agent with $K$ states, there exists an anonymous planar graph $G$ of maximum degree $d$ with at most $K + 1$ vertices that the agent cannot explore all its vertices and traverse all its edges. In particular, any agent that can explore all $n$ vertex graphs requires at least $\lceil \log n \rceil$ bits of memory.

*Proof. (sketch)* Let $T_d$ be a $d$-edge-colored infinite $d$-regular tree. Each color represents a port label. For any given agent with $K$ states, we let it start on any vertex $u_0$ in $T_d$. After at most $K$ steps, the agent has been in the same state twice. Let $S$ be the first repeated state, and let $u$ and $u'$ be the first two vertices where the agent was in the state $S$. Assume this happened at time $t$ and $t'$, respectively. Since the agent is in an edge-colored regular graph, the sequence of states the agent is in during traversal becomes periodic after time $t$, with the period $p = t' - t$. The construction of the resulting graph $G$ will use this subgraph of $T_d$ that the agent explores from time $t$ to $t'$, plus in some more difficult cases the part of $T_d$ that is explored by the agent in next $p$ steps must be used. In general this subgraph will be a walk. The construction is completed by creating a cycle (possibly cyclic walk) in which the agent will be trapped without ever visiting at least one vertex. For example, suppose that the first and the last edge labels on the walk are different, i.e., the agent is leaving $u$ on edge labelled $l$ and coming to $u'$ on edge labelled $l'$ from a vertex say $w$. Since $T_d$ is $d$ regular, there must be edge incident to $u$ labeled $l'$. Now remove the edges $(w, u')$ and the edge incident to $u$ with label $l'$ from the subgraph and add new edge $(w, u)$ and label it $l'$. This is obviously a trap for the agent since it will never leave the created cycle and never visits the vertex $u'$. The construction is completed by making the subgraph an almost
Figure 1.2: A trap subgraph is constructed by removing the two dotted edges and adding the dashed edge.

d-regular graph (the only exception will be the unvisited vertex) so that we can obtain a port labelling.

If we can assign port numbers instead of adversary, can an agent explore given graph periodically? In the remainder of this thesis, we will use a port labelling algorithm to assign port numbers to assist the agent with the periodic traversal.

An agent is oblivious if it has only one state. The transition function of the oblivious agent used in [14] is very simple: arriving to a current vertex on a port $i$, the agent will be leaving it on the port $i + 1 \mod$ the degree of the current vertex. Such a transition function is called the Right-Hand-On-The-Wall transition function. Dobrev et al. [14] presented a port labelling algorithm and proved that a periodic graph traversal can be achieved by an oblivious agent with a period at most $10n$ on any $n$ vertex graph.

**Theorem 3.** [14] There exists a port labelling algorithm such that an oblivious agent can traverse any simple connected undirected graph $G$ on $n$ vertices with a period at most $10n$.

**Proof.** (sketch) For a given graph $G$, one can find a spanning subgraph $H$ of $G$ and assign directions to edges of $H$ so that $H$ becomes a directed closed walk $\vec{C}$ in $G$. The agent will strictly traverse on $\vec{C}$ and since $\vec{C}$ is a closed walk the agent can be oblivious.

The subgraph $H$ is constructed iteratively by first adding all possible cycles of $G$ (in any order) whose consecutive vertices are not both in the already constructed subgraph. If $H$ is a spanning connected subgraph of $G$, we are done. To make $H$ a spanning subgraph of $G$, we add all remaining vertices (not yet in the constructed subgraph) and all their incident edges into the subgraph. To make the subgraph connected we add additional edges bridging such components.

It can be shown that such $H$ has at most $5n$ edges, so the length of $\vec{C}$ is at most $10n$. For an illustration of a justification of this, suppose $H$ was connected and spanning after adding all cycles as described above. First cycle will add, say, $n_1$ vertices and $n_1$ edges into the subgraph. By the requirement on cycles added in all subsequent iterations, if they are adding, say, $k$ new edges, they must be also adding at least $k/2$ new vertices. Therefore such $H$ will have at most $2n$ edges as claimed. To bound number of edges of $H$ in other cases are more involved.
To assign port numbers to edges of $G$, we first obtain a closed walk $\vec{C}$ (a closed Eulerian trail) from $H$ by assigning arbitrary direction to every cycle added to $H$ and orienting all remaining edges in both directions. Then we start assigning port numbers to edges of $G$ first by following $\vec{C}$ and using smallest unassigned port number each time. The remaining port numbers are assigned arbitrarily. Such a port labeling will work provided $\vec{C}$ does not have edges that are oriented in both directions. In such cases some sort of reassigning of port numbers is performed.

For an oblivious agent, in the following theorem, we have the following improvement on the upper bound, as well as first non-trivial lower bound.

**Theorem 4.** [11] For an oblivious agent the upper bound for the period is $\frac{13}{3}n - 4$ and a lower bound is $2.8n - 2$.

For non-oblivious agent, an obvious lower bound for period of traversal is $2n - 2$, when the graph is a $n$ vertex tree. One might ask whether it is possible to achieve this bound. The initial bound of $10n$ on the period was improved in several papers. The common approach is similar to that of [14], one finds a subgraph of the original graph and somehow uses that subgraph in a labelling scheme and design of the agent. In particular, Ilcinkas in [22] improved the $10n$ bound to $4n - 2$ by using an arbitrary rooted spanning tree as the subgraph.

**Theorem 5.** [22] For any undirected graph $G$ on $n$ vertices, there is a port labelling algorithm such that an agent with 3 states can periodically traverse the graph $G$ with the period at most $4n - 2$.

**Proof.** (sketch) Let $T$ be any spanning tree of a given graph $G$. Choose any leaf as the root of $T$, denoted as $r$. For any vertex $v$, let $d_v$ be its degree in $G$ and let $t_v$ be its degree in $T$. The port numbers are assigned by the following port labelling algorithm.

1. For any vertex $v \neq r$, assign the port number 1 to the incident edge which leads to the root, assign port numbers $2, \ldots, t_v$ to the remaining tree edges, and assign port numbers $t_v + 1, \ldots, d_v$ to the remaining non-tree edges arbitrarily;

2. For $v = r$, assign port numbers $1, \ldots, t_v$ to the tree edges and assign port numbers $t_v + 1, \ldots, d_v$ to the non-tree edges arbitrarily.

It follows from the labelling that an edge $e$ is a tree edge if and only if at least one of its ends is labelled 1. This property can be used by an agent to perform the required traversal. The agent will start by taking an edge with the port number 1, and then it will use the Right-Hand-On-The-Wall transition function to take next edge. However it must test whether the edge it wants to take is a tree edge, or it must backtrack to the parent of the current vertex (recall $T$ is rooted). Again, by the properties of the labelling, the edge
leaving to the parent has label 1, so backtracking is easy to perform. To test for a tree edge, the agent takes the edge and checks whether the label on its other end is 1, in which case the edge is a tree edge and agent will take it. If the label is not 1, the edge is not tree edge and the agent returns back to the current vertex and tests next edge (stopping on edge with label 1 and consequently returning to the parent of the current vertex).

The algorithm described above leads to the following bound on the period. Every tree edge will be traversed by the agent twice, and because at every vertex only one non-tree edge will be traversed (after its traversal the agent will know it needs to backtrack). The period of this traversal is $2n - 2 + 2 = 4n - 2$.

Ilcinkas in his approach used an arbitrary spanning tree and assumes every vertex is non-saturated. If one uses a special spanning tree, the period of traversal can be further improved. Such approach was taken by Leszek et al. in [21] and resulted in a period of $3.75n$ and by Czyzowicz et al. in [11] and resulted in a period of $3.5n$.

**Theorem 6.** [21] For any undirected graph $G$ on $n$ vertices, there is a port labelling algorithm such that an agent with 33 states can periodically traverse the graph $G$ with the period at most $3.75n - 2$.

**Proof.** (sketch) Given a graph $G$, we find a connected acyclic subgraph $B$, and then find a special spanning tree $T$ based on $B$ ($B$ is a subtree of $T$). Let $R, Y$ be two vertex sets. We call a vertex in $R$ red and a vertex in $Y$ yellow. Let $v$ be any vertex in $V(G)$. Initialize $R = \{v\}, Y = \emptyset$, and $V(B) = R \cup Y, E(B) = \emptyset$. Iteratively, for any vertex $u$ in $V(G)/V(B)$ with distance three in $G$ to some red vertex $v$, add $u$ into $R$, add the remaining two vertices on the $u - v$ path into $Y$, and add the edges on the $u - v$ path into $E(B)$. This procedure terminates when no such vertex can be found.

One can show that the acyclic subgraph $B$ has two properties:

1. on the path between a red vertex and another red vertex closest to it, there are exactly two yellow vertices;
2. the distance between any vertex in $V(G)/V(B)$ to $R$ is at most two. Initialize $T = (V(B), E(B))$. Then, we complete the construction of $T$ by first making all red vertices saturated, and second connecting all remaining vertices in $V(G)$ but not in $V(T)$ to their neighbors in $T$. Pick any leaf $r$ as the root of $T$.

Let $v$ be any vertex in $T$. Assume $c_1, \ldots, c_k$ are the children of $v$ satisfying $|T(c_1)| \geq |T(c_2)| \geq \cdots \geq |T(c_k)|$, where $T(c_i)$ is the subtree of $T$ rooted at $c_i$ and $|T(c_i)|$ is the order (number of vertices) of $T(c_i)$ for $i = 1, 2, \ldots, k$. The port labelling algorithm is similar to the one in Theorem 5 except instead of arbitrarily assigned port numbers at a vertex $v$ they are assigned in an increasing order depending on the cardinality of the subtree. This enables the agent to traverse on the larger subtrees first. This together with the properties of the trees allows the agent to traverse $G$ with period $3.75n - 2$ as claimed.
Theorem 7. [11] For any undirected graph $G$ on $n$ vertices, there is a port labelling algorithm such that an agent with finite number of states can periodically traverse the graph $G$ with the period at most $3.5n - 2$.

Proof. (sketch) For the proof, a new graph decomposition method called three-layer partition was introduced in [11]. For a given graph $G$, one can find three mutually disjoint vertex sets $X, Y, Z$ and a connected cycle-free graph $T_B$ such that:

1. $X \cup Y \cup Z = V(G)$;
2. $Y = N_G(X)$, $Z = N_G(Y) \setminus X$, where $N_G(X)$ is the set of neighbors of $X$ in $G$;
3. $V(T_B) = X \cup Y$, all vertices in $X$ are saturated;
4. edges incident to vertices in $X$ form the edge set of $T_B$.

The algorithm for finding three-layer partition will successively add an unused vertex from $V(G)$ to $X$, and will make it saturated by adding all its incident edges to $E(T_B)$. It will be continuously updating $Y$ and $Z$ as above, while adding a vertex from $Y$ or $Z$ to $X$ if this does not create a cycle in $T_B$. The algorithm terminates when there is no more vertex which can be added into $X$. The resulting three-layer partition $(X, Y, Z, T_B)$ has the following properties:

1. each vertex in $Y$ has a non-tree edge which is incident to another vertex in $Y$;
2. each vertex in $Z$ has at least two neighbors in $Y$.

It is easy to prove above properties by contradiction. If property 1. does not hold for a vertex, this vertex must be saturated in $T_B$, then we can add it into $X$ by our construction. If property 2. does not hold, let $v$ be such a vertex in $Z$ with one neighbor in $Y$. Then adding $v$ into $X$ and making it saturated will not create a cycle in $T_B$.

The spanning tree $T$ is formed from $T(B)$ by adding every vertex in $Z$ and one its incident edge into $T(B)$.

The port labelling algorithm is modified from previous paper [21] by a port swap operation. This ensures that the agent from [21] will not pay penalty steps at any vertex in $X$ (as these are all saturated vertices) and $Z$. Let $v$ be any vertex in $Z$ and assume it will not be chosen as the root of $T$. From property 2, $v$ has two neighbors, denoted by $u_1$ and $u_2$, in $Y$ with one incident edge in $T$, one not in $T$. Let $e_1 = (v, u_1)$ be the tree edge and $e_2 = (v, u_2)$ be the non-tree edge. The port number on $e_1$ at $v$-end is 1. We swap 1 with the port number on $e_2$ at $v$-end. Now, $e_1$ has two port numbers not equal to 1. The agent walks on $e_1$ will think it is a non-tree edge and return back. This prevents the agent taking additional penalty steps at $v$ since $v$ has only one tree edge. To avoid the agent walking on edge $e_2$ and thinking it is a tree edge, if the port number on edge $e_2$ at $u_2$-end is $t + 1$ ($t$ is
Figure 1.3: At vertex $v$, swap port number 1 with 2; at vertex $u_2$, if port number $t + 1$ is on the edge $(u_2, v)$, swap it with $t + 2$.

the degree of $u_2$ in $T$), we swap it with port number $t + 2$ on another non-tree edge. Such a non-tree edge exist by property 1, $u_2$ has a non-tree edge incident to another vertex in $Y$. See Figure 1.3. It can be shown that the agent can save additional portion of penalty steps thus achieving period $3.5n - 2$.

\[\Box\]

### 1.3 Other Related Results

The graph exploration problem has been extensively researched under different assumptions. The first aspect of assumption is on the environment for exploration. Some papers [5, 12] assume the environment is a rectilinear region, the agent knows absolute positions of starting point $s$ and target point $t$, but does not know the positions of obstacles it will encounter. The problem is to explore the unknown environment using the shortest possible total distance travelled. In particular, the objective is to minimize the ratio of the worst-case distance travelled from $s$ to $t$ over the optimum distance needed from $s$ to $t$. In other papers, the agent is traversing an unknown graph and its movement is restricted to move along the edges. Starting from any vertex in the graph, the agent is asked to visit every vertex in the graph with a minimum number of steps.

Under the latter assumption, there are two branches of studies based on whether the graph is directed or undirected. In [1, 3, 13, 18, 19], the environment is modeled by a directed, strongly connected graph. In [1, 13], it is assumed that the agent knows all visited vertices and edges and can recognize them when encountered again; at any visited vertex, the agent knows all the unvisited edges with tails at it. An upper bound of $k^{O(\log k)} \cdot m$ is achieved by applying a divide-and-conquer approach and a greedy algorithm, where $m$ is the number of edges in the graph and $k$ is the minimum number of edges needed to be added to make the graph Eulerian. This result is improved to $O(k^8) \cdot m$ in [18]. The memory requirements of an agent required to perform digraphs exploration is studied in [19] and an upper bound on memory is proved to be at most $O(\log d)$, where $d$ is the maximum degree of the digraph. Note that vertices are indistinguishable, otherwise a simple depth-first-search
can explore a graph with \( n \) vertices in \( O(n \cdot m) \) memory. We also have a local assumption that the edges incident to a vertex are distinguishable, otherwise an agent cannot explore a star with three leaves. It is assumed that port numbers 1, \ldots, \( d_v \) can be assigned to edges incident to \( v \) at the \( v \)-end, where \( d_v \) is the degree of the vertex \( v \) in the graph. In the paper [3] a special additional assumption was made that the agent can drop a pebble at any visited vertex and can pick up the pebble when returns to the vertex again. This allows the agent to mark one vertex at a time. It is proved that if \( n \) is known to the agent, with only one pebble, the agent is able to explore the graph (including find the closed path which covers all the vertices and edges) in a polynomial time in terms of \( n \) and \( d \). If \( n \) is unknown to the agent, then \( \Theta(\log \log n) \) pebbles are both necessary and sufficient to perform the digraph exploration.

In remaining work, the graphs are assumed to be undirected and the agent can move in both directions of edges. For graphs with distinguishable vertices, the worst-case number of steps for traversal, which is \( O(m \cdot n) \) by depth-first-search, is improved to \( O(n) \) in paper [25] by monitoring the exploration in the order given by a dynamically constructed tree. In [2, 4, 15], the authors introduced the piecemeal constraint which is that the agent is required to return to its starting position every so often (for refuelling, etc.) The limitation on number of steps the agent can move in every round is \( B = (2 + \alpha) \cdot D \), where \( \alpha > 0 \) is a constant number and \( D \) is the diameter of the graph. It is proved in [2] that the agent needs at most \( O(m + n^{1+o(1)}) \) steps for such piecemeal graph explorations.

### 1.4 Our Results

In this thesis, we study graphs with given rotation system.

**Definition 1.** Rotation System: A rotation system of a graph is given by prescribing a local ordering of edges incident to a vertex for each vertex of the graph.

Note that a rotation system is commonly used to describe graph’s embedding into an orientable surface in a combinatorial way. Each system of such permutations gives an embedding, as each embedding is specified by a circular ordering of edges around each vertex in a counter-clockwise order as they appear on faces. In this thesis we will not use any specific properties of the embedding except the rotation system itself.

In many practical applications such a system is naturally given, for example, IO ports on a router are ordered, a cyclic order of streets at intersections, etc. See Figure 1.4 for an example of a rotation system. Graphs we consider are simple, connected, undirected, and anonymous. Moreover, at every vertex \( v \), we assign port numbers \( 1, 2, \ldots, d_v \) to incident edges. The port numbers will be used by the agent. For an example of a port labeling see Figure 1.4. In previous subsection, we have summarized results on periodic traversal when no rotation system is given. We only recall here that for an oblivious agent the best
known upper bound for the period is $\frac{13}{3}n - 4$ and a non-trivial lower bound is $2.8n - 2$, see Theorem 4.

It is obvious that the minimum period of traversal on an $n$-vertex tree is $2n - 2$, thus an obvious lower bound of period of traversal on a general graph is $2n - 2$. In this thesis we show that this optimal period is achievable when the graph is given with a rotation system. More specifically, we answer positively the main unsolved problem whether there is a port labelling of any graph $G$ and a corresponding agent which can perform periodic traversal on $G$ with a period of $2n - 2$ in case when $G$ is provided with a rotation system.

As we saw above, in the periodic graph traversal problem, special spanning tree is often constructed in order to design a traversal. In Chapter 3, we introduce a method to construct a special spanning tree that will be used by an agent.

Our main result is the following theorem, the proof of which is covered in the remainder of this thesis.

**Theorem 8.** There exists a labeling scheme $L$ and an agent (finite-state automaton) which can perform a periodic traversal with period at most $2n - 2$ of any simple connected $n$ vertex graph $G$ given with a rotation system and labeled by $L$.

![Figure 1.4](images/rotation_system.png)

Figure 1.4: Rotation System is marked by the two arrows. The numbers represent port labelling at $v$. 
Chapter 2

Preliminaries

2.1 Definitions and Notations

Let $G$ be a simple connected undirected graph with a given rotation system and $T$ be a connected spanning subgraph of $G$ with oriented edges in such a way that every vertex has exactly one up-tree edge, (note that this is not necessarily rooted tree). Other edges of $T$ are called the down-tree edges. Denote by $c(T, G)$ the characteristic function that assigns 1 to each edge of $T$, and 0 otherwise. Projecting to a vertex $v \in G$, $c(v, G, T)$ is a function assigning 1 or 0 to each port of $v$, depending on whether the corresponding edge is in $T$ or not. When the context is clear, we will omit $G$ and $T$ and use $c(v)$ and call it a configuration of $v$. Since every vertex of $G$ has a unique up-tree edge in $T$ and a cyclic order on incident edges given by the rotation system, we can represent the configuration of $v$ as a binary sequence starting with 1 which will correspond to the unique up-tree edge.

A Labeling scheme $ls$ is a function that assigns to each configuration $c(v)$ of a vertex $v$ a permutation of port numbers from 1 to $d$. The labeling sequence $l(v)$ at vertex $v$ (as seen by the agent) is the circular permutation of permutation $ls(c(v))$, i.e., a permutation that groups all cyclic shifts of $ls(c(v))$ to one equivalence class. To represent the circular permutation $l(v)$ we will choose the permutation from the class that starts with 1. See Figure 2.1 for an example.

A vertex $v$ is unambiguous if it is possible from a given labeling scheme to determine the up-tree edge and the configuration $c(v)$ from the labeling sequence $l(v)$. More precisely, a vertex $v$ is unambiguous if the only configuration that is mapped by $ls$ to a permutation of $l(v)$ is $c(v)$. A vertex is ambiguous if it is not unambiguous.

If an agent is currently at a vertex $v$, the incoming port number is the port number on the edge lastly visited by theagent at the $v$−end, i.e., the edge via which the agent moved to $v$, and the outgoing port number is the port number of the edge the agent will leave the vertex $v$ at the $v$−end.
2.2 Overview of The Thesis

In order to achieve the period of $2n - 2$, we first construct a special rooted spanning subgraph $T$ of a given graph $G$, then use a labeling scheme to assign port numbers at every vertex such that the agent can recognize which edges are in $T$, and finally design a traversal algorithm for the agent so that after some preprocessing the agent can follow an Euler tour given by $T$ and periodically visits every vertex of $G$ with the period $2n - 2$.

This approach has several challenges.

1. It is not always possible to have unambiguous configurations for small degree vertices. Therefore the agent may wrongly decode the configuration from the observed labeling sequence and may take wrong edge. However when we add another parameter which is the direction of traversal along $T$, ambiguous configurations become unambiguous for the agent. As the agent will have to guess the direction at the beginning, we will have to show that after finite number of moves the agent is alway able to correct its assumption if wrong.

2. Even if the labeling scheme for the configuration of a given vertex is injective, the agent must be able to decode it (or, more precisely, to determine the next edge to take) using only its limited memory (number of states). We describe a way how this can be done in $O(d)$ iterations of local computation at a vertex, where $d$ is the degree of the vertex. Note that these are not counted towards the period.

We start with easy cases which will be covered by the following observation.

**Observation 1.** There exists a labeling scheme which is injective for vertices with degree $d \geq 5$.

*Proof.* As we declared earlier, every vertex has one incoming edge the up-tree edge (edge leading to a root). The configuration and labeling sequence of every vertex with $d \geq 5$ will always start with 1. For a vertex $v$ with degree $d$ in $G$, there are $2^{d-1}$ different possible configurations and $(d - 1)!$ possible permutations of labeling sequences. We have $(d - 1)! >
It follows from Observation 1 that for the vertices with degree \( d \geq 5 \), problem 1 does not occur, but problem 2 does. If the agent needs to remember all the possible labeling sequences and its corresponding configurations, the size of the input alphabet is \( \Delta! \). On the other hand, for the vertices of degree at most 4, the decoding can be done in \( O(1) \) memory just by memorizing all pairs of labeling sequence and configurations, but the number of possible labeling sequences is insufficient to encode all possible configurations.

To cope with these problems, we use a special spanning subgraph of \( G \) as our \( T \), instead of an arbitrary spanning tree. We also pick a special vertex as the root of \( T \), instead of an arbitrary one. The construction of the spanning subgraph \( T \) and assigning an orientation on its edges are discussed in Chapter 3. There are two states, “up-tree” and “down-tree”, denoted by \( \uparrow \) and \( \downarrow \) representing the current direction of the traversal by agent. Each represents the agent’s assumption of traversing direction which is either going up-tree to the root or going down-tree to the leaves. The agent may change this assumption either when an inconsistency has been detected (this may happen only once), or when passing on root-path (this will be discussed later). The details of port labelling are given in Chapter 4. The transition function of the agent is discussed in Chapter 5, and the correctness is proved in Chapter 6. In Chapter 7, we conclude with a summary of our results and propose a few open questions.
Chapter 3

Constructing the tree $T$

Recall that $G$ is a simple connected undirected graph with a given rotation system. Let $T$ be a connected spanning subgraph of $G$. We start with some definitions.

**Definition 2.** Double Rooted Tree: An acyclic graph $T$ is called a double-rooted tree if it can be obtained from two disjoint rooted trees joined together by a path, referred to as root path between the two roots. The two roots will be considered as roots in $T$, and one of them will be selected as the main root. See Figure 4.7.

**Definition 3.** C-tree: $T$ is called a C-tree if $T$ consists of one cycle $C$ and one tree attached to $C$. We refer to the vertex of attachment as the root of the C-tree. We call a C-tree orientable if in the rotation system the two cycle edges adjacent to the root are consecutive or separated by only non-tree edges. Note that if the root is of degree three in $T$, the C-tree is orientable. See Figure 4.6.

**Definition 4.** Eligible vertex: A vertex $v$ is eligible if it is not a transit vertex (a vertex with one of the configurations (c), (d),(k), or (l) depicted in Figure 4.5), and if $v$ is a leaf of $T$ then must have $d_T(v) = d_G(v) = 1$, i.e., its configuration is (o) depicted in Figure 4.5.

**Lemma 1.** Any connected graph $G$ contains either

- a Hamiltonian cycle, or
- a spanning orientable C-tree $T$ with root $r$ so that $d_T(r) = 3$, or
- a double-rooted spanning tree $T$ in which the two roots are eligible vertices.

Moreover, the spanning subgraph $T$ can be chosen so that there is no edge of $G$ joining two leaves of $T$.

*Proof.* Suppose $G$ is not Hamiltonian. Let $T$ be a spanning tree of $G$ with as few leaves as possible.

If $T$ has no branch vertex, then it is a Hamiltonian path. There are three possibilities:
• both leaves of $T$ are of degree 1 in $G$: they are two eligible vertices, hence $T$ can be double-rooted at these two vertices;

• the two leaves of $T$ are connected by a non-tree edge, which is a contradiction since $G$ has no Hamiltonian cycle;

• one leaf $u$ has a non-tree edge to an internal vertex $v$ of $T$. Add the edge $uv$ into $T$ to produce a $C$-tree. Since the root is of degree three, the $C$-tree is orientable. Obviously, $d_T(v) = 3$.

We may now assume $T$ is not a Hamiltonian path. Next we show that the leaves of $T$ are not joined by an edge in $G$. Indeed, suppose by a contradiction, $u$ and $v$ are two leaves of $T$ and that $uv \in E(G)$. Now $T + uv$ has a unique cycle $C$ and since $T$ is not a Hamiltonian path, there must be a branch vertex $x \in C$ with $d_T(x) \geq 3$. Let $x' \in C$ be a neighbor of $x$ on the $x - u$ path. Now the new tree $T + uv - xx'$ has at least one less leaf than $T$, a contradiction.

We continue our analysis of $T$ depending on the number of branch vertices. First assume $T$ has at least two branch vertices. Choose two branch vertices $u$, $v$ that are connected in $T$ by the path whose internal vertices are not branch vertices as the roots of the double-rooted tree $T$. Again, since $d_T(u) \geq 3$ and $d_T(v) \geq 3$, $u$, $v$ are two eligible vertices.

Second assume $T$ has exactly one branch vertex $v$. If there is a leaf $u$ connected in $G$ to an vertex $w$ on the $u - v$ path, add this edge $(u, w)$ to $T$ to form a $C$-tree with root $w$. Obviously, $d_T(w) = 3$.

Finally, among all trees with a single branch vertex, choose $T$ so that the lengths of branches from the branch vertex in lexicographic order is maximized, i.e., the longest branch is longest possible, with respect to this, the second longest branch is as long as possible, etc..

By excluding the previous cases, we may assume $T$ has the following properties:

1. a leaf on branch $i$ is not adjacent in $G$ to a neighbor of the branch vertex, or to any vertex on branch $j > i$.
   Indeed, if a leaf is adjacent to a neighbor of the branch vertex, we can modify $T$ to have one less leaf, a contradiction. If a leaf on branch $i$ is adjacent to a vertex on branch $j > i$, we can modify $T$ to a new tree having not more leaves than $T$, lengths of branches $< i$ same as in $T$, and the branch $i$ of length greater than in $T$, a contradiction.

2. any leaf of $T$ is of degree at least two in $G$.
   Indeed, a leaf of degree one in $G$ is an eligible vertex and together with the branch vertex, can be the two roots in the double-rooted tree $T$.

3. the leaf on a branch $i$ is not adjacent in $G$ to an internal vertex of the branch $i$.
   We have proved above that a $C$-tree would have been constructed.
4. the leaf on the branch 1 is of degree two and its non-tree edge is adjacent to the branch vertex.

Let \( v \) be the branch vertex of \( T \) and let \( u \) be the leaf in branch 1, let \( w \) be the neighbor of the branch vertex \( v \) in branch 1. It follows from above restrictions on \( T \), and as we consider simple graphs, \( w \neq u \). Remove \((v, w)\) from \( T \) and add \((u, v)\). Note that the degree of the branch vertex \( v \) remains the same and vertex \( u \) is now of type (m) in Figure 4.5, i.e. an eligible vertex. Select \( v \) and \( u \) as the two roots to form a double-rooted tree \( T \).

**Constructing the tree \( T \):** The proof of Lemma 1 actually provides a way how to algorithmically find \( T \). We can start with an arbitrary spanning tree \( T \) and then, using the methods described in the proof, decreasing the number of leaves and number of branch vertices as long as this is possible. It is easy to see that we either arrive to a Hamiltonian cycle, a \( C \)-tree, or a tree. In last two cases, there will be no edge joining two leaves of \( T \). Finally, since every tree has at least two leaves, if \( T \) is a tree take the unique path between two leaves and consider two vertices that are either the leaves in \( G \) or of degree at least three in \( T \) on the path which are closest to each other. These two vertices will be the two roots of the double-rooted tree \( T \).

**Assigning the Orientation of \( T \):** Here we describe how to assign the orientation to edges in \( T \).

1. \( T \) is a Hamiltonian cycle: It does not matter where the root is, choose the orientation of the cycle such that the up-tree direction is in the counter-clockwise order, i.e., the cycle will be oriented clockwise;

2. \( T \) is an orientable \( C \)-tree consisting of a cycle \( C \) and subtree \( \pi \) attaching to its root \( r \): The orientation for edges in subtree \( \pi \) is from the leaves to \( r \) as the up-tree direction. The orientation for the edges in the cycle \( C \) is assigned so that the up-tree direction is the counter-clockwise direction on the cycle.

3. \( T \) is a double-rooted tree with two roots \( r_1 \) and \( r_2 \). Assign the orientation in both subtrees such that the up tree direction is from the leaves to the roots \( r_1 \) and \( r_2 \), respectively. The orientation on the root path is from \( r_2 \) to \( r_1 \).

We have explained how to construct the spanning subgraph \( T \) in \( G \) and assign the orientation of edges in \( T \). In the next chapter, we will describe how to assign the port numbers to vertices of \( G \). For the root vertices, we distinguish several cases how to do this. Setting port numbers for remaining vertices will be done by a general procedure, so called labelling scheme. The assignment of port numbers for given vertex \( v \) will depend on configurations \( c(v) \).
Chapter 4

The Labeling Scheme

The labeling scheme will be divided into three parts: for vertices of large degree in $G$, i.e., $d \geq 5$, for vertices of small degree in $G$, i.e., $d \leq 4$, and for root vertices.

Also note that non-root vertices of the root path, if $T$ is double-rooted tree, and the non-root vertices of the cycle, if $T$ is a $C$-tree are labeled using this labelling scheme.

4.1 Labeling scheme for non-root vertices of degree $d \geq 5$

Recall that we consider the configuration and labeling sequence starting from the up-tree edge, in counter-clockwise order. We know from the Observation 1 that there is a labeling scheme that makes each vertex of degree at least 5 unambiguous. Here we give an explicit construction of labelling sequence which, in addition, allows the agent to determine the next edge without the need to look at once at the whole labeling sequence of the vertex.

Given a vertex $v$ in $G$ with $d = d_G(v) \geq 5$, let $t$ be its degree in $T$. We will distinguish three cases based on the configuration:

1. $d - 1$.
2. $t - 1 \leq d - t$ with $1 < t < d$.
3. All other configurations.

Case 1: Configuration $10^{d-1}$. We set the labels $1, d, d - 1, \ldots, 2$ starting from the up-tree edge. See Figure 4.1. The agent arriving to a vertex with this configuration will always go back to previous vertex with up-tree direction no matter what the current direction was.

Case 2: Configuration $11^{t-1}0^{d-t}$ with $1 < t < d$. We set the first $t + 1$ labels starting from the up-tree edge to $1, 3, 4, \ldots, t + 1, 2$ and the remaining labels to the remaining edges in decreasing order. See Figure 4.2. In case when $t = 2$, we also set the next label after 2 to 4, i.e., the labeling sequence starts with $1, 3, 2, 4$ and the rest in decreasing order.

Case 3: All other configurations. We label the tree edges in counter-clockwise order starting from the up-tree edge with labels $1, 2, \ldots, t$ and assign label $t + 1$ to the first non-tree edge (if there is any). Remaining labels are assigned to remaining non-tree edges in decreasing order. See Figure 4.3.
Figure 4.1: The unique up-tree edge is the only tree edge.

Figure 4.2: There is at least one tree edges and at least one non-tree edge in the down-tree edges and there is no non-tree edge proceeding a tree edge in the labeling sequence.

Figure 4.3: The left figure only shows the tree edges with their port numbers and hides the non-tree edges, while the right figure only shows the non-tree edges with their port numbers and hides the tree edges in the down-tree. The two figures are from a same configuration.
Lemma 2. Consider any simple connected graph $G$, its spanning subgraph $T$ and the labeling scheme described above. Then every vertex of degree at least 5 in $G$ is unambiguous.

Proof. Recall that $v$ is unambiguous if for $l(v)$ there is a unique configuration $c(v)$ such that $ls(c(v)) = l(v)$. We prove by contrapositive. Let $c_1$ and $c_2$ be two different configurations and let $L_1 = ls(c_1)$ and $L_2 = ls(c_2)$ be their corresponding labeling sequences given by the labeling scheme described above. We will show that $L_1 \neq L_2$ by contradiction. Assume $L_1 = L_2 = (1, l_2, \ldots, l_d)$. It follows from the construction of the labeling scheme, that the first three labels after 1 uniquely determine the configuration type (Case 1, 2 or 3), cf. Figure 4.4. We may also assume $c_1$ and $c_2$ have the same length, otherwise $L_1 \neq L_2$. Hence, in Case 1, directly $c_1 = c_2$. In Case 2, the position of label 2 in the labeling sequence marks the first non-tree edge in both $c_1$ and $c_2$, hence, they must be equal. In Case 3, the number and position of tree edges are uniquely determined by the smallest label $t$ for which $t + 1$ precedes $t$ in the labeling sequence. Hence, again $c_1 = c_2$. This completes the proof. \hfill \Box

![Decision Tree](image)

Figure 4.4: The decision tree shows that the first three labels $l_2, l_3, l_4$ in the labeling sequence excluding the first leading 1 determine the configuration type for vertices of degree at least 5.

4.2 Labeling scheme for non-root vertices of degree $d < 5$

The scheme is completely described in Figure 4.5, where all configurations are depicted and edges labeled with corresponding port numbers in labeling sequences.
Figure 4.5: Labeling for vertices with $d < 5$. In each figure, the topmost edge is the up tree edge and the bottom edges are the down tree edges. The solid lines represent tree edges and the dashed lines depict non-tree edges. The sequence under each figure is the labeling sequence.

Unlike for $d \geq 5$, some configurations will be ambiguous, and as a consequence, the port numbers 1 and 2 will be assigned to the up-tree edges. We designed the labeling scheme with the following properties which can be readily observed:

1. (e), (f), (g), and (h) are unambiguous configurations. They can be identified by the corresponding labeling sequence and port number 1 is always assigned to the up-tree edge.

2. The configurations (a) and (b), (c) and (d), (i) and (j), (k) and (l), (m) and (n) come in pairs. They are called dual to each other. Each pair of dual configurations maps to one labeling sequence, hence the ambiguity is created on these configurations. Note that only port numbers 1 and 2 are assigned to the up-tree edge and port number 2 is always on the tree edge.

Among these, there are two types of ambiguous configurations:

- (c) and (d), (k) and (l) are called transit configurations, configurations for which both vertices in the pair have $t = 2$, i.e., degree of the vertex in $T$ is two. The transition function of the agent will be designed so that, whenever the agent arrives to such vertex on one tree edge, it will directly leave on the other tree edge without changing traversing direction. The agent will not be able to notice any inconsistency when its assumption of traversing direction is wrong. A vertex with any of these transit configurations is called a transit vertex.

- (a) and (b), (i) and (j), (m) and (n) are pairs of ambiguous flip-flop configurations. The transition function will be designed so that the agent will traverse these
configurations along tree edges in counterclockwise order and changing direction of traversal accordingly, arriving via up-tree edge of the configuration in down-tree direction, will continue down and coming back, eventually leaving again on the up-tree edge of the configuration in up-tree direction.

The ambiguity can result in the following behaviour. If an agent arrives to (a), (j), (n) on a tree edge with entering port number 2 and with wrong assumption on direction, i.e., in up-tree direction, it will interpret the vertex as having configuration (b), (i), (m), respectively. The agent will flop (will walk on a non-tree edge) according to one of these configurations. While, if an agent arrives to (b), (i), (m) on a tree edge with entering port number 2 and with wrong assumption about the direction, i.e., in down-tree direction, it will interpret it as (a), (j), (n), respectively. The agent will flip (bounce back to the last visited vertex). These ambiguities could create serious problems, however as we show, they cannot occur, except when the agent starts in (a), (j), and (n) and takes the non-tree edges with port 1. After this step the agent recognizes error immediately.

At vertices with configurations (b), (j), and (n), the transition function of the agent will be designed so that, the agent comes to these vertices no matter in down-tree or up-tree direction, it simply reverses its direction and returns back to the last visited vertex in up-tree direction.

3. (o) is a special unambiguous configuration. The transition function of the agent will be designed so that, the agent comes to (o) no matter in down-tree or up-tree direction, it simply returns back to the last visited vertex in up-tree direction.

4.3 Labeling scheme for root vertices

Above we have described the labeling scheme for general vertices in \( T \) that have an edge leading to the root, the up-tree edge. Recall, normally this edge will be labeled with 1, sometimes 2. In this subsection we handle remaining vertices. These are the root vertex in case \( T \) is a \( C \)-tree, and the main root in case \( T \) is a double rooted tree. Note that the non-main root is treated as a regular vertex (it has an edge leading to the main root). Also every vertex on the root-path has an edge leading to the main root and so these vertices behave as non-root vertices. The non-root vertices on the cycle \( C \) in case \( T \) is a \( C \)-tree have the unique incoming edge that is on \( C \), and this edge will be the up-tree edge.

If \( T \) is a Hamiltonian cycle, as we mentioned above it does not matter which vertex is considered as a root, and in fact, in this special case every vertex will have an up-tree edge, the one on the cycle oriented into the vertex (incoming edge). Once we fix the up-tree edge, we determine the corresponding configuration of the vertex and assign port numbers on edges according to the configuration of the vertex which is now fixed.
If $T$ is a C-tree, let $r$ be its root. Then by Lemma 1, we have $d_T(r) = 3$. When $r$ is an ambiguous vertex, it is easy to see that the configuration $c(r)$ must be type (i). Label the incoming edge into $r$ that is on $C$ by 2, the outgoing edge from $r$ that is on $C$ by 1, and the remaining tree edge by 3. If $r$ is an unambiguous vertex, the labeling scheme is essentially the same way as in the previous case, but the port numbers on the two down-tree edges are referred to its specific port labelling rule.

Finally if $T$ is a double-rooted tree, let $r$ be the main root. Note that $r$ is the only vertex we need to specify which edge is the up-tree edge. We fix the edge incident to $r$ that is on the root-path as the up-tree edge. This fixes a configuration at $r$, $c(r)$ and we assign port numbers to edges accordingly. A very important note is that the edges on the root-path will be always traversed by the agent in up-tree direction.

![Figure 4.6: An example of a C-tree with $deg_g(r) = 3$.](image)

![Figure 4.7: An example of double-rooted tree with $r_1$ as the main root, $r_2$ as the second root. The bold 1 depicts the one that is assigned after considering the edge as an up-tree edge when assigning ports to root vertices.](image)
Chapter 5

The Transition Function

We first provide a high level overview of how the agent performs the traversal. The transition function will be designed so that the agent at every vertex will be traversing on tree edges only in counterclockwise order. In general, the agent enters a vertex on an edge and reads its port number. Then it reads the current state, the configuration of the vertex, and it determines the port number of the leaving edge. Usually this will be next tree edge counterclockwise around the vertex from the entering edge. The agent will distinguish tree edges from non-tree edges using the configuration and labeling. At unambiguous configurations/vertices it is always possible to distinguish tree edges from non-tree edges. At ambiguous configurations/vertices the agent can make a mistake. However, as we show, only a finite number of steps after it starts.

Note that scanning for the next tree-edge can be done in $O(d)$ steps of local processing. Indeed, the agent will scan counter-clockwise from the arrival port $p$ and takes the first port corresponding to a tree-edge. In vertices of degree at most 4, this can be done by observing the whole labeling sequence and the edge will be determined by corresponding configuration (direction of traversal will resolve ambiguous configurations), while in vertices of degree at least 5, this will be done by first scanning counterclockwise for port with label 1, then observing the label on next three edges counterclockwise uniquely determines which of the tree cases of configuration the vertex is, see Figure 4.4. Finally scanning back to the incoming port the agent can determine the outgoing port. It is easy to see that the decision tree in Figure 4.4 can be turned into a subroutine of the agent and only three extra states will be needed to execute this subroutine.

Following is a more detailed description.

- While traversing, the agent maintains in its state its assumption about the traversal direction, it is either up-tree $\uparrow$, or down-tree $\downarrow$. The direction of traversal can only change at internal vertices of $T$ of degree at least three.

- On start-up, the agent takes the edge with port 1, assuming the direction is up-tree, and it will start the preprocessing phase at the end of which the agent will correct
its assumptions if the assumption was wrong. This phase is not counted towards the period estimate and will take no more that \( n \) steps.

- The direction is changing as follows: when the agent arrives to a vertex \( v \) from its subtree, i.e., in direction up-tree and there is a tree edge counterclockwise around \( v \) which leads to another subtree, the agent will leave \( v \) on that edge and changes the direction to down-tree. Eventually the agent arrives at a leaf at which it will change the direction to up-tree and bounces back. This way, eventually the agent returns to \( v \) and will be leaving it towards its parent (usually such edge is labelled by port number 1, sometimes 2 - see the configurations in previous chapter). At this point the agent will also keep the up-tree direction.

- The labeling scheme and the transition function are constructed so that the process described in item above will work as described, except when \( T \) is double rooted tree. In this case the agent will have to change direction also when passing between the two roots. The labeling scheme is designed so that the labels on edges at the two roots which are the first/last edge of the root-path are the up-tree labels in the configuration of the corresponding root. Hence the agent in up-tree direction leaving one of the roots will arrive to the other root (via the root path consisting of transit vertices) via an up-tree edge in an up-tree direction. The agent will recognize this and handles it via a Subroutine Error 2 - will change its direction to down-tree.

- Because both ports 1 and 2 are used as up-tree direction ports, as the agent starts on port 1 and assuming direction up-tree, the direction assumption may be wrong. This has two consequences.

  (a) either the agent is performing traversal with wrong direction (e.g., it is traversing \( T \) towards the leaves but its state is up-tree), or
  
  (b) because of wrong assumption of direction, at ambiguous vertices the agent may take a non-tree edge, thinking it is a tree edge.

In both cases we show the agent will recover from these errors and once it does, it will never encounter these errors again. This is easy to see when the agent enters an unambiguous vertex. We will prove the same also in the case when the agent will not reach an unambiguous vertex before correction. The error in (a) is of the same flavour as Error 2, and so will be handled by the Error 2 subroutine. The error in (b) will be handled by the Error 1 subroutine.

**Subroutine Error 1:** This subroutine is executed when the agent determines that it passed on a non-tree edge. The agent determines this from the configuration at the arriving vertex. It will arrive to the vertex on an edge whose port will correspond to a non-tree
edge. For example, if the agent arrives to a vertex with labeling sequence 1234 via port 3, it recognizes that it is in a vertex with configuration (c) or (d), and since in both these configurations port 3 is a non-tree edge, the agent detects inconsistency. The agent will backtrack to previous vertex and takes port 2, with up-tree direction.

**Subroutine Error 2:** This subroutine is executed when the agent detects inconsistent direction, i.e., it will arrive to a vertex via edge whose port number corresponds to an edge in the configuration which cannot be entered via agent’s direction. For example, if the agent arrives in down-tree direction to a vertex with configuration (e) via an edge with port 3. The agent corrects its assumption about the direction and calculates the port number of outgoing edge based on the configuration.

**Exception 1:** Exception when direction is overwritten. This subroutine overrides the standard handling in the cases when the agent is traversing in the up-tree direction and will arrive to an eligible vertex on the up-tree edge of the configuration, except when the configuration is (o). Note that this only happens on the root-path when the agent traverses between two roots. In this case the agent switched its direction to down-tree direction and continues execution of the transition function.

**Exception 2:** Exception when errors are not generated. For configurations that correspond to vertices that are on the cycle $C$ in case $T$ is a $C$-tree or on the root-path in case $T$ is a double-rooted tree, we need special handling so that the agent can be traversing these in both directions without generating and handling errors. The idea is that these vertices will be always traversed in up-tree direction (direction will be changing only at the root vertices of $C$, resp. the root-path). For example, if the labeling sequence is 1423 and the configuration is (b). It follows that a vertex with such configuration could be on $C$ or on the root-path. If it is on a root-path, the edge with label 1 will be the up-tree edge and when the agent enters the vertex via the edge with port 2, everything will be fine. However, eventually the agent will be passing through the vertex, again in up-tree direction, but now entering via edge with port 1. As we see, if the agent assumes the configuration is (a) it will handle this as Error 1, and if it assumes the configuration is (b), it would handle this as Error 2. However, we override this behaviour and treat this as transit vertex. Inspecting all ambiguous configurations in which the vertex has degree two (can be transit vertex on $C$ or the root-path), we conclude that for labelling sequences 1423, and 12, if the agent is entering in up-tree direction on the edge with port number 1, we treat this particular situation as the vertex is a transit vertex - pass through and keep up-tree direction. The same adjustment is done in configurations for $d \geq 5$ when the corresponding vertex has degree two in $T$. Note that in the other direction (when arriving to these vertices not on the port
Figure 5.1: A example of given graph $G$.

Figure 5.2: Constructed $T$ as a double-rooted tree with $a_2$ as the main root. An agent starts its traversal at vertex $b_2$.

1) the pass is handled by regular rules. As we mentioned earlier, the transit configurations (c), (d), (k), (l) will be handled by transition function the same way.

**An example:** We demonstrate the computation of the agent in the following example. Figure 5.1 depicts an input graph. The rotation system is implied from its embedding into the plane. In Figure 5.2 we have chosen a spanning tree $T$ according to Lemma 1.

In the Table 5.1, we list all steps the agent will take starting from the vertex $b_2$, making one round trip along $T$, and coming back to $b_2$.

**Formal description of the transition function:** Given current vertex $v$, the agent will decide about the outgoing port number $j$ and the next state $s'$ based on its current state $s$, the labeling sequence at current vertex $L = l(v)$, the degree of the current vertex $d = d_G(v)$ ($d$ is the length of $L$) and the incoming port number $i$. Formally, the transition function $\delta$ maps 4-tuples $(s, L, d, i)$ to pairs $(s', j)$. 


<table>
<thead>
<tr>
<th>Step</th>
<th>Vertex</th>
<th>Input</th>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$b_2$</td>
<td>($q_0, l(b_2), d_{b_2}, \epsilon$)</td>
<td>(↑, 1)</td>
<td>Started at $b_2$, by default take 1 and assume going up-tree.</td>
</tr>
<tr>
<td>2</td>
<td>$c_1$</td>
<td>(↑, 132, 3, 3)</td>
<td>(↑, 3)</td>
<td>In type (k), 3 is on a non-tree edge. The agent found Error 1: it walked on a non-tree edge. It backtracks to previous vertex $b_2$.</td>
</tr>
<tr>
<td>3</td>
<td>$b_2$</td>
<td>(↑, 1423, 4, 1)</td>
<td>(↑, 2)</td>
<td>The agent took port number 2 going up-tree. From step 3 to step 23, the agent would complete a Euler tour in $T$.</td>
</tr>
<tr>
<td>4</td>
<td>$a_2$</td>
<td>(↑, 123, 3, 3)</td>
<td>(↑, 1)</td>
<td>In type (i), port 3 is on the last down-tree edge. The agent left $a_2$ to up-tree by port 1.</td>
</tr>
<tr>
<td>5</td>
<td>$a_3$</td>
<td>(↑, 1, 1, 1)</td>
<td>(↑, 1)</td>
<td>Exception 1 found, agent returned back to root path.</td>
</tr>
<tr>
<td>6</td>
<td>$a_2$</td>
<td>(↑, 123, 3, 1)</td>
<td>(↓, 2)</td>
<td>Exception 1 found, set direction to down-tree, recompute the output as (↓, 2).</td>
</tr>
<tr>
<td>7</td>
<td>$a_1$</td>
<td>(↓, 132, 3, 2)</td>
<td>(↓, 1)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>8</td>
<td>$b_1$</td>
<td>(↓, 12, 2, 1)</td>
<td>(↓, 2)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>9</td>
<td>$c_1$</td>
<td>(↓, 132, 3, 2)</td>
<td>(↓, 1)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>10</td>
<td>$c_2$</td>
<td>(↓, 12534, 5, 1)</td>
<td>(↓, 2)</td>
<td>Went to the first down-tree branch.</td>
</tr>
<tr>
<td>11</td>
<td>$c_3$</td>
<td>(↓, 1, 1, 1)</td>
<td>(↑, 1)</td>
<td>The agent reached a leaf, reversed back to up-tree.</td>
</tr>
<tr>
<td>12</td>
<td>$c_2$</td>
<td>(↑, 12534, 5, 2)</td>
<td>(↓, 3)</td>
<td>After returning back from the first branch, the agent went to the second branch at $c_2$.</td>
</tr>
<tr>
<td>13</td>
<td>$b_3$</td>
<td>(↓, 12, 2, 1)</td>
<td>(↓, 2)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>14</td>
<td>$b_4$</td>
<td>(↓, 132, 3, 1)</td>
<td>(↓, 2)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>15</td>
<td>$b_5$</td>
<td>(↓, 1, 1, 1)</td>
<td>(↑, 1)</td>
<td>The agent reached a leaf, reversed back to up-tree.</td>
</tr>
<tr>
<td>16</td>
<td>$b_4$</td>
<td>(↑, 132, 3, 2)</td>
<td>(↑, 1)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>17</td>
<td>$b_5$</td>
<td>(↓, 12, 2, 2)</td>
<td>(↑, 1)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>18</td>
<td>$c_2$</td>
<td>(↑, 12534, 5, 3)</td>
<td>(↑, 1)</td>
<td>The agent had traversed all the down tree vertices at $c_2$, then it left $c_2$ back to the root.</td>
</tr>
<tr>
<td>19</td>
<td>$c_1$</td>
<td>(↑, 132, 3, 1)</td>
<td>(↑, 2)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>20</td>
<td>$b_1$</td>
<td>(↑, 12, 2, 2)</td>
<td>(↑, 1)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>21</td>
<td>$a_1$</td>
<td>(↑, 132, 3, 1)</td>
<td>(↑, 2)</td>
<td>Crossed a transit vertex.</td>
</tr>
<tr>
<td>22</td>
<td>$a_2$</td>
<td>(↑, 123, 3, 2)</td>
<td>(↓, 3)</td>
<td>The agent turned down-tree to the second branch.</td>
</tr>
<tr>
<td>23</td>
<td>$b_2$</td>
<td>(↓, 1423, 4, 2)</td>
<td>(↑, 2)</td>
<td>A full Euler tour of $T$ completed in 20 steps. In this graph, $n = 11$, $2n - 2 = 20$.</td>
</tr>
</tbody>
</table>

Table 5.1: Step by step simulation of the graph traversal process. The agent starts at the vertex $b_2$, and $\epsilon$ represents no input label, and $q_0$ is the initial state.
Let $S = \{\uparrow, \downarrow\}$ be the two states of the agent, representing traversal direction up-tree or down-tree. Let $L = (l_1, l_2, l_3, l_4, \ldots, l_d)$ be the labelling sequence at the current vertex. The labels in $L$ are representing the port numbers assigned at every incident edges to $v$ starting from the up-tree edge in a counter-clockwise order. The cyclic order in $L$ means the label after the last label is the first label in $L$. The order is repeating cyclically.

As we mentioned above, we will not provide the code for the error processing phases. These are simple and are left for the reader. For clarity, we split the formal description of the remaining part of the transition function into procedures, depending on the degree $d$ of the current vertex $v$. The first case covers cases when $d \geq 5$. We refer the reader to the Subsection 4.1 for corresponding cases to consider. When an error is returned, the agent will perform the corresponding error handling subroutine as described above. The corresponding code is in Algorithm 1.

The remaining cases cover scenarios when $d < 5$. We refer the reader to the Subsection 4.2 for corresponding cases to consider. As before, when an error is returned, the agent will perform subroutines as described above. We provide the code in Algorithm 2, Algorithm 3, and Algorithm 4.
Algorithm 1: Transition function of main subroutine when \( d \geq 5 \)

Input: \((s, L, d, i)\)

Output: \((s', j)\)

1. \(l_2, l_3, l_4 \leftarrow L\)
2. Case Number \(\leftarrow l_2, l_3, l_4\)
3. \(t \leftarrow \text{Case Number, } L, d\)
4. **Case 1:**
   5. if \(i = 1\) then
      6. if \(s = \downarrow\) then
         7. return \((\uparrow, 1)\)
      8. else
         9. Exception 1: set direction to \(\downarrow\), process configuration, and hence output \((\uparrow, 1)\)
   10. else
      11. execute Error 1 subroutine (output \((\uparrow, i)\) will be returned by Error 1)

5. **Case 2:**
   12. if \(i = 1\) or \(3 \leq i \leq t + 1\) then
      13. if \(t = 2\) then
         14. if \(i = 1\) then
            15. if \(s = \downarrow\) then return \((\downarrow, 3)\);
            16. else Exception 2: output \((\uparrow, 3)\);
         17. if \(i = 3\) then
            18. if \(s = \uparrow\) then return \((\uparrow, 1)\);
            19. else
               20. execute Error 2 subroutine (output \((\uparrow, 1)\) will be returned by Error 2)
         21. else
            22. if \(i = 1\) then
               23. if \(s = \downarrow\) then return \((\downarrow, 3)\);
               24. else Exception 1: set direction to \(\downarrow\), process configuration, and hence output \((\downarrow, 3)\);
            25. else if \(3 \leq i \leq t\) then
               26. if \(s = \uparrow\) then return \((\downarrow, i + 1)\);
               27. else execute Error 2 subroutine (output \((\downarrow, i + 1)\) will be returned by Error 2);
            28. else if \(i = t + 1\) then
               29. if \(s = \uparrow\) then return \((\uparrow, 1)\);
               30. else execute Error 2 subroutine (output \((\uparrow, 1)\) will be returned by Error 2);
      31. else
         32. execute Error 1 subroutine (output \((\uparrow, i)\) will be returned by Error 1)
Case 3:

if $1 \leq i \leq t$ then

if $t = 2$ then

if $i = 1$ then

if $s = \downarrow$ then return $(\downarrow, 2)$;

else Exception 2: output $(\uparrow, 2)$;

if $i = 2$ then

if $s = \uparrow$ then return $(\uparrow, 1)$;

else execute Error 2 subroutine (output $(\uparrow, 1)$ will be returned by Error 2)

else

if $i = 1$ then

if $s = \downarrow$ then return $(\downarrow, 2)$;

else Exception 1: set direction to $\downarrow$, process configuration, and hence

output $(\downarrow, 2)$;

else if $2 \leq i \leq t - 1$ then

if $s = \uparrow$ then return $(\downarrow, i + 1)$;

else execute Error 2 subroutine (output $(\downarrow, i + 1)$ will be returned by

Error 2);

else if $i = t$ then

if $s = \uparrow$ then return $(\uparrow, 1)$;

else execute Error 2 subroutine (output $(\uparrow, 1)$ will be returned by Error 2);

else

execute Error 1 subroutine (output $(\uparrow, i)$ will be returned by Error 1)
Algorithm 2: Transition function of main subroutine when \( d \leq 3 \)

Input: \((s, L, d, i)\)
Output: \((s', j)\)

1. Given \( d \leq 3 \):
2. if \( L = 123 \) then
3.  
4.    if \( i = 1, s = \downarrow \) then
5.      return \((\downarrow, 2)\)
6.    else if \( i = 1, s = \uparrow \) then
7.      Exception 1: set direction to \( \downarrow \), process configuration, and hence output \((\downarrow, 2)\)
8.  
9.    else if \( i = 2, s = \uparrow \) then
10.      return \((\downarrow, 3)\)
11.    else if \( i = 2, s = \downarrow \) then
12.      return \((\uparrow, 2)\)
13.  
14.    else if \( i = 3, s = \uparrow \) then
15.      return \((\uparrow, 1)\)
16.    else if \( i = 3, s = \downarrow \) then
17.      execute Error 2 subroutine (output \((\uparrow, 1)\) will be returned by Error 2)
18.  
19. if \( L = 132 \) then
20.  
21.    if \( i = 1 \) then
22.      return \((s, 2)\)
23.    else if \( i = 2 \) then
24.      return \((s, 1)\)
25.  
26.    else
27.      execute Error 1 subroutine (output \((\uparrow, i)\) will be returned by Error 1)
28.  
29. if \( L = 12 \) then
30.  
31.    if \( i = 1, s = \downarrow \) then
32.      return \((\downarrow, 2)\)
33.    else if \( i = 1, s = \uparrow \) then
34.      Exception 2: output \((\uparrow, 2)\)
35.    else if \( i = 2, s = \uparrow \) then
36.      return \((\uparrow, 1)\)
37.    else if \( i = 2, s = \downarrow \) then
38.      return \((\uparrow, 2)\)
39.  
40. if \( L = 1 \) then
41.  
42.    if \( s = \downarrow \) then
43.      return \((\uparrow, 1)\)
44.    else if \( s = \uparrow \) then
45.      Exception 1: set direction to \( \downarrow \), process configuration, and hence output \((\uparrow, 1)\)
Algorithm 3: Transition function of main subroutine when $d = 4$ and $t = 1, 2$

Input: $(s, L, d, i)$
Output: $(s', j)$

1. $t \leftarrow L, d$

2. Given $d = 4$ and $t = 1, 2$:
   
   3. if $L = 1423$ then
      
      4. if $i = 1$, $s = \downarrow$ then
         
         5. return $(\downarrow, 2)$
      
      6. else if $i = 1$, $s = \uparrow$ then
         
         7. Exception 2: output $(\uparrow, 2)$
      
   8. else if $i = 2$, $s = \downarrow$ then
      
      9. return $(\uparrow, 2)$
   
   10. else if $i = 2$, $s = \uparrow$ then
      
      11. return $(\uparrow, 1)$
   
   12. else
      
      13. execute Error 1 subroutine (output $(\uparrow, i)$ will be returned by Error 1)

14. if $L = 1234$ then
   
   15. if $i = 1$ then
      
      16. return $(s, 2)$

   17. else if $i = 2$ then
      
      18. return $(s, 1)$

   19. else
      
      20. execute Error 1 subroutine (output $(\uparrow, i)$ will be returned by Error 1)
Algorithm 4: Transition function of main subroutine when \(d = 4\) and \(t = 3, 4\)

Input: \((s, L, d, i)\)

Output: \((s', j)\)

1. \(t \leftarrow L, d\)

2. Given \(d = 4\) and \(t = 3, 4\):

3. if \(L = 1324\) then

4. if \(i = 1, s = \downarrow\) then

5. return \((\downarrow, 3)\)

6. else if \(i = 1, s = \uparrow\) then

7. Exception 1: set direction to \(\downarrow\), process configuration, and hence output \((\downarrow, 3)\)

8. else if \(i = 2, s = \uparrow\) then

9. return \((\uparrow, 1)\)

10. else if \(i = 2, s = \downarrow\) then

11. execute Error 2 subroutine (output \((\uparrow, 1)\) will be returned by Error 2)

12. else if \(i = 3, s = \uparrow\) then

13. return \((\downarrow, 2)\)

14. else if \(i = 3, s = \downarrow\) then

15. execute Error 2 subroutine (output \((\downarrow, 2)\) will be returned by Error 2)

16. else

17. execute Error 1 subroutine (output \((\uparrow, i)\) will be returned by Error 1)

18. if \(L = 1243\) then

19. if \(i = 1, s = \downarrow\) then

20. return \((\downarrow, 2)\)

21. else if \(i = 1, s = \uparrow\) then

22. Exception 1: set direction to \(\downarrow\), process configuration, and hence output \((\downarrow, 2)\)

23. else if \(i = 2, s = \uparrow\) then

24. return \((\downarrow, 3)\)

25. else if \(i = 2, s = \downarrow\) then

26. execute Error 2 subroutine (output \((\downarrow, 3)\) will be returned by Error 2)

27. else if \(i = 3, s = \uparrow\) then

28. return \((\uparrow, 1)\)

29. else if \(i = 3, s = \downarrow\) then

30. execute Error 2 subroutine (output \((\uparrow, 1)\) will be returned by Error 2)

31. else

32. execute Error 1 subroutine (output \((\uparrow, i)\) will be returned by Error 1)
if $L = 1342$ then

if $i = 1, s = \downarrow$ then

return $(\downarrow, 4)$

else if $i = 1, s = \uparrow$ then

Exception 1: set direction to $\downarrow$, process configuration, and hence output $(\downarrow, 4)$

else if $i = 2, s = \uparrow$ then

return $(\uparrow, 1)$

else if $i = 2, s = \downarrow$ then

execute Error 2 subroutine (output $(\uparrow, 1)$ will be returned by Error 2)

else if $i = 4, s = \uparrow$ then

return $(\downarrow, 2)$

else if $i = 4, s = \downarrow$ then

execute Error 2 subroutine (output $(\downarrow, 2)$ will be returned by Error 2)

else

execute Error 1 subroutine (output $(\uparrow, i)$ will be returned by Error 1)

if $L = 1432$ then

if $i = 1, s = \downarrow$ then

return $(\downarrow, 4)$

else if $i = 1, s = \uparrow$ then

Exception 1: set direction to $\downarrow$, process configuration, and hence output $(\downarrow, 4)$

else if $i = 2, s = \uparrow$ then

return $(\uparrow, 1)$

else if $i = 2, s = \downarrow$ then

execute Error 2 subroutine (output $(\uparrow, 1)$ will be returned by Error 2)

else if $i = 3, s = \uparrow$ then

return $(\downarrow, 2)$

else if $i = 3, s = \downarrow$ then

execute Error 2 subroutine (output $(\downarrow, 2)$ will be returned by Error 2)

else if $i = 4, s = \uparrow$ then

return $(\downarrow, 3)$

else if $i = 4, s = \downarrow$ then

execute Error 2 subroutine (output $(\downarrow, 3)$ will be returned by Error 2)
Chapter 6

Correctness

In this chapter, we prove the correctness of our algorithm. First, by the construction of $T$ and the labelling scheme, the agent will recognize an error at any unambiguous vertex, and will correct the error and direction. So after recognizing an error, the agent will be in perfect knowledge of current vertex (recognizes which are tree and non-tree edges, and hence also the up-tree edge). Whenever the agent is in such a situation, we say it has the correct assumption. We start with a useful observation which allows us to concentrate only on cases when the agent does not have the correct assumption, and some special considerations will have to be given to root vertices.

**Observation 2.** If an agent has a correct assumption at a current non-root vertex, then in subsequent step it will keep correct assumption, i.e., in next vertex will recognize the up-tree edge, edges and non-edges even if the vertex is ambiguous.

**Proof.** It is easy to see, by simple but tedious inspection of the transition function and configurations, that if the agent arrives to a non-root vertex (unambiguous or ambiguous) on a tree edge and with correct assumption, its transition function will output the outgoing tree edge and correct direction following labelling on the corresponding configuration of the vertex.

Note that the Observation 2 is valid also for the transit vertices and for the vertices with exceptional handling - see paragraph “Exceptions when errors are not generated”.

The next lemma will extend the previous observation and justifies the correctness of our algorithm once the agent has the correct assumption. The phase before this happens is called the initialization and moves by the agent do not count towards the period.

**Lemma 3.** If the agent has a correct assumption at a current vertex, then it will perform a periodic traversal of $G$ by following a trail along edges of $T$ with the period at most $2n - 2$.

**Proof.** The proof is essentially the same as proof of Observation 2, however we need to be more careful that all the local considerations “fit together”. For this, we examine all cases of $T$ in Lemma 1. We will assume the current direction is up-tree. The other case is similar.
1. If $T$ is a Hamiltonian cycle, by Observation 2, the agent will follow the up-tree direction on transit vertices or vertices with configurations (b), (m), and similar special configurations when $d \geq 5$, only and will do a periodic traversal of the cycle with the period $n$.

2. If $T$ is a spanning orientable $C$-tree, with the subtree $\pi$ rooted at a vertex $r$. It is easy to see that $r$ is either an unambiguous vertex, or an ambiguous vertex, in which case the only possibility for the configuration of $r$ is of type (i). In both cases we have the following. If the current vertex is in $\pi$, by Observation 2, it follows that the agent will traverse only on edges of $\pi$ and eventually will arrive at $r$. Now either the agent will change direction to down-tree and will continue back to $\pi$, or because $C$ is orientable, eventually the agent will continue to up-tree edge (which is edge of the cycle $C$) with port number 1. Then again by Observation 2, the agent will traverse the whole cycle and returns back to $r$. Because the agent is still in up-tree direction and $C$ is orientable, after arriving to $r$, it will switch the direction to down-tree, and will take next tree edge in counter-clockwise order about $r$ leading back to the subtree $\pi$. Now the agent has correct assumption and is on an internal vertex of $\pi$. The argument that shows that the agent traverses only tree edges of $\pi$ and eventually returns back to $r$ is similar to the one above. Since the $C$-tree is spanning, it follows that the period of the traversal is $|C| + 2|\pi| - 2$ which is at most $2n - 2$.

Similar analysis can be performed on the agent’s moves when the current vertex is on $C$.

3. If $T$ is a double-rooted tree with roots $r_1$ and $r_2$, let $r_2$ being the main root. Let $\pi_1$ and $\pi_2$ be the corresponding subtrees rooted at $r_1$ and $r_2$, respectively. By Lemma 1, both roots are eligible vertices. If the current vertex is in $\pi_1$, by Observation 2, it follows that the agent will traverse only on edges of $\pi_1$ and eventually will arrive at $r_1$. Now either the agent will change direction to down-tree and will continue back to $\pi_1$, or will enter the root-path and keeps direction up-tree. Then again by Observation 2, the agent will traverse the whole root-path and enters $r_2$. Because $r_2$ is an eligible vertex and main root, the port on the incoming edge to $r_2$ is the up-tree port of the configuration, and the agent detects Error 2, it will flip direction to down-tree, and will traverse the subtree $\pi_2$ eventually coming back to $r_2$ and continuing on the root-path in up-tree direction. Since $r_1$ is eligible vertex and the incoming edge to $r_1$ has port corresponding to the up-tree edge of the configuration, the agent detects Error 2, it will flip direction to down-tree, and will traverse $\pi_1$, eventually reaching the original vertex. It follows that the agent will traverse $G$ with period $2n - 2$.

The cases when the current vertex is in $\pi_2$ or on the root-path are similar.

\[\square\]
The next lemma guarantees that the agent will eventually have correct assumption.

**Lemma 4.** *If the agent starts with wrong assumption about the direction, i.e., at the initial vertex the port number 1 is either on a non-tree edge, or on a down-tree edge (of the configuration), it will correct its assumption in at most \( n \) steps.*

**Proof.** It follows from Lemma 3 that if the agent starts in an unambiguous vertex or its assumption about direction is correct (port 1 is on an up-tree edge, of the configuration), it will perform a periodic traversal with the period at most \( 2n - 2 \). Thus, we may assume the agent starts in an ambiguous vertex with wrong assumption about the direction. As the agent starts by taking the edge with port number 1 and assuming the direction is up-tree, it will have wrong assumption only in configurations (a), (d), (j), (k), and (n). The first time the agent arrives to a vertex with an unambiguous configuration, i.e., a configuration for \( d \geq 5 \), or (e)-(h), or (o), the agent will correct its assumption. Hence the agent will start in one of the configurations (a), (d), (j), (k), and (n), and will be visiting only vertices with ambiguous configurations. We analyze all cases.

1. The agent starts at a vertex \( u \) with configuration (a). The port 1 is on the non-tree edge in (a). Since (a) represents a leaf of \( T \) and since there is no non-tree edge joining two leaves in \( T \), the other end of the non-tree edge, must be of degree at least two in \( T \), and its configuration must be one of the ambiguous configurations, say \( (x) \). Also in order for the agent not to recognize an error of walking on a non-tree edge, the port on the non-tree edge in \( (x) \) must be a tree edge in the corresponding dual configuration to \( (x) \), say \( (y) \). Moreover \( (y) \) must also represent a vertex of degree at least two in \( T \). This is because \( (y) \) represents a leaf and the agent would continue back to previous vertex in up-tree direction which would now be correct direction. We inspect all possible pairs \( (x)-(y) \) of ambiguous configurations.

   The pair \( (a)-(b) \): The port 1 is on a non-tree edge in \( (a) \) and on tree edge in \( (b) \), however the edge is a down-tree edge. The port 2 is on tree edge in both \( (a) \) and \( (b) \). The ports 2 and 4 are on non-tree edges in both \( (a) \) and \( (b) \). In all cases, we either reach a contradiction or the agent recognizes an error.

   The pair \( (c)-(d) \): The only ports on non-tree edges are ports 3 and 4 and they are both on non-tree edges in both \( (c) \) and \( (d) \), hence the agent will realize an Error 1.

   The pair \( (i)-(j) \): The configuration \( (j) \) is the only one (of the two) having a non-tree edge. However, it represents a leaf, a contradiction with Lemma 1.

   The pair \( (k)-(l) \): The only port on non-tree edges in these two configurations is port 3. The agent will realize an Error 1.

   The pair \( (m)-(n) \): The only configuration (of the two) with a non-edge is \( (n) \). However, \( (n) \) represents a leaf, a contradiction with Lemma 1.

Note that the agent will will realize an error after first step in all cases.
2. The agent starts at a vertex $u$ with configuration (d). The port 1 is on a tree-edge in (d), so let the vertex $v$ be the other end of the edge. Also assume the configuration of $v$ is (x). Since the agent has wrong assumption about the direction, in $T$ it will reach $v$ on the up-tree edge of (x). Hence the port must be either 1 or 2. In order for the agent not to realize Error 1 or Error 2, only candidates for (x) are (b), (c), (d), (i), (k), (l), and (m). As long as the agent is traversing in this way only via vertices with configurations (c), (d), (k), and (l), it will stay on tree-edges and it will be approaching a leaf in $T$. Since $G$ is finite and visited vertices cannot repeat, after at most $n - 2$ steps the agent must reach a leaf of $T$. By our previous assumptions, the leaf must have labelling sequence 1423, 123, or 12.

In the case of 1423, the agent will wrongly assume the vertex has configuration (b) and it has entered it on port 2, so will continue on port 1. In reality the vertex has configuration (a) and the agent will leave it on a non-tree edge with port 1.

In the case of 123, the agent will wrongly assume the vertex has configuration (i) and it has entered it on port 2, so will continue on port 1. In reality the vertex has configuration (j) and the agent will leave it on a non-tree edge with port 1.

In the case of 123, the agent will wrongly assume the vertex has configuration (m) and it has entered it on port 2, so will continue on port 1. In reality the vertex has configuration (n) and the agent will leave it on a non-tree edge with port 1.

Since configurations (a), (j), and (n) represent leaves of $T$, one can complete the proof in the same way as in 1.

3. The agent starts at a vertex $u$ with configuration (j). This case is the same as 1.

4. The agent starts at a vertex $u$ with configuration (k). This case is the same as 2.

5. The agent starts at a vertex $u$ with configuration (n). This case is the same as 1.

We have covered all possible cases and concluded that they either lead to a contradiction or the agent will recognize an error in at most $n$ steps and correct its direction. It is clear that in this phase the agent traverses only on tree-edges, except possibly its last step when it will take a non-tree edge and immediately realizes this in next vertex. This justifies that the handling of Error 1 (backtracking one step and changing direction) is correct.

Combining results above yields the main theorem Theorem 8.
Chapter 7

Concluding Remark

In this thesis we proved that the periodic traversal of graphs by a finite state automaton with period $2n - 2$ is possible if we assume that the graph is given with a rotation system that specifies a circular ordering of edges at each vertex. Hence the agent at any vertex $v$ in the graph $G$ can read the permutation of port numbers on the incident edges to $v$. Under this assumption, an agent with two states can perform an Euler tour on the spanning subgraph $T$ of $G$ periodically once it has correct assumption of traveling direction; if the agent starts its traversal with wrong assumption, it can correct it within $n$ steps.

We constructed the spanning graph $T$ in a special way that there is no edge of $G$ joining two leaves of $T$ and $T$ falls into three cases, each with strong structural properties, refer to Lemma 1. These properties overcome the shortage of labeling sequences compared to number of configurations for vertices with $d < 5$, and help to resolve the ambiguity. The choice of using this spanning tree was crucial in this research.

We gave labeling scheme, for vertices of $d \geq 5$ and for vertices of $d < 5$. The correctness of our approach has been proved in Chapter 6.

7.1 Open Questions

The labeling sequence at each vertex when compared to this circular ordering encodes $\Theta(d \log d)$ bits of information. A natural question is whether instead of a rotation system having (precomputed) bits of information available at each vertex could help the agent with the traversal. In particular, what is the least amount of bits of information at each vertex (or overall) that allows for periodic traversal with period $2n - 2$? Could we achieve such a traversal with one bit of information per vertex?

Another way to look at the problem is to evaluate competitive ratio w.r.t. to best solution of TSP. There are various approximation results, from classical ones [9] to fairly recent improvements [24], including work on sub-cubic graphs [7] which as we have seen are
the difficult case. However, these results use specific walks which might not be possible to encode with the very limited information available.


