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Abstract

Cancer is a leading cause of death worldwide. Efforts to improve the longevity and quality of life of cancer patients are hindered by delays in diagnosis of tumours and treatment deficiency, as well as inaccurate prognosis that leads to unnecessary or inefficient treatments. More accurate biomarkers may address these issues and could facilitate the selection of effective treatment courses and development of new therapeutic regimens. Circulating tumour cells (CTCs), which are cancer cells that are shed from tumours and enter the vasculature, hold such a promise. Therefore, there is much interest in the isolation of CTCs from the blood. However, this is not a trivial task given the extreme scarcity of CTCs in the circulation.

In this thesis, the development of a microfluidic immunomagnetic approach for isolation of CTCs is presented. First, the design, microfabrication, and experimental evaluation of a novel integrated microfluidic magnetic chip for sensitive and selective isolation of immunomagnetically labelled cancer cells from blood samples is reported. In general, to ensure the efficient immunomagnetic labelling of target cancer cells in a blood sample, an excessive number of magnetic beads should be added to the sample. When an immunomagnetically labelled sample is processed through the chip, not only cancer cells but also free magnetic beads that are not bonded to any target cells would be captured. The accumulation of these beads could disrupt the capture and visual detection of target cells. This is an inherent drawback associated with immunomagnetic cell separation systems and has rarely been addressed in the past. Therefore, the design, microfabrication, and characterization of a microfluidic filter for continuous size-based removal of free magnetic beads from immunomagnetically labelled blood samples is presented next. Connected in tandem, the two chips developed in this work form a microfluidic platform for size-based enrichment and immunomagnetic isolation of CTCs. Preclinical studies showed that the proposed approach can capture up to 75% of blood-borne prostate cancer cells at clinically-relevant low concentrations (as low as 5 cells/mL) at an acceptable throughput (200 μL/min). The retrieval and successful propagation of captured prostate cancer cells is also investigated and discussed in this thesis.
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Chapter 1.

Introduction

1.1. Background

Biomedical research may significantly benefit from the exceptional potential of single-cell studies. By avoiding inaccuracies that are inherent to data-averaging over cell cultures, which are caused by intercellular signaling or heterogeneity of cell populations, single-cell studies can contribute to a clearer understanding of cells and their functions. Such a knowledge may lead to a range of unique solutions for substantial human health issues [1]. Considering the necessity of developing efficient tools for single-cell studies, my PhD research was focused on two areas: 1) development of a novel image processing algorithm for automated localization of injection sites on thin adherent cells for robotic single-cell electroporation/injection purposes, and 2) development of a novel microfluidic platform for size-based enrichment and immunomagnetic isolation of circulating tumour cells (CTCs) from blood samples.

During my PhD studies, I was initially involved in the development of an automated robotic single-cell electroporation (SCE) system. In particular, I proposed the necessary problem of automated machine vision-based localization of electroporation sites on the nucleus as well as the cytoplasm of thin adherent cells, and developed and implemented a novel image processing algorithm for localization of such sites on these cells. I published the results of this work in *Medical & Biological Engineering & Computing* [2], which can be found in Appendix A. We then demonstrated the ultimate practical application of this algorithm for fully automated in vitro electroporation of single 3T3 fibroblasts using a robotic SCE manipulator that had been developed by Dr. Kelly Sakaki, my then lab-mate. We published the results of this work in *IEEE Transactions on Biomedical Engineering* [3], which can be found in Appendix B.

Following the completion of this project, I became interested in the CTC isolation problem. For the rest of my PhD studies, my research was focused on CTCs, their clinical and biological significance, and their isolation from blood samples. This thesis presents this part of my PhD research.
1.2. Thesis Outline

This thesis is composed of five chapters. The rest of Chapter 1 discusses the clinical and biological significance of CTCs and reviews different principles and techniques used for detection and isolation of these cells from blood samples. Then, in Chapter 2, the development of a novel integrated microfluidic magnetic chip for immunomagnetic isolation of cancer cells is presented. Chapter 3 describes the development and integration of a microfluidic filter for continuous size-based removal of free magnetic beads from immunomagnetically labelled blood samples. Chapter 4 reports the retrieval and propagation of captured cancer cells. Finally, Chapter 5 concludes the thesis and discusses the future works.

1.3. Motivation

Cancer is the second leading cause of death worldwide. In 2015, cancer claimed 8.7 million lives, and this number is expected to pass 13 million by 2030 [4]. However, according to the World Health Organization, at least 30% of these deaths are preventable. Early diagnosis and treatment of the primary tumour, which may prevent its subsequent metastasis, and development of more efficient therapies against the metastasized cancer, which accounts for 90% of cancer-related mortalities, are believed to be the key factors to win the War on Cancer. In particular, the efficiency of existing anti-metastatic therapies is mainly hampered by the heterogeneity of cancer cells as well as their peculiar interactions with the secondary host organs. Personalized targeted therapies that can be prescribed dynamically and according to the existing molecular characteristics of cancer cells may significantly improve the quality of treatment. However, even if the metastatic lesions are detected and anatomically accessible for sampling, performing multiple regular biopsies is an impractical task. CTCs, which are cancer cells that are actively and/or passively detached from primary or secondary tumours and entered the circulation, could be ideal specimens that: a) can be obtained regularly and less invasively and b) provide the real-time single-cell-level data required for effective identification of therapeutic targets [5] [6].

CTCs can also be readily exploited in basic cancer research where the majority of the existing knowledge is based on mice models and cancer cell lines, both of which may not correctly represent the cancer problem [7]. For instance, single cell profiling of CTCs from breast cancer patients and its comparison with several breast cancer cell lines has
shown considerable molecular differences between these cells, questioning the usefulness of studies performed on immortalized cell lines [8]. Furthermore, histological analysis of the primary tumour samples may not be as useful, given that metastatic cancer cells could be genetically different from primary tumour cells. For example, CTCs detached from HER2-negative primary tumours in some breast cancer patients become HER2-positive, indicating that cancer cells may experience further mutations after breaking off from the primary tumour [9]. Hence, studying CTCs can shed more light on the transient and still-not-clearly-understood phase of cancer by which the malignancy metastasizes to other organs. CTCs may also improve our understanding about the natural selection process of multidrug resistance (MDR) and how it relates to major events in the metastatic cascade or stem cell properties in CTCs [10] [11]. The identification and characterization of CTCs with characteristics of cancer stem cells (CSC) that may represent the true progenitors of metastatic tumours has now become a topic of attention [12]. The CSC model for carcinogenesis and metastasis is built on a hierarchical framework which predicts that tumour-derived cells with tissue progenitor characteristics, colloquially termed CSCs, can initiate and drive tumour spread through their intrinsic self-renewal capacity and the ability to maintain the tumour by giving rise to different types of non-CSCs [13]. It has been suggested that it is during the differentiation of CSCs that epigenetic factors could lead to the emergence of chemorefractory cells that are responsible for the MDR effect in many cancers [11]. Although it has been assumed that tumour-initiating CSCs are extremely rare (0.0001- 0.1% of tumour cells) [14], some studies have identified CSC properties in up to 25% of tumour cells [12]. A possible explanation for such a discrepancy is the difference in xenograft models used to assess the tumourigenic capability of these cells. Identification and molecular analysis of circulating CSCs, which could be different from those residing in primary tumours, may provide additional insight into the nature of these cells. If accepted, the CSC model may realign many of the previously held notions on the classic clonal evolution theory of cancer development. A direct consequence of such a model would state that by targeting CSCs, metastasis can be managed [15] [16].

Aside from their applications in basic and translational cancer research, the quantitative and qualitative characterization of CTCs found in the peripheral blood (PB) has been proposed as an accurate and less invasive clinical biomarker for diagnostic, prognostic, and pharmacological purposes [17] [18] [19] [20] [21]. The haematogenous
spread of cancer can be an early event in carcinogenesis, meaning that the growth of a primary tumour and a metastatic lesion could happen in parallel [22]. For instance, in nearly 5% of breast cancer patients, at least one overt metastasis is detectable at the time of initial tumour diagnosis, while 30-40% of patients may have developed occult metastases [20]. Thus, CTCs may be detected in the PB even before the symptoms of the primary tumour are revealed and can be used for early diagnosis of cancer [17] [20] [23]. Several prospective studies on patients with metastatic cancers of different organs have indicated that a higher number of CTCs at the baseline or any time during the therapy is associated with a shorter progression free survival (PFS) and overall survival (OS) [20] [21] [24] [25] [26] [27] [28] [29]. The prognostic value of CTCs has also been investigated in patients with primary non-metastatic cancers, where the presence of as low as one CTC per a 7.5-mL sample prior to tumour resection has been correlated with a reduced OS [30]. For such patients, CTC count may also be useful as a surrogate marker to assess the relapse risk after tumour removal [31]. CTC counts can also be exploited as a surrogate endpoint to evaluate the efficiency of anti-metastasis therapies [32]. In other words, instead of using serological markers that occasionally lack the required sensitivity and specificity (e.g., due to a prolonged “spike” that is often observed in the marker level after administration of the drug [33]), or waiting for up to months to determine the response of a particular treatment using radiographic imaging, regular monitoring of CTC counts has been suggested as a rapid and accurate method for evaluating the treatment.

Investigating the clinical significance of the frequency of CTCs has initially been the major focus of many studies. However, it is worth noting that genomic and proteomic characterization of CTCs offers far more valuable information than the mere CTC frequency does and could ideally be used in precision oncology for development of individualized therapeutic regimens. For instance, while the SWOG S0500 trial results showed that switching to an alternative line of therapy solely based on persistent high CTC frequency does not benefit patients [34], other studies have lately demonstrated that molecular analysis of CTCs and selecting the treatment accordingly may indeed improve the survival of prostate cancer patients [35]. Moreover, as mentioned earlier, it has been proposed that a subpopulation of CTCs is the precursor for the formation of subsequent secondary tumours in distant sites [5]. The over-expression of vimentin, putatively known as an epithelial to mesenchymal transition (EMT) marker, correlates well with accelerated tumour growth, invasion, and poor prognosis [36]. In addition, CTCs expressing CD44, but
not all CTCs, have been associated with a lower OS and increased metastatic activity of cancer [37]. Recently, it has been suggested that true metastasis initiating cells may have an intermediate phenotype partially displaying both epithelial and mesenchymal qualities [5]. Thus, not only their frequency but also the molecular determinants of individual CTCs can be screened and evaluated as potentially more accurate biomarkers for early detection, PFS, OS, and treatment efficiency [17].

Since PB sampling is performed easily, CTCs can be frequently counted and analyzed, without the increased invasiveness, cost, and often low efficiency associated with other clinical assays. For instance, in a study involving 138 breast cancer patients, inter-reader variability for the radiological assessment of the tumour and the associated CTC count has been reported to be 15.2% and 0.7%, respectively, which indicates the precision of CTCs as clinical biomarkers [38]. Moreover, the median OS of patients with radiologically favorable prognosis but unfavorable CTC counts has been significantly shorter compared to that of patients with the same radiological prognosis and favorable CTC counts (15.3 versus 26.9 months). Also, patients with unfavorable radiological prognosis but favorable CTC counts has shown significantly longer OS compared with those patients with the same radiological prognosis and unfavorable CTC counts (19.9 versus 6.4 months). Such findings support the accuracy of CTCs for cancer prognosis.

Considering the aforementioned applications for CTCs, two main subjects are now being increasingly studied: a) further characterization of the correlation between CTCs and cancer diagnostic, prognostic, and pharmacodynamic indices, and b) development of more efficient techniques for detection, isolation, and retrieval of CTCs from blood samples. In the next section, these techniques are classified and reviewed according to their basic working-principles. The advantages and potential drawbacks of each method are outlined and discussed. CTC detection and isolation is a highly interdisciplinary problem. Hence, in addition to physical, chemical, and engineering expertise, an understanding of the biological aspects involved in this problem is necessary. Accordingly, a brief biological background about the CTC problem has been provided first.
1.4. Literature Review

1.4.1. Carcinogenesis, Metastasis, and Circulating Tumour Cells

The formation and spread of a cancer is a complex process that is not fully understood. Whether it is triggered by internal stimuli (e.g., random or inherited mutations, hormones, or immune conditions) or environmental/acquired factors (e.g., tobacco, diet, radiation, or viral infections), a cancer results from the accumulation of multiple mutations within the malignant cells. In majority of cases, it is not the primary tumour but its spread to distant organs that eventually compromises the function of the host organ and is associated with mortality. For instance, the average 5-year survival rate for patients with localized and metastatic prostate cancers is 100% and 29%, respectively [39]. Hence, although significant improvements have been achieved in curing the localized cancer (e.g., tumour resection followed by systematic post-surgery adjuvant therapies), few efficient treatments for the metastasized disease have been devised. In spite of the vast amount of knowledge acquired about the metastatic cascade during the last two decades, there still remain many unknowns about this process [40]. In general, the carcinogenesis, including the primary tumour formation and its subsequent metastasis, can be considered as a Darwinian process consisting of a sequence of events that can be summarized in four broad categories (see Figure 1.1):

1) Primary tumour formation and growth: The formation of a primary tumour essentially results from: i) exceeding access of mutant cells to growth signals (i.e. either the ability to independently synthesize the required growth factors (GF), such as TGFα in sarcoma, or the over-expression of GF receptors on the cell surface, such as HER2/neu in mammary carcinomas), and ii) their insensitivity to inhibitory signals (e.g., disruption of pRb pathways, resulting in malfunctioning of growth-inhibitory signals such as TGFβ [40]. Together, these mutations result in an abnormal pattern of mitotic cell division and evasion of cell death by blocking apoptosis (i.e. the programmed cell death) or regulation of autophagic and necrotic mechanisms, which leads to the formation of a solid tumour [41]. Once the growing primary tumour reaches a certain size, rapidly dividing mutant cells surpass the available nutrition and oxygen (i.e. hypoxia), which results in neovascularisation triggered by hypoxia-inducible factor (HIFs). HIFs, along with other pathways that also control the expression of GFs in tumour cells, trigger the expression of angiogenesis-promoting factors, such as VEGF and angiopoietin-1 and -2 [42] [43].
II) Epithelial to mesenchymal transition (EMT) and Intravasation: It has been shown that the activation of HIF and the subsequent expression of angiogenesis and a variety of other factors (e.g., laminin), through pleiotropic effects, result in the reduced expression of E-cadherin. The downregulation of E-cadherin reduces the cell-cell adhesion and increases the motility of tumour cells [44]. This is a critical event in the EMT, which is a phenotypic change in tumour cells and a crucial stage in the metastatic cascade [45] [46]. The EMT process is further characterized by a change in the expression of cell-ECM adhesion molecules (e.g., integrins), downregulation of epithelial markers (e.g., cytokeratin), and upregulation of mesenchymal markers (e.g., vimentin), although the relative extent of these phenotypic alterations in cancer cells is somewhat unclear. The EMT process in metastatic cancer cells is highly complex and still mostly unknown; however, it is believed that it is a hallmark of metastasis and is closely correlated with CSCs and, perhaps, MDR [47] [10] [11] [36]. It has been proposed that EMT is able to induce CSC properties in non-CSCs [48].

Following the EMT process, cancer cells adopt and exhibit a motile, invasive phenotype, which increases the likelihood that they detach from the tumour body and migrate within the neighboring tissue (i.e. local invasion). The invasion process is governed by complex molecular mechanisms that predominantly result in cytoskeleton modification, localized proteolysis of the surrounding tissue, and cell-ECM dynamic interactions that mediate the motility of cancer cells (either as a single cell or an aggregate of cells) through tissues [49]. The invasive phenotype of some cancer cells then enables them to enter the circulation by traversing the basement membrane, interstitial spaces, and endothelial barriers of the internal network of blood vessels formed by the angiogenesis. This process, known as intravasation, ultimately allows the invading cancer cells to initiate regional or distant metastases. It is worth reemphasizing that, contrary to canonical models, intravasation could be an early event in carcinogenesis, even before the primary tumour is diagnosed [22]. This has been investigated in a pancreatic cancer model, where it has been shown that EMT and dissemination of cancer could happen during the pre-malignancy stage when the primary tumour has not entirely developed [50].

III) Hematogenous spread of cancer: Once the tumour cells enter the circulation, inadequate or inappropriate cell–matrix interactions could result in disintegration of the majority of cells through a process known as anoikis. However, it has been suggested that the expression of anoikis inhibitors, such as the protein XIAP, in a subpopulation of these
cells makes them resistant to apoptosis [51]. Surviving CTCs, which are believed to be non-proliferative in the circulation [52], travel to other parts of the body until, due to either their different size or molecular adhesion, they are arrested in capillary beds at specific organs [53] [49] [40]. It should be noted that a majority of secondary tumours are formed at organs (e.g., bone, liver, lung, and brain) that are not directly connected to lymph nodes, where cancer cells floating in lymph vessels are collected. This implies that if cancer cells only enter the lymph vessels, reach a lymph node, and establish a limited metastasis there, these lesions will later shed other tumour cells into the blood circulation. Thus, cancer cells that are carried by the blood circulation, i.e. CTCs, are associated with the majority of fatal metastatic malignancies.

IV) Extravasation and secondary tumour formation: Tumour cells that are already captured at capillary beds, penetrate through the layer of endothelial cells and invade the host organ by crossing the interstitium and parenchyma [54]. The cancer cells then undergo another phenotypic alteration known as the mesenchymal to epithelial transition (MET), which, contrary to the EMT process, is associated with the reappearance of epithelial traits in those cells that have successfully invaded and inhabited the host organ. Similar to EMT, the MET process is also not fully understood, and different molecular mechanisms have been suggested or are still being investigated [55] [56].

Whether or not a cancer cell that has settled in the secondary organ regains its ability to proliferate and colonize in the new environment is contingent upon many unknown and known parameters, which mainly include the molecular makeup of the cancer cell, its new environment, and their interactions. These three factors collectively determine all major qualities (e.g., the ability to synthesize the required GFs) that cancer cells should possess to initiate the growth of a secondary micrometastasis, which is defined as an aggregate of tumour cells smaller than 2 mm but larger than 0.2 mm in diameter. Some in vivo observations in murine models has suggested that the micrometastasis formation may also begin intravascularly once the successful cancer cells are arrested on the vascular endothelium [57]. A micrometastasis then can grow to become a macrometastasis (i.e. a secondary metastatic tumour larger than 2 mm in diameter) provided that enough oxygen and nutrients are accessible, which requires the angiogenesis in the secondary tumour [49] [58].
Figure 1.1 A simplified framework for the metastatic cascade: I) The formation and growth of a primary tumour within an epithelial tissue is often accompanied by hypoxia-induced angiogenesis, which allows the rapidly dividing tumour cells to have access to oxygen and required nutrition. The primary tumour itself is composed of a heterogeneous population of cells, some of which may display stem cell properties. II) Cancer cells in the primary tumour may undergo EMT, which enables them to become more invasive. Such a phenotypic modification along with a series of complex pathways, which are mainly responsible for reduced cell-extracellular matrix (ECM) adhesion, increase the motility of cancer cells and set the stage for local invasion and intravasation. III) Once tumour cells enter the circulation, majority of them will be destroyed by anoikis or the immune system. IV) At some point, which is believed to be determined by specific physical and molecular interactions between CTCs and the secondary host organ (e.g. lung), surviving CTCs, which may have stem cells properties, leave the circulation. These cancer cells then experience a series of phenotypic changes, which results in the colonization of the host organ and the formation of a micrometastasis or a macrometastasis.

It should be noted that in addition to the naturally occurring preoperative spread of CTCs from the primary or secondary neoplasms, cancer cells could also enter the circulation during the surgical resection of the tumour or from its microscopic residues (i.e. minimal residual disease (MRD)) after the surgery [20]. Regardless of the mode by which they enter the circulation and considering the aforementioned framework, CTCs may have different fates:

1) Anoikis, disintegration by immunoediting, or transition to a dormant state while remaining in the circulation [59],

2) Cell death following extravasation,
3) Forming occult micrometastases and becoming dormant for a long period of time (5-25 years) without subsequent aggressive proliferation (possibly due to deficient angiogenesis) [60],

4) Successfully developing a malignant macrometastasis.

Hence, the metastatic process is inefficient, and only the “fittest” CTCs end up initiating a metastatic tumour. It is believed that a tumour on average throws \( \sim 1 \times 10^6 \) cells/gram of tumour into the circulation daily. However, the majority (~85%) of CTCs undergo anoikis and generally will be lysed within a few hours after intravasation [61]. Only a small fraction (~0.1%) may remain alive in the circulation after 24 hours, among which only a few cells (<0.01%) are progenitors of a metastatic tumour [62]. Thus, although CTCs are quite rare, their spread in the circulation is a necessary condition for cancer metastasis [20].

1.4.2. CTC Detection and Isolation: Principles and Methods

Two factors make the detection and isolation of CTCs challenging: i) CTCs are rare in the circulation of cancer patients and ii) there is no one marker that can reliably and efficiently distinguish these cells from other blood-borne cells. Herein, the word detection refers to direct or indirect identification of CTCs in a sample, while the word isolation indicates the separation of CTCs from all other cells in a sample. To exploit the full potential associated with CTCs, high-purity isolation of viable CTCs is as important as their detection. A variety of techniques have been developed for these purposes [63] [64] [65]. Based on their basic working-principles, in this section, different CTC detection and isolation methods have been classified into three major categories; namely, nucleic acid-based, physical properties-based, and antibody-based.

Due to the extremely low frequency of CTCs compared to blood cells, such as white blood cells (WBC) (~7×10^6 cells/mL), red blood cells (RBC) (~5×10^9 cells/mL), and platelets (~3×10^8 cells/mL), an initial enrichment step may precede some of the CTC detection and isolation methods. The enrichment should be considered as a preliminary sample preparation step, by which the majority of blood cells are removed from the sample to improve the relative concentration of CTCs. The enriched sample is then processed further for detection or isolation of CTCs. Common methods for sample enrichment include density gradient centrifugation, RBC lysis, positive or negative immunomagnetic
separation, and size-based filtration. The first two methods eliminate RBCs and platelets from the sample, leaving CTCs and WBCs for further processing in the subsequent steps. Density gradient centrifugation is based on the lower density of CTCs and nucleated blood cells (i.e. WBCs) and uses a density gradient medium to separate these cells of similar density from other blood constituents. Common issues in CTC enrichment by this method are the entrapment of CTCs within RBCs and the mixing of blood with the gradient medium during the layering process, both of which may result in CTC losses. The latter issue can be partly addressed by placing a porous membrane on top of the gradient media to prevent the mixing (e.g., OncoQuick®, Greiner Bio-One, Germany) [63]. Another variation of sample enrichment by centrifugation is enabled by RosetteSep™ (STEMCELL Tech., BC, Canada), which removes RBCs and WBCs from the sample. A mixture of antibodies that specifically crosslink RBCs to each other and to WBCs are used to form cell rosettes consisting of multiple RBCs and WBCs. Due to the higher density of these clusters, they can be effectively separated from CTCs. A comparison of this approach and a regular density gradient method has favoured the RosetteSep™ system [64]. Sample enrichment can also be performed by RBC lysis. Although CTC loss also happens during this process, a comparison between gradient centrifugation and RBC lysis has favoured the latter approach [65]. Superior enrichment results can be obtained using immunomagnetic and size-based methods that are employed to remove both RBCs and WBCs. The basic working-principles used in these methods are also exploited in CTC isolation methods.

**Nucleic acid-based methods for CTC detection**

Nucleic acid-based methods identify specific DNA or mRNA molecules in the sample to indirectly detect the presence of CTCs in a sample. To this end, specific primers are employed in polymerase chain reaction (PCR) to target known DNA or mRNA (i.e. cDNA) molecules that are extracted from the enriched sample and supposedly associate with CTC-specific genes. These genes either code for tissue-, organ-, or tumour-specific proteins or polypeptides, or, more specifically, contain known mutations, translocations, or methylation patterns found in cancer cells [66].

Owing to the fundamental amplification principle of PCR, the nucleic acid-based approach offers the highest sensitivity for CTC detection [67] [68]. It can effectively pick out the signal from an extremely small amount of the marker in the sample, meaning that a single CTC can be detected in a large sample volume (e.g., 1 CTC in 5-10×10⁶ nucleated
blood cells or >5 mL of blood). CTC detection using mRNA molecules is generally more effective. Free DNA molecules, which could have been released by necrotic or apoptotic CTCs, are stable in the circulation and can affect the PCR result and produce false-positive detections. Contrarily, mRNA molecules are unstable and will be rapidly degraded in the circulation. Hence, they can be associated with the presence of living CTCs for the most part, which makes them a superior marker for CTC detection. Accordingly, reverse transcription PCR (RT-PCR) is the major technique employed for nucleic acid-based detection of CTCs. Multiplex RT-PCR assays, such as commercially available AdnaTest kits (AdnaGen, Germany) in which the expression of multiple transcripts can be measured simultaneously, have also been used for this purpose [69]. Considering the genetic heterogeneity of CTCs, a multiplex PCR assay may provide improved sensitivity and specificity rates [70].

A crucial factor that dictates the efficacy of a nucleic acid-based approach is the specificity of the selected marker. Cancers of epithelial tissues constitute 85% of cancers. As such, epithelial-specific genes, such as those coding for different subtypes of cytokeratin (CK, an epithelial-specific intracytoplasmic protein) and epithelial cell adhesion molecule (EpCAM, a cell-surface glycoprotein), which should normally be absent in the PB, are among the most widely used tissue-specific markers. Organ-specific markers, such as genes coding for prostate-specific antigen (PSA) (prostate), mammaglobin (breast), and MUC-1 (breast, pancreatic, intestinal, and other glandular cancers), as well as tumour-specific markers (e.g., carcinoembryonic antigen (CEA), epidermal growth factor receptor (EGFR), and HER-2 genes) have also been employed [70] [71].

Nucleic acid-based CTC detection offers impressive sensitivity, yet its specificity reduces the overall accuracy of this approach. False-positive signals from tissue- and organ-specific markers could legitimately originate from a small number of non-cancerous cells that have entered the circulation due to inflammation, invasive diagnostic biopsies, or during the tumour resection surgeries [72]. Moreover, none of the markers that have been employed so far are entirely CTC-specific, and studies have confirmed that they can also be detected in blood cells. For instance, the expression of CK-19, a major marker used for CTC detection, has also been observed in immune cells [73]. Another issue that affects the specificity of these methods paradoxically arises from their high sensitivity. Since a tiny amount of mRNA or DNA in the sample can potentially be detected by this technique, sample contamination, illegitimate transcription (i.e. ubiquitously very low
amount of any gene in any cell type) [74], and pseudogenes (i.e. genes lacking intronic sequences) can unfavourably be amplified, causing false-positive results. This problem can be addressed using quantitative real-time PCR (qRT-PCR), in which a cut-off value can be set to distinguish between transcripts from tumour and non-tumour cells. However, the selection of the cut-off value poses another challenge, as the level of transcripts in different subjects and between different samples is variable and cannot be estimated easily and reliably [73]. The aforementioned issues emphasize the necessary role of a truly CTC-specific marker that can improve the specificity and sensitivity of nucleic acid-based and, as will be discussed later, antibody-based methods. Nonetheless, even if such optimal markers are found, nucleic acid-based methods have a major inherent drawback: CTCs have to be lysed before the PCR process, which prevents their direct observation, enumeration, and further analysis.

Physical properties-based methods for CTC isolation

Physical properties of cells, including size, mechanical plasticity, and dielectric properties, can be exploited to isolate CTCs from the blood.

Isolation of CTCs based on size and mechanical plasticity

Size-based isolation mainly relies on the larger size of CTCs (20-30 μm) compared to that of blood cells (8-12 μm). Based on this difference, several approaches have been proposed and include size-based membrane filters, size/deformation-based microfluidic chips, and size-based hydrodynamic methods.

In its simplest form, size-based isolation of CTCs has been realized using track-etched polycarbonate filters [75] (see Figure 1.2.a). The filter is a porous membrane containing numerous randomly distributed 8-μm-diameter holes that allow blood constituents to cross but capture the supposedly larger CTCs. Microfabrication techniques have been used to build microfilters with controlled distribution, size, and geometry of the pores (see Figure 1.2.b and c) [76] [77] [78]. In addition to producing precise dimensions, microfabrication allows the integration of sensing or manipulation mechanisms within the filter [77]. Although simple and easy-to-use, membrane filters do not offer a high purity and capture many blood cells (e.g., up to 3000 WBCs from a 1-mL sample [76]). Hence, they are often used as an enrichment step preceding nucleic acid- or antibody-based detection methods.
Size-based isolation of CTCs can be performed in a microfluidic setting, where the integration of precisely defined topography of micro-structures (traps) with the laminar flow in microchannels offers novel solutions for cell separation [79]. In addition to size disparity, the difference in mechanical properties of CTCs and blood cells has often been exploited in such devices. While the inherent deformability and smaller size of blood cells allow them to easily pass through micron-sized barriers (e.g., capillaries), CTCs that are presumably larger and stiffer might be captured. Several methods have been proposed to realize this principle (see Figure 1.3). For instance, in a pool-dam structure consisting of a series of pools that are partially connected by micron-sized gaps (Figure 1.3.a), the width of each gap can be designed so that different cells, i.e. CTCs, WBCs, and RBCs, are filtered by the associated dam and captured in corresponding pools [80]. Despite the promising results reported in the preliminary studies (e.g., recovery rate of 99.9% for high concentrations of cancer cells in spiked samples), this approach has not been further investigated for the isolation of low-abundance cancer cells or in a clinical setting. In another study, a microfluidic chip made of a wide microchannel (60 mm × 30 mm × 20 μm) whose floor is covered by arrays of micron-sized obstacles with four successively decreasing clearances (i.e. 20, 15, 10, and 5 μm) has been reported (Figure 1.3.b) [81]. It has been shown that different cancer cells with different sizes can be captured at different locations along the device, while majority of blood cells can move through.
In a more efficient size-based microfluidic approach, arrays of crescent-shaped traps composed of three adjacent micro-pillars have been used to capture CTCs from the whole blood (see Figure 1.3.c) [82]. Such a design allows higher flow rates to be used and prevents channel clogging by accumulation of cells and other debris between closely packed obstacles. More importantly, the proposed design enables the isolation of single or double CTCs per each trap, making their automatic vision-based enumeration and analysis practical. By reversing the flow direction, the trapped cells have been retrieved and cultured successfully, showing the ability of this device to isolate viable CTCs.
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**Figure 1.3** (a) Schematic of a pool-dam chip. The decreasing width of gaps between successive pools allows the separation of CTCs in the first pool, followed by WBCs and RBCs in the subsequent pools [80]. (b) Schematic of arrays of obstacles with decreasing distances. Larger CTCs are trapped between the obstacles, while smaller blood cells move freely [81]. (c) Isolation of cancer cells by crescent-shaped traps. The distance between each of the three micropillars is 5 μm which presumably results in the capture of larger cancer cells and not blood cells [82].

Size-dependent hydrodynamic forces acting on cells in a microchannel can also be exploited for CTC isolation. For example, the formation of vortices in lateral reservoirs at both sides of a microchannel has been investigated for the isolation of CTCs [83]. As the sample flows in the microchannel, the interaction of two major hydrodynamic forces (i.e. shear-gradient lift and wall effect lift) pushes the larger cancer cells into the vortices in reservoirs but does not affect the trajectory of smaller blood cells. The recovery rate for this method has been theoretically associated with the size of the target cell and the Reynolds number in the microchannel. The principle of Dean-coupled inertial migration has also been employed for CTC isolation [84] [85] [86]. The principle states that, for a particle in a spiral microchannel, the ratio of the inertial lift force, which is present in any Poiseuille flow, to the Dean drag force, defined as the centrifugal force present in a spiral
microchannel, is proportional to the third power of the particle diameter. Hence, by adjusting the microchannel width and the Reynolds number (i.e. flow rate), different cells migrate to different location along the width of the microchannel and can be subsequently isolated at designated outlets (Figure 1.4.a and 1.4.b). Using this approach, 96% and 92% of cancer and blood cells have been isolated from diluted blood samples, respectively [86].
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**Figure 1.4** (a) The layout of a spiral microchannel used for cell isolation based on Dean-coupled inertial migration. The particles (cells) in the mixture are focused on designated locations as they move within the microchannel and are collected at the associated outputs. (b) The principle of Dean-coupled inertial migration, which explains that the net force experienced by different particles in a spiral microchannel is proportional to the third power of their diameter. Hence, based on their size, particles are equilibrated at certain positions along the width of the microchannel, with larger cells closer to the microchannel wall [85]. (c) Layout of the device used for size-dependent inertial-based isolation of CTCs. Shear-modulated inertial lift force first pushes the cells toward the sidewalls, while a pinching region focuses larger CTCs at the center. When the pinched-flow enters a wider region, blood cells tend to stay close to the sidewalls and CTCs move straight to the bifurcated outlet where deferent cells are isolated separately [87].

Microfluidic flow fractionation, which combines the effect of hydrodynamic focusing and pinched flow in a microfluidic setting, has also been studied for isolation of cancer cells [87] [88]. The inertial lift force together with a series of contraction–expansion features along the microchannel act on cells to form a pinched flow with smaller blood cells close to the microchannel sidewalls and larger cancer cells in the middle (Figure 1.4.c). Once the pinched flow enters a wider V-shaped outlet, the inertial lift force keeps the smaller blood cells close to the sidewalls, while larger CTCs, driven by the inertial hydrodynamic force, continue their straight trajectory until they are collected at the designated exit (recovery rate: ~80-90%) [87] [88]. Using this approach, CTCs have been isolated from clinical blood samples with 79% sensitivity [88]. Since target cancer cells are not physically trapped in this approach (see Figure 4.c), the sample can be reprocessed through serially
connected devices to improve the purity of isolation or be sent to another device for downstream manipulation [87]. I used the basic principle of multiorifice flow fractionation for development of a size-based filter for pre-processing and enrichment of immunomagnetically labelled blood samples, which is explained in Chapter 3.

Although size-based isolation of CTCs is simple and label-free, the non-specificity of size as a biomarker could affect the efficiency of this approach. Morphological analysis of CTCs has shown that these cells are morphologically heterogeneous with either round or oval shapes and sizes varying from 4 μm to 30 μm [89]. Furthermore, in addition to our experimental observations, other biomechanical studies on primary and immortalized cancer cells show that due to degradation of the stiff cytoskeleton (mainly during EMT), cancer cells become more plastic [90]. Such pathways are responsible for the ability of the CTC to avoid the sieving action of the pulmonary microvasculature. Hence, the fundamental principle used to isolate CTCs in size/deformation-based methods may ignore more invasive, perhaps metastasis-initiating CTCs or CSCs [48].

An antibody-mediated size-based approach has been proposed to address some of these issues [91]. To address the size heterogeneity of CTCs and its overlap with that of WBCs, cancer cells have been labelled with microbeads that specifically attach to surface antigens (e.g., EpCAM). This labeling will increase the size of cancer cells by creating a layer of microbeads on the cell surface, which helps setting a clear cut-off for the size of non-target cells. It has also been proposed that labeling the cancer cells with solid microbeads will reduce the deformation of the cell-microbeads complex and increases the recovery rate (e.g., 20% vs. 92%). However, uniform surface labeling of target cells may not be achieved in practice, which can affect the main assumption employed in this approach.

**Electrokinetic isolation of CTCs**

Cells can be considered as dielectric particles, meaning that they are electrically neutral but polarizable [92]. Hence, while they are in an electric field (DC or AC), electric dipoles moments are induced in cells [93]. The magnitude and direction of these dipole moments mainly depend on the dielectric properties of the cells. These properties are themselves dominated by the polarity and conductivity of the cell membrane and the cytoplasm, and can be experimentally determined using the single-shell model [92]. Depending on their phenotype, physiological state, and morphology, different cells have
different dielectric properties, which is the basic principle employed for electrokinetic isolation of CTCs [94] [95]. In practice, when different cells are exposed to a spatially inhomogeneous AC field, based on dielectric properties of cells and the carrying medium as well as the frequency and amplitude of the field, they will experience different electrokinetic forces. These forces can be used for characterization and isolation of cells through electrorotation (i.e. the rotary motion of cells in a rotating AC field) and dielectrophoresis (DEP) (i.e. the repulsive or attractive translational motion of cells in a non-uniform AC field), respectively [96] [97].

![Diagram of DEP/G-FFF principle](image)

Figure 1.5 The DEP/G-FFF principle for cell separation. Different cells are levitated at different heights determined by the collective effect of DEP and gravity (FDEPz and Fgrav). After cells reach their equilibriums, a parabolic laminar flow having different velocity profiles at different heights (VFFF2 > VFFF1) collects the cells at the same output but at different times. Cells within the faster profile (VFFF2) are collected first, followed by the cells lie within the slower profile (VFFF1) [98].

The DEP force is inversely proportional to the length scale, making it more effective for micro-scale cell isolation using integrated microfluidic-electronic devices [99] [93]. Accordingly, a general design for devices used for DEP-based isolation of cancer cells consists of a micro-scale chamber or channel with arrays of electrodes at its floor to produce the non-uniform AC field. The isolation can be realized either by capturing cancer cells on the electrode by attractive DEP force, or by immobilizing the cancer cells within the medium by balancing the repulsive DEP force and gravitational and hydrodynamic forces (i.e. Dielectrophoretic/gravitational field-flow fractionation (DEP/G-FFF)) (see Figure 1.5) [100] [98]. Using these methods, DEP-based isolation of cancer cells from mixed cell samples has been demonstrated, and high recovery and purity rates (>95%) for samples with different cancer cell concentrations (e.g., one cancer cell mixed with 3×10^5 blood cells) have been reported [100] [98]. Viability tests have confirmed the non-invasiveness of the relatively high strength electrical fields (>2.5×10^4 V/m) employed in
this method. Nevertheless, the main disadvantage associated with the above methods is their low throughput, as sample processing is accomplished on a non-continuous basis (i.e. a stop-flow sequence) and the volume processed in each run is too small (e.g., 30-50 μL) for a typical CTC assay.

To address this issue, a device with a larger chamber capable of processing larger volumes (up to 4.5 mL) at can be used [101]. However, the sensitivity of this device has significantly decreased for large sample volumes. For example, for a 4.5 mL sample containing cancer cells mixed with ~5×10⁸ blood cells (1:1000 ratio), the recovery rate has been reduced to 10%, as the majority of cancer cells were co-eluted with blood cells. As the sample volume was decreased by 9 fold (i.e. 100 cancer cells mixed with ~2×10⁵ blood cells), the recovery rate increased to 92%. These results indicate that a non-continuous "batch-wise" method may not be a suitable approach, given that the number of blood cells in a real blood sample is higher than the values used in these works. More efficient continuous-flow microfluidic approaches have also been reported. In one study, a DEP module has been integrated with a size-based hydrodynamic step, which has been employed as the enrichment stage to remove excess blood cells [102]. Another approach employed a separate elute flow to continuously remove the levitating blood cells, while cancer cells remain within the attractive DEP field at lower heights within the chamber and are continuously collected at a separate outlet [103].

DEP-based isolation of CTCs is also label-free and delivers viable cells, but some factors may affect their application in practice. For instance, dielectric characteristic of cells can gradually change due to ion leakage, meaning that the isolation should be completed within a short duration after the sample processing starts [101]. This is not an easy task given the large sample volumes required for CTC isolation assays and the relatively slow sample processing rates achieved so far. Furthermore, the electrical conductivity of the carrying medium must be carefully adjusted to a sufficiently low value, which is not achievable for whole blood samples.

Antibody-based methods for CTC detection and isolation

All antibody-based methods are built upon a single biochemical principle, that is, antibody-antigen specific binding. These methods are the most common and effective approaches for both detection and isolation of CTCs. Antibody-based detection mainly refers to immunocytochemistry (ICC) by visual examination of cells, although other non-
visual detection techniques, such as Raman spectroscopy, photoacoustic flowmetry, and nuclear magnetic resonance, have also been used [74] [104] [105] [106]. Antibody-based CTC isolation is realized using an antibody-mediated “matrix” to which CTCs are specifically bound and, either directly or indirectly, captured. The matrix could assume two major forms: magnetic particles or a modified surface within a vessel (mostly, a microchannel). Considering the specificity of the principle employed in antibody-based isolation methods, they can theoretically achieve simultaneous detection and isolation of CTCs. However, due to the lack of a truly specific surface antigen for CTCs, this has not confidently been accomplished in practice. Herein, antibody-based methods for detection and/or isolation of CTCs are classified as ICC, immunomagnetic, and adhesion-based methods, which are reviewed in the following subsections.

The performance of any antibody-based method partly depends on the antigen (marker) that it employs. Various antigens have been exploited for detection or isolation of CTCs, among which EpCAM and different subtypes of CK are by far the most frequently used markers. However, many studies have now confirmed that not all CTCs express these markers, which may be a consequence of the EMT process. Given that the EMT process has been associated with CSCs, it is likely that any method based on these markers neglect this important subpopulation of CTCs. However, since the prognostic value of CTCs detected using such epithelial markers has been demonstrated in several clinical studies, it may be assumed that these cells (i.e. EpCAM+ and/or CK+) are surrogates of the more prominent metastasis-initialing cells or CSCs [107]. Several organ-or tumour-specific markers, such as CEA, EGFR, PSA, HER-2, MUC-1, EphB4, IGF-1R, cadherin-11, and TAG-72, have also been reported for antibody-based detection and isolation of CTCs, which has already been reviewed in several other studies (e.g., [108]). In short, none of the markers reported so far have offered the ideal performance (i.e. high expression and specificity) required for effective detection and isolation of all CTCs, with the major issue being the lack of expression by a subpopulation of CTCs. Of equal significance is the development of antibodies that specifically and readily bind to target antigens. In order to be employed in ICC or immunomagnetic methods, these antibodies should themselves be covalently conjugated to fluorophore molecules or paramagnetic particles or beads. In adhesion-based methods, chemical derivatization techniques are usually used to link the antibodies to a capture surface to which target cells should selectively adhere.
Immunocytochemistry (ICC) methods for CTC detection

CTC detection by ICC mainly refers to direct visual examination of the enriched sample to find the specifically antibody-labelled target cells. A CTC is often defined as a CK+/DAPI+/CD45- intact cell [109]. In particular, the CD45-negativity is used to increase the detection specificity by ruling out WBCs that might be illegitimately positive for the CTC marker(s). The biological and clinical significance of such cells (e.g., CD45+/CK+/DAPI+) is still unknown, although some have speculated that these cells could be phagocytic WBCs that have engulfed a CTC, or cancer stem cells that have acquired hematopoietic characteristics [110]. The nuclear dye DAPI is used to exclude positively scored cell fragments and debris. Interestingly, it has been reported that all EpCAM+/CK+/CD45-objects, regardless of their DAPI status, are prognostic [111]. In principle, ICC can be considered as the most reliable and specific method for CTC detection, although ideal performance may not be achievable in practice. In addition to sensitivity and specificity of markers, the efficiency of the optical techniques employed to interrogate the cells affects the performance of ICC methods. In general, two main approaches can be envisioned for this purpose, namely, flow cytometry and image cytometry.

The principle of flow cytometry, including the fluorescence-activated cell sorting (FACS), has usually been employed for in-house detection, enumeration, and separation of immunofluorescently labelled CTCs [112]. A multi-parameter protocol allows the evaluation of several fluorescent labels simultaneously, increasing the detection specificity [113]. However, flow cytometry has not consistently offered the high sensitivity required for detecting CTCs [114]. Aside from technical limitations and detection resolution, this may also originate from the variations in antigen expression, which could result in a poor gating definition. CTC detection through image cytometry is more popular and mainly refers to the immunofluorescence microscopy [115]. The main advantage of image cytometry is the possibility of incorporating several markers as well as different molecular (e.g., fluorescence in situ hybridization (FISH)) or cytomorphological (e.g., N/C ratio) assays in the detection procedure, which improves the specificity of detection [116]. Image cytometry by manual examination of numerous slides, even after sample enrichment, is not a practical task. Thus, a variety of laboratory or commercial automated digital microscopy (ADM) systems have been employed for this purpose. In addition to higher-than-manual throughput and repeatability, ADM systems can offer computerized post-processing analysis of the image data (see Figure 1.6) [117] [118].
Figure 1.6 Automated quantitative FISH analysis of detected CTCs from colorectal (panel A) and ovarian (panel B) cancer patients. In each panel, the left column depicts detected CTCs at ×100 magnification labelled for EpCAM (green), CK-7/8 (Cy5), and DAPI (blue). The middle column shows FISH results for chromosome 7 and 8, and the last column is a pseudo colored map of detected FISH signals (dots) within the nucleus of each CTC. Based on the automatic enumeration of dots, the system confirms the identity of detected CTCs [117].

Sensitivity and throughput of image cytometry methods can be improved using more efficient optical techniques. A modified ADM system, the laser scanning cytometry is another image cytometry technique used for the detection of CTCs [119]. It can be considered as a 2D flow cytometry system that exploits a monochromatic laser beam to scan and analyze the slides through rigorous image processing algorithms. Higher sensitivity and speed compared to conventional ADMs have been achieved, thanks to the effective excitation and shorter exposure times possible using the laser [120]. Higher throughputs can be achieved using another optical technique called the fiber-optic array technology [121]. Enabled by an array of optical fibers, this technology exploits a laser raster over a very large field of view (e.g., 50 mm) to rapidly scan a large substrate (9.5cm×4.5cm) on which immunofluorescently labelled cells are fixed.

CTC detection by image cytometry is a popular approach that has also been employed by the CellSearch® system (Veridex, NJ, USA), which is the only clinically approved assay for CTC detection (see “Immunomagnetic methods for CTC isolation” for details). By skipping the enrichment step and examining all nucleated cells in the sample, another image cytometry system, the HD-CTC assay has achieved ~99% detection sensitivity [122]. Since the sample has not been subjected to any enrichment process, this method has also been able to detect CTC aggregates in some samples [123]. Whether these circulating CTC aggregates have been broken off from the tumour body or have
formed intravascularly after CTCs dock on the endothelial wall of the blood vessels is not known. However, they may have a high clinical significance as it has been postulated that they can more easily lodge in the capillary beds and initiate a micrometastasis [123].

EPithelial ImmunoSPOT (EPISPOT), a modification of the enzyme-linked immunosorbent spot (ELISPOT) assay, can also be classified as a novel antibody-based approach that only detects living CTCs and has prognostic significance for a variety of carcinomas [124] [125]. CTCs are detected based on a “footprint,” which is created by secretion of one or more CTC-specific proteins after the negatively-enriched sample is cultured on a surface covered by antibodies against those proteins. After removing the cells from the surface, a secondary set of fluorophore-conjugated antibodies are employed to label the captured proteins on the surface. Since proteins are only secreted by viable CTCs, this method only detects living CTCs. Since the surface can be treated with different antibodies, the expression of several proteins can be analyzed concurrently.

**Immunomagnetic methods for CTC isolation**

Almost all cells, except for deoxyhemoglobin RBCs, are either diamagnetic or very weakly magnetic [126]. Hence, a magnetic field can be used to effectively isolate CTCs from the blood if their magnetic property is selectively modified. To this end, CTCs can be tagged using antibody-conjugated magnetic beads (diameter: 0.5-5µm) or nanoparticles (diameter: 50-250nm) that often bind to a specific surface antigen, although intracellular antigens can also be targeted [127] [128]. Once immunomagnetically labelled, the sample is exposed to a non-uniform magnetic field, causing the labelled cells to migrate towards the regions of higher magnetic flux density (MFD) where they are captured [129]. Except for the intracellular labeling which entails membrane permeabilization, immunomagnetic methods yield viable cells as magnetic labels often do not interfere with the biological function (e.g., gene expression profile [130]) of cells.

In general, the performance of an immunomagnetic method is determined by three factors, including a) the expression and specificity of the target antigen and the binding quality of the associated antibody, b) the efficiency of immunomagnetic labeling process and magnetic particles, and c) the magnetic separation mechanism that isolates labelled cells. Immunomagnetic methods have often been employed as an effective enrichment step. However, by optimizing these factors, particularly the separation mechanism, the
principle of immunomagnetic cell separation can simultaneously achieve high recovery and purity rates, rendering single-step detection and isolation of CTCs [131] [130].

An overexpressed surface antigen could increase the uptake of immunomagnetic particles, which in turn reinforces the magnetic force acting on cells and facilitates their isolation. EpCAM has often been used for this purpose; however, as it was explained earlier, the expression of EpCAM may vary among CTC subpopulations [132]. In the lack of an ideal marker, one approach to partially overcome this issue is to use a “cocktail” of antibodies to target multiple antigens [133]. Another approach, which is independent of the phenotype of CTCs, is to negatively isolate CTCs by lysing RBCs and using specific markers (e.g., CD45 or CD61) to magnetically remove WBCs from the sample [134] [135] [136]. Such an approach is not biased by a particular CTC marker and leaves the CTCs untouched. However, since WBCs largely outnumber CTCs, to achieve an acceptable purity, the separation method should have a very high recovery rate. In other words, even a small percentage of non-recovered WBCs will translate to a large number of background cells and reduce the purity.

In addition to the target antigen and its antibody, both the labeling protocol (i.e. direct or indirect labeling and the reagents) and the magnetic particles (i.e. their size and composition) can also affect the performance of immunomagnetic methods [136] [137]. The binding between primary antibody and magnetic particles could be achieved either directly or indirectly through secondary antibodies that are already bound to magnetic particles and can specifically bind to a specific epitope on the primary antibody (see Figure 1.7). Compared to a direct (single-step) method, an indirect (two-step) approach can potentially achieve a higher labeling efficiency (i.e. magnetic particle density per cell). For instance, up to a 15-fold increase in the labeling efficiency has been observed for an indirect approach when a proper chemistry was employed [138]. The improved performance of an indirect method can be related to the ability of each primary antibody to attach to more than one magnetic particle through several secondary antibodies that bind to the primary antibody. Moreover, a secondary ligand-receptor interaction with a strong affinity and fast dynamics could improve the immunomagnetic labelling significantly. The size of magnetic particles can also affect the overall efficiency. For instance, for an overexpressed surface antigen, using larger particles could actually reduce the overall magnetic load due to steric hindrance [139].
Figure 1.7 Various direct and indirect methods for immunomagnetic labeling [136]. Protocols A and D show direct labeling using magnetically-labelled primary antibodies. Protocols B and C depict the indirect labeling using magnetically-labelled secondary antibodies that bind a hapten-conjugated primary antibody attached to a surface antigen. Protocols E and F represent another indirect labeling approach using tetrameric antibody complex (TAC) structures that bind to the surface antigen and a receptor (often dextran) on the magnetic particles.

Macro-scale Separation Structures

The third factor affecting the performance of an immunomagnetic approach is the magnetic separation mechanism used to capture labelled target cells. In general, the separation can be realized at macro or micro scales. Macro-scale methods offer a higher throughput and have often been employed for enrichment purposes. In batch-wise separation approach, the whole labelled sample is subjected to a magnetic field at once, resulting in the migration of labelled cells to the regions of higher MFD. Different mechanisms have been designed based on this concept, ranging from a simple test tube placed next to a permanent magnet (e.g., EasySep™, STEMCELL Tech., BC, Canada) to more complex mechanized platforms (e.g., CellSearch® system). An alternative approach which can effectively process larger volumes is the continuous-flow separation, in which the sample is continuously fed through the separation module. This module either contains a magnetically activated filter (e.g., steel wool columns) to capture and retain the labelled cells or use the principle of magnetophoresis to selectively deviate the labelled cells within the flow and collect them at designated outputs [140] [141].

Combining immunomagnetic sample enrichment and image cytometry, the CellSearch® system is still the only Food and Drug Administration (FDA)-approved platform for detection and enumeration of CTCs. The sample preparation and cell labeling in this system is performed using an automated module. The enriched labelled sample
(e.g., ~300 µL extracted by lysing a 7.5-mL blood sample) is then transferred to a magnetic cartridge that is loaded into a four-color ADM. Once loaded, the magnetic cartridge is activated, causing the magnetically EpCAM-labelled cells to migrate and attach to the surface of the cartridge which is then scanned for different labels separately. The detection results should be reviewed by an operator for final verification. High degree of repeatability and inter- or intra-assay accordance have been reported for this system, thanks to the automated sample preparation procedure as well as the stringent criteria used to define a CTC (i.e. CK+/DAPI+/CD45- intact cells with round or oval morphology) [142] [143]. The CellSearch® system has been employed in numerous large-scale clinical studies that are associated with the majority of current data about the clinical utility of CTCs.

While the CellSearch® assay has not generally detected CTCs in healthy blood samples, the number of CTC-positive patients as well as the frequency of CTCs detected in these patients tends to be low [144] [89]. In addition to possible cell loss during aggressive preprocessing (e.g., lysing RBCs), this reduced detection sensitivity could also arise from the immunomagnetic labelling step that only selects EpCAM+ cells [145] [146]. For instance, a comparative study involving 48 breast cancer patients has reported that using CK along with EpCAM for the immunomagnetic enrichment step could increase the recovery rate up to 20% [127].

Although the isolation of a single cancer cell spiked into a minimum volume of 1 mL of blood has been achieved by such macro-scale methods, significant variations can be observed in the reported recovery rates (10-90%) with an average close to 50-60% [147] [148] [149]. This can in part be explained by the steep decrease in the MFD gradient (hence, the magnetic force) as one moves away from the maximum MFD point. In other words, the magnetic gradient created by a separation structure can readily manipulate the labelled cells only within a limited distance. This renders some macro-scale mechanisms, whose length scale may vary between a few millimeters to a few centimeters, less effective. A clever approach has been proposed by continuously relocating the regions of high MFD gradient within the sample and close to all labelled cells [130]. The system is essentially a robotic arm that is equipped with a magnetic rod covered by a thin plastic layer with minimum nonspecific adherence to non-target cells. Isolation of EpCAM-labelled CTCs from the whole blood samples contained in a multiwell plate has been achieved by automatically sweeping the magnetic rod within the wells.
Micro-scale Separation Structures

Taking advantage of microfabrication and microfluidic technologies, the sample can be processed at a scale small enough to effectively exploit the strong MFD gradient created in close vicinity (i.e. several micrometers) of a magnetic source. The isolation efficiency in an immunomagnetic microfluidic chip is mainly governed by an equilibrium between hydrodynamic and magnetic forces acting on the labelled cells [150]. The controllable dynamics of laminar flows in microchannels and, therefore, the net force acting on labelled target cells can be adjusted such that labelled cells are either captured at regions of maximum MFD, or deterministically moved and collected at specified regions in the microchannel [129] [141]. For example, micro-scale immunomagnetic capture of CTCs has been realized by simply securing a rectangular microchannel on top of a stack of permanent magnets (see Figure 1.8) [131]. As the sample flows in the microchannel, the MFD gradient created between adjacent magnets attracts and immobilizes the EpCAM-labelled cancer cells on the microchannel floor. Another design consisting of a straight microchannel with several square indentations at its sidewall has been used to isolate CTCs from murine cancer models [151]. The magnetic field gradient created by a permanent magnet placed beside the chip pulls the EpCAM-labelled cells towards the sidewall where they eventually enter and get trapped in microfabricated indentations.

![Figure 1.8](image)

Figure 1.8 (a) and (c) the microfluidic chip used for immunomagnetic isolation of cancer cells from whole blood. Magnet blocks are used to create the magnetic field gradient required to attract magnetically labelled cells at the bottom of the microchannel as depicted in (b). The sample is continuously pumped through the microchannel, causing the non-captured (blood) cells to exit the chip [131].

Micro-magnetophoretic isolation of cancer cells can be performed by incorporating microfabricated magnetic concentrators within a microchannel to produce the MFD gradient required to selectively deviate and collect the flowing labelled cells [152] [91]. An
alternative magnetophoretic approach consisting of a straight microchannel with two current-carrying wires at both sides has been reported by Plouffe and colleagues [153] (Figure 1.9). Taking advantage of the laminar nature of flow in microchannels, the sample has been separated into two streams to efficiently sheath a buffer solution at the center of the microchannel. Once the current is passed through the wires, a magnetic field is created, forcing the labelled cells to move from both sample streams into the buffer collection stream.

![Diagram of magnetophoretic displacement](image)

**Figure 1.9** Isolation of cancer cells by magnetophoretic displacement in a microchannel. (a) The device composed of a straight microchannel with two wires at each side. A buffer collection solution splits the sample solution into two separate streams at both sides. (b) A cross-sectional illustration of the device showing a magnetic field created by the anti-parallel current in wires. (c) A top view of the microchannel showing magnetic entities (i.e. labelled cancer cells) moving away from the high magnetic flux regions into the collection stream [153].

**Adhesion-based methods for CTC isolation**

Adhesion-based methods rely on the affinity of CTCs to a capture surface whose biochemical and, occasionally, topographical properties have been modified. It has been shown that modifying topographical properties of an antibody-coated surface can enhance the cell adhesion up to 10 folds by increasing the local interactions between the nano-structured surface and membrane features without compromising the cell viability [154]. Unlike immunomagnetic methods, adhesion-based isolation of CTCs does not require labeling the cells prior to the isolation process. Adhesion-based CTC isolation can be performed either in batch-wise (static) or in continuous-flow microfluidic modes, although the latter approach is far more efficient and common [155] [156]. In batch-wise adhesion-based assays, the sample is first incubated on the capture surface for a given duration. Next, non-adherent, supposedly non-target cells are washed off, leaving CTCs attached
to the surface. For example, a proprietary collagen-coated surface has been employed to detect and isolate CTCs from patients with metastatic and local carcinomas of different origins [157] [158]. Due to the tendency of metastatic cancer cells to invade collagenous tissues (e.g., the bone matrix), it has been suggested that this method captures the more invasive subpopulation of CTCs.

The sensitivity and selectively of adhesion-based methods can be improved using continuous-flow microfluidic approaches in which the flow dynamics can be adjusted such that the target cells can effectively interact with the capture surface while any non-specific adhesion is prevented by the hydrodynamic shear. The adhesion of target cells to the capture surface in a microfluidic device is characterized by a balance between the hydrodynamic force and the affinity and dynamics of the ligand-receptor binding [156] [159] [160]. Accordingly, several parameters affect the adhesion efficiency, including the microchannel’s Reynolds number (i.e. the flow rate), cell-surface collision frequency, and probability of cell adhesion following a collision [155] [161]. The flow rate affects duration as well as frequency of collisions, both of which can also be increased by expanding the effective area of the capture surface [162]. The flow rate also determines the hydrodynamic shear acting on both target and non-target cells. Ideally, it should be high enough to achieve a reasonable throughput and purity, while the recovery rate and cell viability are not compromised [163]. The probability of bond formation following a collision depends on the affinity and dynamics of the receptor-ligand bond, the expression of the receptor on CTCs, and the concentration and orientation of binding sites on the ligands that coat the capture surface [161] [164].

Microfluidic adhesion-based isolation of CTCs can be achieved by running the sample through a straight microchannel whose inner surface has been coated with an antibody against CTCs. However, the highly laminar streamlines developed in such a microchannel prevent cell-surface collision (see Figure 1.10.a). To address this issue, a passive mixing mechanism can be employed to disrupt the laminar flow in a straight microchannel and increase the diffusive movement of cells at practical flow rates (Figure 10.b) [165]. Another approach to increase the frequency of collisions is to employ a curvilinear (e.g., sinusoidal) design for the microchannel [166]. Regardless of the flow rate, the dynamics governing the flow in such a design shifts the cells towards one of the antibody-coated sidewalls, allowing a high throughput without sacrificing the sensitivity. Based on this design, a microfluidic chip composed of several parallel microchannels
whose walls are coated with an anti-EpCAM antibody or an anti-prostate-specific membrane antigen (PSMA) aptamer has been developed and used for isolation of different cancer cell lines from spiked blood samples [167] [168]. The adhesion efficiency can be further improved if instead of a flat surface, a nano-structured [169] [170].

![Figure 1.10](image)

**Figure 1.10** (a) Cells flowing within the laminar streamlines in a straight microchannel do not come in contact with the capture surface. (b) A passive mixing mechanism, known as herringbone mixer, composed of micron-sized grooves in the upper surface of the microchannel can increase the diffusive movement of cells and the cell-surface collision frequency [165]. (c) Increasing the effective capture surface by inclusion of microposts in a straight microchannel. Adopted from [171]. (d) A modified geometrical and spatial configuration of microposts can increase the recovery rate and purity by maximizing CTC-micropost collisions and minimizing blood cell-micropost collisions. CTCs and blood cells are depicted in blue and yellow, respectively [172].

The collision frequency can also be increased by expanding the effective surface area using 3D structures (e.g., microposts) within the microchannel (Figure 1.10.c). This approach was first introduced in the CTC-Chip, a wide silicon-based microchannel containing an array of 78,000 microposts activated against EpCAM [173]. Due to the high rate of collisions enabled by the dense array of microposts, it has been shown that varying expressions of EpCAM by target cells does not affect the recovery rate. By further improving the relative alignment of microposts, minimum collision between blood cells and microposts has been achieved, while the frequency of CTC-micropost collisions has been maximized (Figure 1.10.d) [172]. Other variations of the micropost-enabled immunocapture, including different material (e.g., a polydimethylsiloxane (PDMS)-based chip [174]), different micropost size and distribution [161], or different ligands and receptors (e.g., using oligonucleotide aptamers instead of antibodies or using the streptavidin-biotin affinity [161] [175]), have also been reported. In particular, using the streptavidin-biotin affinity for adhesion-based isolation of CTCs can potentially increase
the recovery rate as target cells can be labelled against multiple surface antigens using a cocktail of biotinylated antibodies [176].

To avoid the lengthy processes of surface derivatization, commercially available immunomagnetic microbeads have been used to create capture beds within the microchannels. For instance, self-assembled microposts can be created by vertically stacking biofunctionalized microbeads over a microfabricated pattern defined at the bottom of the microchannel [177] [178]. Although these methods are easy to implement some issues, including low throughput to prevent collapsing the self-assembled microposts or channel clogging due to accumulation of microbeads may hinder their application in practice.

The process by which CTCs adhere to the endothelium prior to their extravasation can also be mimicked to capture these cells [179]. For this purpose, the inner lumen of a microtube can be coated with E-selectin and a CTC-specific antibody, followed by a layer of halloysite nanotubes. The nanotubes physically engage the flowing cells, which then make transient bonds with E-selectin, decelerate, and start rolling on the surface of microtube. CTCs are then captured by the specific (and usually slower) bonding between specific antibodies and surface antigens.

1.5. Contributions

The main goal of the research presented in this thesis was to develop a system capable of isolating rare cancer cells from blood samples with high sensitivity (>65%) at a practical throughput (≥100 μL/min). This goal was achieved by successfully accomplishing several sub-goals, resulting in the following contributions:

1- A comprehensive critical review of the CTC isolation problem: A critical review of the biological and clinical significance of CTCs as well as different methods for their isolation from the blood was performed in the initial phase of this research. The objective of this review was to gain a solid understanding of the CTC problem and state-of-the-art technologies used for CTC detection and isolation. This study was published in the high impact factor journal *Biotechnology Advances* in 2013 and has been cited by other researchers.
frequently (77 citations according to Google Scholar and 48 citations according to Web of Science as of June 15th, 2017) [180].

2- Design, microfabrication, and experimental characterization of a novel integrated microfluidic magnetic chip for immunomagnetic isolation of cancer cells: During this phase of the project, the basic working-principle of an integrated microfluidic magnetic chip was first developed. Next, proof-of-principle experiments were carried out using several prototypes. The final optimized device was then rigorously tested under different experimental conditions. The macro-to-micro interfacing was also optimized through empirical evaluation of different protocols and configurations. The results confirmed that the proposed chip can capture immunomagnetically labelled cells with close to 100% sensitivity at very low concentrations (<20 cells/mL). These preliminary findings were published in Biomedical Microdevices [181].

3- Design, microfabrication, and experimental evaluation of a novel microfluidic chip for magnetically-enhanced active size-based cross-flow filtration of magnetic particles: An inherent problem in immunomagnetic cell isolation is the non-specific capture and accumulation of free unbonded magnetic particles by the magnetic separation mechanism employed to capture immunomagnetically labelled target cells. These redundant beads not only could affect the magnetic capture of target cells, but also hinder the visual detection of captured cells and might compromise their viability. To fundamentally address this issue, these particles should be removed from the labelled sample before it is exposed to the magnetic separation mechanism. To this end, the basic working principle of a novel magnetically-enhanced active size-based approach based on the general principle of microfluidic cross-flow filtration was proposed. Several prototypes with extremely low feature sizes and high aspect ratios were fabricated. Experimental observations concluded that due to the intrinsic plasticity of cancer cells, this method may not be highly effective for this particular application. However, the proposed filtration principle would be a practical approach for sensitive and specific separation of magnetic particles from diamagnetic entities. We are planning to further optimize and examine the performance of this approach for such applications in the near future.
4- Design, microfabrication, and experimental analysis of a microfluidic platform for size-based enrichment and immunomagnetic isolation of rare cancer cells from spiked blood samples: To address the free magnetic particles problem mentioned earlier, another filter based on the principle of microfluidic multiorifice flow fractionation was designed and fabricated. The filter, which was able to remove ~80% of free magnetic particles with ~85% specificity, was then integrated with the magnetic chip, forming a microfluidic platform for two-stage size-based enrichment and immunomagnetic isolation of cancer cells from blood samples. Experimental analyses of this platform confirmed that it can capture blood-borne prostate cancer cells with high sensitivity (up to ~75%) at clinically meaningful low concentrations (5-20 cells/mL) and a practical throughput (200 μL/min). We are currently preparing a manuscript to present these latest results in Lab on a Chip.

Although not entirely relevant to the scope of this thesis, another contribution during my PhD studies was the following:

5- Development and experimental verification of a novel machine-vision system for automated localization of nucleic and cytoplasmic micromanipulation sites on low-contrast adherent cells: Adherent cells include a wide range of mammalian cells and are usually thin with highly irregular morphologies. As such, the automated micromanipulation of these cells is a beneficial yet challenging task. As a member of a team working on the development of a robotic automated SCE system, I proposed the necessary problem of machine vision-based automated localization of micromanipulation sites on the nucleus as well as the cytoplasm of thin adherent cells, and developed and implemented a novel image processing algorithm for this purpose. The results of this work were published in Medical & Biological Engineering & Computing and IEEE Transactions on Biomedical Engineering [2] [3]. It should be noted that the knowledge and skills I acquired during this first part of my PhD research are closely linked and will be subsequently applied to the next phase of my research on CTCs for automated machine-vision based enumeration and analysis of captured CTCs.
Chapter 2.

An Integrated Microfluidic Magnetic Chip for Immunomagnetic Isolation of Cancer Cells

2.1. Microfluidic Immunomagnetic Cell Isolation

2.1.1. Background

As thoroughly discussed in the previous chapter, a variety of principles can potentially be employed for CTC isolation. Among these, antibody-based approaches are the most effective techniques. To recapitulate, antibody-based isolation of CTCs, which for the most part is based on specific surface antigens (or markers) that are expressed by cancer cells, has been realized at both macro and micro scales, either directly on a functionalized capture bed or indirectly using immunomagnetic particles. The specificity of the antibody-antigen affinity when augmented with the magnetic force that can be applied on immunomagnetic particles can offer highly sensitive and selective solutions for cell isolation from blood samples. The magnetic force exerted on a magnetic entity, such as a magnetically labelled cell, partly depends on the strength and gradient of the flux density produced by the magnetic source [129] [182]. This magnetic source could be an electromagnet, a permanent rare earth magnet, or some soft magnetic material that should in turn be magnetized by a primary source. Regardless of the type of source, the MFD drops quickly (∝ 1/r^3) as the distance (r) from the source increases, reducing the force experienced by labelled cells and hence the sensitivity of cell capture [150]. Taking advantage of microfabrication and microfluidic technologies, the sample can be processed at a scale small enough to effectively exploit the strong magnetic force created in close vicinity (ideally several micrometers) of the magnetic source, thereby increasing the sensitivity of magnetic cell capture.

Therefore, I chose to study a microfluidic immunomagnetic approach in my research on the isolation of CTCs from the blood. Such an approach has occasionally been employed for CTC isolation by other researchers [91] [131] [134] [183]. However, in majority of these works, cell separation is accomplished via magnetophoresis, where labelled cells are deflected from the continuous flow in a microfluidic channel, either by an
external source or a series of soft magnetic structures (e.g., wires) embedded inside the microfluidic channel. These cells are then collected at a separate outlet for off-chip enumeration or characterization. In the proposed method in this thesis, cancer cells are captured at addressable locations on the chip, which would facilitate the automated in-situ enumeration and analysis of single cells using machine vision.

2.2. Theory

Almost all cells, including blood constituents, are either diamagnetic or very weakly magnetic [126]. Therefore, a magnetic force can be used to exclusively isolate target cancer cells from the blood provided their magnetic property is selectively modified using magnetic particles that specifically bind to a certain surface marker on the cancer cells. Once the sample is exposed to a non-uniform magnetic field, the field gradient forces immunomagnetically labelled cancer cells to migrate towards regions with the highest MFD where they are eventually captured [129] [150]. The isolation of cells in such a framework is characterized by the interaction of several magnetic and hydrodynamic forces acting on labelled cells. These forces include diffusion (i.e. Brownian motion (F_B)), gravity (F_g), buoyancy (F_b), inertia (F_i), Stokes’ drag (F_d), and magnetic force (F_m) (see Figure 2.1).

Figure 2.1 A simplified 2D demonstration of different forces acting on a magnetically labelled cell in a microchannel. The magnetic source in this figure could represent a magnetic micro-concentrator or a region of high MFD. Black circles represent magnetic particles/beads.
The Brownian motion within the fluid can be calculated using the random walk theory [184]:

\[ \Delta \vec{r} = \sqrt{2D \Delta t} \]  \hspace{1cm} (2.1)

where \( \Delta r \) is the diffusive movement in \( \Delta t \) seconds at any direction for a cell whose diffusion constant is \( D \). The diffusion constant is calculated using the Stokes-Einstein equation:

\[ D = \frac{K_B T}{6 \pi \eta R_c} \]  \hspace{1cm} (2.2)

where \( K_B \), \( T \), \( \eta \), and \( R_c \) are the Boltzmann's constant, temperature, viscosity of the carrying medium (e.g., blood or buffer), and the average cell diameter, respectively. Assuming that a cell's journey within the carrying medium at the room temperature (25 °C) lasts <10 seconds (before it is captured), the maximum Brownian motion of the cell in the blood and the buffer would be 0.295 μm and 0.700 μm, respectively. Thus, considering the typical characteristic dimension of different prototypes studied in this research (i.e. the microchannel height = 55±5 μm), the Brownian motion can be safely neglected.

The counteracting forces of gravity and buoyancy are calculated, respectively, as follows:

\[ \vec{F}_g = V_c \rho_c g \]  \hspace{1cm} (2.3)

\[ \vec{F}_b = -V_c \rho_b g \]  \hspace{1cm} (2.4)

where \( V_c \), \( \rho_c \), and \( \rho_b \) are cell volume, and cell and the carrying medium density values, respectively. Considering typical densities of a cell \( (1.077 \times 10^3 \text{ kg/m}^3) \) and the blood \( (1.060 \times 10^3 \text{kg/m}^3) \) [185] [186], it can be assumed that these forces cancel each other [187]. Since the Reynolds number for the proposed prototypes in this research remains very small (e.g., \( \ll 1 \)), the inertial force can also be neglected [186].

Considering these assumptions, labelled cells are mainly affected by drag and magnetic forces. Drag is a hydrodynamic resistance experienced by labelled cells while the magnetic force exerted on magnetic particles that are bonded to the cells pull them
toward the regions of high MFD. Assuming a laminar flow within the device and a spherical shape for the cells, the drag can be calculated using Stokes’ Law as follows:

$$\vec{F}_d = 6\pi \eta R(\vec{v}_f - \vec{v}_c)$$  \hspace{1cm} (2.5)$$

where $\eta$, $R$, $\vec{v}_c$, $\vec{v}_f$ are fluid viscosity, cell radius, cell velocity, and flow velocity, respectively. The magnetic force experienced by a labelled cell can be estimated by integrating the magnetic force exerted on each magnetic particle (or bead) attached to the cell. For a single magnetic particle, the magnetic force is calculated as follows:

$$\vec{F}_m = (\vec{m} \cdot \nabla)\vec{B}$$  \hspace{1cm} (2.6)$$

where $\vec{m}$ and $\vec{B}$ are total magnetic moment and the MFD, respectively. The total magnetic moment of a particle is found by multiplying its effective magnetic volume ($V_p$) by its volumetric magnetization ($\vec{M}$). The volumetric magnetization in turn is defined as $\vec{M} = \Delta \chi \vec{H}$, in which $\vec{H}$ is the magnetic field strength and $\Delta \chi$ is the difference between the volumetric magnetic susceptibility of the particle ($\chi_p$) and that of the medium ($\chi_f$). Given $\vec{B} = \mu_0 \vec{H}$, the magnetic force exerted on a single magnetic particle can be written as:

$$\vec{F}_m = \frac{V_p \Delta \chi}{\mu_0} (\vec{B} \cdot \nabla)\vec{B}$$  \hspace{1cm} (2.7)$$

where $\mu_0$ is the magnetic permeability of vacuum. Taking the Maxwell equation ($\nabla \times \vec{B} = 0$) into account, equation (2.7) can be rewritten as follows:

$$\vec{F}_m = \frac{1}{2\mu_0} \Delta \chi V_p \nabla |\vec{B}|^2$$  \hspace{1cm} (2.8)$$

If a cell is labelled with $N$ particles, the magnetic force exerted on the cell will be [188]:

$$\vec{F}_m = N \frac{1}{2\mu_0} \Delta \chi V_p \nabla |\vec{B}|^2$$  \hspace{1cm} (2.9)$$

Thus, the sensitivity and selectivity of an immunomagnetic cell isolation approach are largely determined by the collective effect of the following factors:

(a) the expression and specificity of marker and the quality of associated antibody (i.e. $N$)
(b) the quality of immunomagnetic labelling process and magnetic particles (i.e. \( N, \Delta \chi, V_p \))

(c) the magnetic separation mechanism used to capture labelled cells (i.e. \( \nabla \vec{B}^2 \))

The performance of a microfluidic immunomagnetic approach is also governed by an equilibrium between hydrodynamic drag and magnetic forces acting on labelled cells. The controllable dynamics of laminar flows in a microfluidic chip and, therefore, the net force acting on labelled cells can be adjusted such that they are captured at a practical throughput. By optimizing all these factors, particularly the magnetic separation mechanism, the principle of immunomagnetic cell separation can simultaneously achieve high recovery and purity rates. In the next section, I have explained my approach for design and optimization of these factors.

2.3. Materials and Methods

2.3.1. PSMA and Prostate Cancer

A key factor defining the performance of an immunomagnetic cell isolation approach is the expression and specificity of the marker and the quality of the associated antibody (i.e. \( N \) in (2.9)). Ideally, a CTC marker should be expressed on the surface of all target cancer cells but almost absent on other circulating non-tumour or blood cells. PSMA, also known as glutamate carboxypeptidase II, N-acetyl-\( \alpha \)-linked acidic dipeptidase I, or folate hydrolase, has nearly such qualities for prostate cancer cells. Physiologically, PSMA contains a binuclear zinc site and acts as an enzyme (glutamate carboxypeptidase (GCPII)) on small molecule substrates, including folate, the anticancer drug methotrexate, and the neuropeptide N-acetyl-L-aspartyl-L-glutamate [189]. The enzymatic role of PSMA in the function of prostate cells is not fully understood, but it can potentially be employed for designing prodrugs [189] [190]. Structurally, PSMA is a type II transmembrane glycoprotein with a large extracellular polypeptide chain (707/750 amino acids) (see Figure 2.2)

PSMA is overly expressed in prostate cancer cells and nonprostatic solid tumour neovasculature and expressed at lower levels in other tissues including healthy prostate, kidney, liver, small intestine, and brain [189]. It has been shown that the PSMA expression
increases with prostate cancer aggressiveness and androgen-independence [189] [191] [192] [193] [194]. Therefore, while its large extracellular domain and over-expression can increase the sensitivity of labelling, the fact that PSMA is dominantly observed on prostate tumour cells and its expression level is associated with the malignancy of the tumour make it a highly specific marker for the isolation of CTCs in prostate cancer. It should be noted that the majority of immunomagnetic CTC isolation systems, including the FDA-approved CellSearch® system, only capture prostate cancer cells that sufficiently express EpCAM. However, it has been shown that the EpCAM expression among cancer cells varies significantly, which may be a direct consequence of the EMT process [46]. For example, it has been shown that only 40-70% of PSMA-positive CTCs express variable levels of EpCAM [195]. Moreover, given that the EMT process has been associated with metastasis-initiating cancer cells [10] [11] [48], it is likely that such systems neglect an important subpopulation of CTCs [196] [197]. Thus, in this study, PSMA was selected as the marker and was targeted using a highly efficient proprietary monoclonal antibody that had been developed by our collaborators at the British Columbia Cancer Agency.

![Figure 2.2 (a) The simplified molecular structure of PSMA [190] (b) Ribbon diagrams of side and top view of PSMA [189]](image)

It is worth emphasizing that prostate cancer (PCa) is the most prevalent non-cutaneous malignancy and the second most fatal form of cancer among men [198]. PCa is usually diagnosed as a localized disease through digital rectal exam or PSA screening. The latter has been criticized for its high false positive rate, resulting in over-diagnosis or overtreatment of early/benign neoplasms [199]. Given that PCa is largely driven by the androgen axis, the management of local PCa often involves surgical or medical castration,
radiation therapy, or a combination of both. While majority of patients treated for localized PCa go on to live without significant complications for years, others (~30%) will present with metastatic spread of malignancy to distant sites, mostly to bone. In majority of cases, the metastatic disease continues to progress despite ongoing first-line androgen-deprivation therapy (ADT) and castrate levels of testosterones. Such a condition is known as metastatic castration-resistant prostate cancer (mCRPC), which is the lethal form of PCa. Prior to the approval of docetaxel (an anti-mitotic chemotherapy agent from the taxane family) that was followed by five other therapies (i.e. abiraterone, enzalutamide, cabazitaxel, radium-223 dichloride, and sipuleucel-T), treatment options for mCRPC patients were merely palliative. The introduction of these agents is changing the therapeutic landscape of mCRPC, providing oncologists with an armamentarium of therapies that have shown survival benefit through tumour growth inhibition [199]. Additionally, other novel agents (e.g., custirsen, cabozantinib, etc.) are being investigated in late-phase clinical trials and may soon be added to this list. Nevertheless, the sequence by which these therapies are applied for individual patients is not entirely optimized to maximize the benefit and minimize the toxicity and cost. Despite patient stratification based on symptoms, existing guidelines almost follow a one-size-fits-all approach that is based on meta-analysis of data from clinical trials [200] [201]. Such data may be differentially biased by prior treatments or not portray real-world populations, for example by accruing patients with a certain performance status and skipping those with a poor status or asymptomatic patients.

Precision oncology, in which predictive molecular biomarkers are employed and screened to identify particular drugs that benefit a patient, can improve both the survival and quality of life (QOL) of mCRPC patients. Given the molecularly heterogeneous nature of cancer and the selection pressure exerted on cancer cells during each line of treatment, it is necessary to monitor these biomarkers continuously [202]. However, considering that bone is the major site of metastasis in PCa, performing multiple biopsies is anatomically impractical. CTCs could be ideal specimens that can be obtained relatively easily and regularly, and provide the real-time single-cell level molecular data about the malignancy. As an example, it has been shown that mCRPC patients whose CTCs express androgen receptor (AR) splice variant 7 (AR-V7) develop resistance against anti androgen-axis agent abiraterone and enzalutamide, but benefit from docetaxel and cabazitaxel [35] [203]. Resistance to these taxane-based chemotherapy agents will also emerge in mCRPC
patients at some point. While the exact mechanisms of resistance against these agents are not known, some molecular biomarkers, such as βIII-tubulin (an isoform of β-tubulin, the main target of these agents), have been suggested as a predictive marker for efficiency these compounds [204]. Additionally, upregulated expression of a MDR transporters, P-glycoprotein and MDR1 protein, is another putative mechanism of taxane resistance in mCRPC [204]. Therefore, probing CTCs for significant expression of such markers allows the physician to withdraw such highly toxic treatments and switch to another line of therapy. Thus, precision oncology based on longitudinal screening of the frequency and molecular signature of CTCs that can serve as both an intermediate endpoint for the efficiency of current treatment and a predictive biomarker for selection of the next line of therapy may improve survival and QOL of mCRPC patients.

Resistance to abiraterone (an androgen synthesis inhibitor) and enzalutamide (an antagonist of AR) implies that AR signaling pathways, which are essential for survival and growth of PCa cells, manage to remain active during therapy with these agents. Intratumoural androgen biosynthesis and alterations of AR signaling play roles in the development of resistance to such systemic hormonal therapies. Further research on these mechanisms may provide a clearer insight into pathways involved in PCa progression, novel biomarkers to predict treatment efficiency, and new targets for therapies. In particular, identification of novel therapeutic targets may provide treatment options for those cases with rare but highly aggressive driving mutations, such as small cell/neuroendocrine PCa (2% of all diagnosed PCa). The molecular etiology of PCa is not fully understood, partly due to lack of adequate access to metastatic lesions that are mostly homed to bone. Furthermore, the heterogeneity of tumour cells may not be captured by local biopsies. CTCs, on the other hand, can be obtained less-invasively and more accurately represent tumours.

2.3.2. Immunomagnetic Labelling

In addition to the target marker and its antibody, both the labelling method (i.e. direct or indirect labelling) and the magnetic particles (i.e. their size and composition) also affect the performance of an immunomagnetic cell isolation method (i.e. $N$, $\Delta \chi$, $V_p$ in (2.9)) [137] [139]. Several labelling approaches were empirically evaluated in this research, which are explained next.
Indirect Labelling Using Tetrameric Antibody Complex (TAC) Technology

Initially, an indirect immunomagnetic labelling protocol based on the TAC technology was studied [205]. Bi-specific TAC molecules are made by bridging a mouse anti-dextran antibody (Do-It-Yourself Selection Kit (Cat#: 18098), STEMCELL Tech., BC, Canada) and the anti-PSMA antibody using an antibody against Fc region of the both mouse IgG1 antibodies. This TAC then recognizes PSMA-expressing cancer cells at one end and dextran-coated magnetic particles at the other end (see Figure 2.3). The sample is first incubated with the TAC, allowing the anti-PSMA/PSMA interaction to happen. Dextran-coated particles (50-500nm) are then added to the sample, and it is incubated further to form dextran/anti-dextran interaction.

![Figure 2.3 Bi-specific TAC-mediated indirect labelling of target cancer cells using magnetic particles.](image)

Direct Labelling Using Anti-mouse IgG Coated Magnetic Beads

Dynabeads® Pan Mouse IgG (Cat#: 11041, Invitrogen, CA, USA) magnetic beads were also examined for direct labelling of prostate cancer cells. The beads (4.5 μm in diameter) are already coated with a monoclonal human anti-mouse IgG antibody that in turn recognizes the anti-PSMA mouse IgG1 monoclonal antibody (Fc specific). Once the beads are coupled with the anti-PSMA antibody, they can be incubated with the sample to allow the anti-PSMA/PSMA interaction (see Figure 2.4).
Indirect Labelling Using Streptavidin-Biotin Interaction

As an alternative indirect labelling approach, the performance of Streptavidin-coupled Dynabeads® (Cat#: 11205D, 65601, Invitrogen, CA, USA) magnetic beads was also evaluated. This approach takes advantage of the strong affinity and rather fast binding kinetics of the streptavidin-biotin interaction. The beads are already coupled with streptavidin. Using an EZ-Link™ Sulfo-NHS-LC-Biotinylation Kit (Cat#: 21435, ThermoFisher Scientific, MA, USA), the anti-PSMA antibody can be biotinylated by targeting its primary amine groups. The sample is first incubated with the biotinylated anti-PSMA antibody (forming the anti-PSMA/PSMA interaction), followed by incubation with streptavidin-coupled magnetic beads (forming the streptavidin-biotin interaction).
2.3.3. Microfluidic Magnetic Separation Mechanism

The third and most influential factor dominating the performance of an immunomagnetic cell separation approach is the magnetic separation mechanism employed to capture labelled cells (i.e. $\nabla \vec{B}^2$ in (2.9) and the $F_{\alpha}F_m$ equilibrium). Several prototypes for continuous-flow microfluidic immunomagnetic isolation of CTCs were designed, fabricated, and tested, which is described in this section.

First-Generation Microfluidic Magnetic Chip

A magnetic microarray for batch-wise single cell sorting of immunomagnetically labelled cells from a unary cell solution with a relatively small volume (80-100 μL) was developed by our group in 2009 [206]. Based on this earlier work, the first-generation integrated chip was initially developed to assess the feasibility of continuous-flow microfluidic immunomagnetic isolation of CTCs using the magnetic capture principle employed in this microarray. The first-generation chip is essentially made of such a magnetic microarray component enclosed by a microchannel (see Figure 2.6).

Magnetic Component

The magnetic component of the chip is designed and built based on the exceptional magnetic properties of permalloy as well as established techniques for microfabrication of permalloy structures [207] [208]. A nickel-iron (80%-20%) alloy, permalloy, is a soft magnetic material with high permeability and low coercivity. Therefore, in the presence of an external magnetic field, permalloy absorbs magnetic field lines and becomes highly magnetized (due to its high permeability), while it loses its magnetism once the field is removed (due to its low coercivity). The magnetic component is composed of thousands of magnetic microtraps that are fabricated on a glass substrate. These microtraps are formed by geometrically modifying permalloy strips (6-10 μm thick, 120 μm wide, 30 μm apart), creating arrays of numerous sawtooth dentations at both sides of each strip (see Figure 2.7). When the direction of the external “activating” magnetic field is parallel to the longer axes of the permalloy strips (i.e. S and N poles at both ends of strips), the highest MFD spots will be formed at the center of each dentation. The strong field gradient produced by these MFD hot spots causes the sawtooth dentations to act almost as individual micromagnets or magnetic microtraps. When the external magnetic field is large enough, permalloy strips become saturated. As a result, the MFD and therefore the
field gradient produced by microtraps across the chip become nearly identical. With the maximum MFD at the center of each sawtooth microtrap, the MFD gradient vectors and therefore the magnetic force on a labelled cell around each microtrap point into the center of the microtrap. Thus, a magnetically labelled cell would be pulled into and captured on a microtrap when it gets sufficiently close (i.e. a few μm) to it (see Figure 2.7 for more details).

Figure 2.6 (a) A schematic of the first-generation integrated microfluidic magnetic chip. The top (transparent) part is a PDMS microfluidic component in which a 55±5-μm microchannel is embedded. The bottom (gray and golden) part is the magnetic component. (b) The magnetic microtrap bed area (2.4×2.8 mm^2), where magnetic sawtooth microtraps are fabricated on permalloy strips (golden). Cells will be trapped at the valleys defined by the shape of these magnetic microtraps. (c) Magnetic adaptor designed and fabricated to activate the chip and hold it on the microscope stage. (d) Chip-adaptor assembly while processing a blood sample.

Microfluidic Component

The microfluidic component of the first-generation device consists of a straight microchannel (WLH=2.4 mm×2.8 mm×55 μm) that is fabricated in PDMS using standard soft lithography [209]. The internal surface of the PDMS microfluidic component is activated by a brief exposure to air plasma and irreversibly bonded on top of the magnetic component to create the integrated chip. The chip is magnetically activated when it is placed in an external magnetic field in the desired direction created by an adaptor designed and fabricated to home a stack of N-52 rare earth magnets at either side of the chip (Figures 2.6 and 2.7). The sample is continuously run through the microchannel and over magnetic microtraps whose higher MFD would pull the anti-PSMA labelled cells toward the center of microtraps where the MFD is the highest. COMSOL simulation results
indicated that the MFD gradient created by permalloy microtraps can effectively manipulate labelled cells within 30 μm; therefore, considering the size of a typical cancer cell (20 μm), the height of microchamber was set to 55±5 μm.

Figure 2.7 COMSOL simulation of the magnetic component of the integrated chip. Finite element models were defined and solved in COMSOL Multiphysics® V.5.1 (COMSOL Inc., CA, USA). Magnetic models were developed using AC/DC Module (Magnetic Fields, No Currents Interface). The magnetic model only takes into account magnetic components (i.e. the external “activating” permanent magnets and the permalloy strips). All other components have a relative permeability equal to 1 with no remnant magnetism and therefore are not considered in this model. (a) Magnetic H-field lines (red streamlines) generated by a pair of permanent magnets (dark cubes). The medium is a 500 mm³ cube filled with air. (b) The high permeability of permalloy strips located between two magnets provides a path with a lower magnetic reluctance, attracting magnetic field lines. (c) As magnetic field lines pass through permalloy strips, due to the narrower width of strips between sawtooth dentations, magnetic field lines redirect and squeeze through these area, causing a maximum MFD (B-field) to be formed at the center of each sawtooth dentation. (d) The maximum MFD formed at the center of microtraps across the device is nearly identical once the permalloy is saturated. (e) The MFD gradient as plotted at 15 μm above the substrates shows that the gradient value is the highest at the center of each dentation [210]. (f) Simulated cell path close to the magnetic microtrap [210]. The arrow shows the flow direction.

Preliminary experiments using first-generation prototypes confirmed the assumption that the proposed microfluidic immunomagnetic approach can capture labelled cells once they reach magnetic microtraps within the chip. This can be mainly associated with the high MFD gradient produced at microtraps and the overexpression of
PSMA, which, in turn, increases the magnetic particle load on labelled cells. Moreover, minimum non-specific adhesion of non-target cells on the chip surface was observed, which can be mainly explained by the hydrodynamic shear experienced by all cells in the microchannel. While these results confirmed the potential of the proposed approach in general, some factors rendered the first-generation device far from being practically useful. The effective magnetic microtrap bed in this design was too small (2.4×2.8 mm^2), which reduced the recovery rate significantly. In practice, not all cancer cells are labelled equally, and those cells that carry less magnetic particles would experience a smaller magnetic force. Therefore, if not successfully captured within this limited trapping area, these cells would simply be missed. A larger magnetic microtrap bed area could improve the recovery rate by increasing the rate of capturing those cells that were missed by previous microtraps. Furthermore, the small width of the magnetic microtrap bed on the magnetic component (hence, the microchannel width) significantly reduced the maximum allowable flow rate (i.e. throughput). Considering the direction of the magnetic field required to activate the chip in this design, this small flow rate (which translates to a relatively small hydrodynamic shear at the inlet) also resulted in the stoppage of many labelled cells at the macro-to-micro interfacing, tubing, and the chip inlet, which prevented them from entering the microchannel and reaching microtraps.

**Second-Generation Microfluidic Magnetic Chip**

Having the proposed microfluidic immunomagnetic cell isolation working principle verified using the first-generation chip, second-generation prototypes were designed, fabricated, and tested to address the issues mentioned earlier and further optimize the cell capture performance (see Figure 2.8). Like the first-generation device, all second-generation prototypes are composed of two parts: a permalloy-based magnetic component and a PDMS-based microfluidic counterpart that are irreversibly bonded and together form an integrated microfluidic magnetic chip.

**Magnetic Component**

Several modifications were considered while designing the magnetic component of second-generation prototypes. The overall size and, particularly, the width of the magnetic microtrap bed area was significantly increased (up to 10X) in all designs. Not only does this increase the effective size of the magnetic capture bed, but it also allows up to 10X increase in throughput without jeopardizing the recovery rate. The dimensions
were designed with the main consideration being the strength of the external magnetic field generated by the pair of N-52 rare earth magnets used to magnetize permalloy-based microtrap structures. Earlier experimental observations showed that the best cell capture performance is achieved when the magnets are placed \~30 mm away from each other. Therefore, the magnetic component’s dimension along the external magnetic field’s direction was set to 25-30 mm.

![Figure 2.8](image)

**Figure 2.8** A first-generation device (a) along with a few second-generation prototypes (b-f). Notice the difference in the overall size and the magnetic capture bed area among different prototypes. In all second-generation prototypes, the chip outlet is located close the bottom of photographs.

The effects of the microtrap shape and size and the direction of external magnetization field were also investigated. While preliminary experiments using second-generation prototypes based on the original sawtooth design showed high recovery rates, the occasional capture of double or multiple cells on a single microtrap rendered an initial objective of capturing single cells per single microtrap unattainable. To address this issue, individual physically-separated magnetic microtrap structures (as opposed to multiple sawtooth microtraps on a single permalloy strip) were studied. It was assumed that such a design would provide enough MFD to capture labelled cells but the smaller physical footprint of each microtrap structure (and its corresponding MFD) would hinder the capture of subsequent cells on a previously occupied microtrap. Three different designs for the shape of microtraps were studied, namely: Pillar, Star, and Double-Dentation.
Figure 2.9 Different microtrap shapes (a: Pillar, b: Star, c: Double-Dentation) and configurations studied in second-generation prototypes. (d)-(f) Magnetic H-field lines (red) and induced magnetic B-fields within micortraps. The fluid flow direction in (d) is aligned with the x-axis, whereas it is parallel to the y-axis in (e) and (f).

Furthermore, the composition of electroplated permalloy microstructures was empirically adjusted to achieve the nominal iron-to-nickel ratio (80:20), which is associated with the optimal behaviour (i.e. maximum permeability and minimum coercivity) of permalloy. To this end, several tests were carried out in which permalloy structures were electroplated at different current density values using the previously established bath recipes [208] [211].

Microfluidic Component

The microfluidic component in all second-generation prototypes is made of a microfluidic flow distribution manifold and a central microchamber. The manifold itself is composed of a network of bifurcation microchannels and diffusers (see Figures 2.8 and 2.11). The microchamber encloses microtraps and carries the sample flowing over microtraps. Considering the overall size of second-generation devices, the width and length of microchambers should be in the centimeter scale, while its height would be in the micrometer scale. To efficiently deliver a sample from the chip inlet to such a microchamber with a uniform flow across its width, a microfluidic flow distribution manifold is needed. The manifold uses a network of bifurcations to sequentially split the incoming flow and ultimately, through diffusers, deliver a uniform flow across the microchamber and
over microtraps. Note that having an even flow across the width of a microchamber is essential, as the magnetic capture is governed by an equilibrium between hydrodynamic drag \( F_d \) and magnetic \( F_m \) forces acting on the labelled cells. An uneven flow across the microchamber translates into different values for the drag force acting on cells at different locations and would consequently result in a difference in the capture efficiency across the microchamber. Increasing the number of diffusers improves the uniformity of the flow and its velocity; however, it increases the number of bifurcation generations, which, in turn, increases the length of the manifold and the overall length of the chip. However, the length of prototypes is generally limited and is dictated by the size and intensity of the external magnetic H-field, which magnetizes permalloy-based magnetic microtraps. A weak H-field would reduce the \( \nabla \mathbf{B}^2 \) associated with microtraps and could hamper the recovery rate. To design the manifold, several general bifurcation structures, such as Tee, Tree, and Circular, were initially studied \[212\] \[213\] \[214\] (see Figure 2.10). It was concluded that the Tee structure has the highest overall hydraulic resistance and its flow uniformity is not ideal, but it is the most compact structure. Since having the minimum length along the direction of the external magnetic field had the highest priority in designing the manifold, a Tee structure with rounded corners for branches was selected (Figure 2.10.b).

**Figure 2.10** General structure of different bifurcation designs studied for developing second-generation prototypes: (a) Tee, (b) Tee with rounded corners, (c) Circular, and (d) Tree.

Considering the constant depth of microchannels and the microchamber across the microfluidic component (55±5 μm), to further design the manifold, the width and length of each branch should be designed. To define the width of each branch, the width of the last generation branch (directly connected to diffusers) was determined first, and the remaining upstream generations were defined accordingly. For instance, for a 32-mm-wide microchamber that is fed by 32 diffusers (this value is optimized empirically via computational fluid dynamics (CFD) simulation – see Appendix C), each diffuser would feed a 1-mm-wide area of the microchamber. Assuming that the width of the last
generation bifurcation microchannel expanded by a diffuser should be >1/5 of that of the diffuser, the width of such a microchannel would be set to 250 μm. Both COMSOL CFD simulations and our earlier experiments had shown that such a value would be large enough to minimize the hydraulic resistance but small enough to provide enough shear stress to prevent cell stoppage at diffusers. Having this width defined, several approaches can be used to design the width of upstream branches. A constant width for all other branches increases the overall hydraulic resistance of the manifold significantly, which could easily break the chip due to a high pressure at the inlet. To reduce this resistance and the required power, the width of each upstream generation can be proportionally increased. These values were designed based on Murray’s principle and optimized through CFD simulation to ensure the flow uniformity [215]. The length of each branch was defined such that a fully developed flow is attained at the end of each branch. Considering the dimensions of microchannels in the manifold, the typical entrance length for all branches is <100 μm. To confirm a fully developed flow and account for fabrication errors, the length of branches was set to 200-300 μm. Finally, the size of diffusers feeding the microchamber can also affect the uniformity of the flow in the microchamber. For example, relatively longer diffusers provide a better uniformity [216]. The final size of diffusers was chosen based on CFD simulations (see Appendix C). Figure 2.11 depicts the flow profile in the microfluidic component of a second-generation prototype.

Given the small Reynolds number associated with typical nominal flow rates used in second generation prototypes, the flow within the microchamber is highly laminar. As such, labelled cells flowing within the streamlines will move towards microtraps only if the magnetic force ($F_m$) exerted on them overcomes the hydrodynamic drag force ($F_d$). Since the PSMA expression is not equal on all target cancer cells, some cells may not adsorb and carry enough magnetic particles/beads to experience enough magnetic pull when they arrive at the magnetic capture bed. To address this issue, the $F_d$-$F_m$ balance can be altered by breaking the laminar flow streams and inducing a diffusive movement of cells inside the microchamber, allowing cells, including those with less magnetic particle/bead load, to get closer to microtraps and experience a larger $F_m$. To this end, a passive herringbone mixer was designed and implemented in the microchamber to increase the diffusive movement of the cells when they arrive at microtraps [217] [218]. The mixer is composed of herringbone arrays of 50×50 μm (width×depth) grooves incorporated in the upper surface of the microchamber (see Figure 2.12).
Figure 2.11 COMSOL CFD results showing uniform flow streamlines in a second-generation microfluidic component, which allows the sample to be distributed evenly over the underlying magnetic microtraps. The velocity numerical values are associated with the nominal flow rate (100 μL/min) at the chip inlet (top). The interaction between the fluid flow and permalloy strips located at the bottom of the microchamber were not taken into account in the microfluidic model. Finite element models were defined and solved in COMSOL Multiphysics® V.5.1. Microfluidic models were developed using Fluid Flow Module (Laminar Flow Interface).

Figure 2.12 A schematic of a second-generation microfluidic component with enhanced mixing capability of sample within the microchamber. The mixing is achieved by arrays of herringbone grooves embedded in the inner surface of microchamber.
2.3.4. Macro-to-Micro Interfacing

In addition to the three specific key elements that affect the performance of a microfluidic immunomagnetic CTC isolation method (i.e., the marker and antibody, the immunomagnetic labelling protocol, and the magnetic separation mechanism), there are other general factors (e.g., conditions under which the blood sample is drawn, kept, and handled) that also influence the efficiency of any CTC isolation method [180]. In particular, for microfluidic approaches, the macro-to-micro interfacing is a critical consideration [219]. Referring to components involved in delivering the sample from the outside world to the microfluidic device, an optimal macro-to-micro interface should minimize dead volumes and possibility of cell loss prior to delivery of the sample to the device, and enable the easy and efficient transfer of different agents (e.g., priming agent, wash buffers, labelling agents, etc.) to the device from the outside world. After experimental evaluation of several components and configurations (i.e. pumps, reservoirs, tubing, interconnections, inlet designs, etc.), the optimized macro-to-micro interfacing with almost zero cell loss, <20 μL dead volume, and capability of applying multiple agents without disturbing the normal function of the microfluidic device was also developed in this research. Further details of this interfacing are discussed later in the Results Section (page 67).

2.3.5. Cell Line and Cell Culture

LNCaP cells, a prostate cancer cell line, were selected as the target cancer cell for all experiments. LNCaP cells are androgen-sensitive cells that mimic the specific in vivo characteristics of prostate carcinoma cells and are extensively used in prostate cancer research [220]. LNCaP cells (Cat#: CRL-1740, ATCC, VA, USA) were generally maintained in 10-mm culture plates in Corning’s RPMI 1640 medium (Cat#: CA45000-396, VWR, ON, Canada) supplemented with 10% fetal bovine serum (FBS) (Cat#: 16000-036, Invitrogen, CA, USA), 1% Penicillin–Streptomycin (Cat#: 15140-12, Invitrogen, CA, USA). The cells were cultured for <30 passages, after which a fresh batch of cells was thawed and used.

2.4. Microfabrication

As mentioned earlier, all prototypes are composed of two parts: a permalloy-based magnetic component and a PDMS-based microfluidic counterpart that are fabricated
separately. The two components are then treated with air plasma using a BD-20AC corona discharger (Electro-Technic, IL, USA) [221], precisely positioned using a precision alignment stage (ABM, CA, USA), and baked to irreversibly bond and form the integrated chip. The magnetic and microfluidic components are fabricated as follows.

2.4.1. Magnetic Component Microfabrication

The magnetic component of all devices (first- and second-generation) is fabricated via a through-mask electroplating process (see Figure 2.13):

1. A RCA cleaned 1 mm thick 4” Borofloat glass wafer (University Wafer, MA, USA) was used as the substrate.

2. A 30-nm thick Cr adhesion layer and a 120-nm thick Au seed layer were sputtered on the substrate.

3. PMGI SF-19 photoresist (MicroChem, MA, USA) was spun at 4000 rpm for 30 seconds and baked at 180°C for 2 min, yielding a 200-nm thick adhesion layer for the electroplating mask.

4. AZ-9260 photoresist (Capitol Scientific, TX, USA) was spun and patterned to create the electroplating mask. It was spun at 2250 rpm for 30 seconds and baked at 110°C for 7 min to achieve a thickness of 15±1 μm. The wafer was then cooled down to the room temperature and soaked in deionized (DI) water for 10 min to hydrate the coated film.

5. The wafer was blown dry with N2, and the photoresist layer was exposed in a contact mask aligner with the nominal dose.

6. The exposed photoresist was then developed in 4:1 DI:AZ-400K developer (Capitol Scientific, TX, USA) until the endpoint was visually determined (approximately 6 min). The wafer was rinsed in DI water and blown dry with N2.

7. A plasma ashing process was performed for 3 min at 80 mTorr and 150 W with a gas flow of 15 sccm O2 to obtain a clean gold seed layer for the subsequent electrodeposition step.
(8) The electroplating bath was prepared in a 4L PYREX beaker as follows: 39 g/L NiCl2.6H2O, 16.3 g/L NiSO4.6H2O, 25 g/L H3BO4, 1.5 g/L C7H4NNaO3S·xH2O (for stress adjustment), 25 g/L NaCl, 1.4 g/L FeSO4.7H2O in DI water [208]. All chemicals were obtained from Sigma-Aldrich, ON, Canada. The solution pH was adjusted to 2.7. The electroplating setup included a custom-made wafer holder with multiple contact points (OAI/Idonus, CA, USA). A 5"x5" nickel plate suspended ~5 cm away directly in front of the wafer holder in the bath was used as the anode. A magnetic stirrer was used to continuously mix the bath. For different magnetic microtraps designs, the electrodeposition was performed at an experimentally optimized current density and time at the clean-room temperature (19°C), yielding an average thickness of 10 μm. The wafer was then removed from the bath, rinsed with DI water, and blown dry in N2.

(9) Following the electrodeposition, the photoresist mold was lifted off by dipping the wafer in acetone accompanied by ultrasonic agitation.

(10) The seed layer was then removed in a TFAC gold etchant solution that had been heated to 65°C. Note that TFAC is a potentially toxic cyanide-based gold etchant, but it does not attack the permalloy. Following a thorough rinse in running DI water, the Cr adhesion layer was removed by dipping the wafer in a TFE Cr etchant at the clean-room temperature for 30 seconds. Both etchants were obtained from Transene Co. Inc., MA, USA.

(11) To ensure biocompatibility, the permalloy structures were encapsulated by a 200-nm gold layer that was electroless-deposited using the Bright Electroless Gold solution (Transene Co. Inc., MA, USA) at 90°C for 8 min.

(12) The wafer was then diced into individual chips using a saw machine.
2.4.2. Microfluidic Component Microfabrication

Except for devices with an embedded herringbone mixer in the microchamber, the microfluidic component of all devices was fabricated using soft lithography as follows [209] (see Figure 2.14):

1. A RCA cleaned 0.5 mm thick 4” silicon wafer (University Wafer, MA, USA) was used as the substrate to fabricate the SU-8 mold.

2. SU-8 2035 photoresist (MicroChem, MA, USA) was spun at 2250 rpm for 30 seconds to achieve the nominal thickness of 55±5 μm. It is worth noting that unlike the 2050 formulation, the lower viscosity of the 2035 formulation greatly helps reducing the formation of bubbles when the photoresist is poured on the wafer.

3. The photoresist was soft baked at 65°C for 3 min, followed by 6 min at 95°C and another 3 min at 65°C. The wafer was then cooled to the room temperature.

4. The photoresist was exposed in a contact mask aligner with the nominal dose.

5. The hard bake was performed similar to the soft bake (step 3).

6. The unexposed photoresist was developed in SU-8 developer (MicroChem, MA, USA) until the endpoint was visually determined (approximately 5 min). The
A wafer was then rinsed in fresh SU-8 developer followed by isopropanol (IPA) and blown dry with N2.

(7) The post exposure bake was performed at 120°C for 7 min.

(8) To build the microfluidic component, PDMS and the cross-linking agent (SYLGARD® 184, Dow Corning, MI, USA) were mixed (10:1, by weight), degassed, and casted over the SU-8 mold that had been placed in an aluminum dish. The PDMS sample was cured in a convection oven at 80°C for 3 hours.

(9) The PDMS cast was then carefully peeled off and parts were cut using a blade.

(10) Inlet and outlet holes were made using a MP10-UNV punch machine (SYNEO, TX, USA).

Figure 2.14 The fabrication process for the microfluidic component

For microfluidic components with a herringbone mixer, another recipe was developed to fabricate a two-layer SU-8 mold structure as follows (see Figure 2.15):

(1) A RCA cleaned 0.5 mm thick 4" silicon wafer (University Wafer, MA, USA) was used as the substrate to fabricate the SU-8 mold.

(2) The first SU-8 2035 photoresist layer (MicroChem, MA, USA) was spun at 2250 rpm for 30 seconds to achieve the nominal thickness of 55±5 μm.
(3) The photoresist was soft baked at 65°C for 5 min, followed by 7 min at 95°C and another 5 min at 65°C. The wafer was then slowly cooled to the room temperature.

(4) The photoresist was exposed in a contact mask aligner with the nominal dose.

(5) The hard bake was performed similar to the soft bake (step 3) followed by cool down to the room temperature.

(6) The second SU-8 2035 photoresist layer (MicroChem, MA, USA) was spun on top of the first layer at 2250 rpm for 30 seconds to achieve the nominal thickness of 55±5 μm.

(7) The second layer photoresist was soft baked at 65°C for 7 min, followed by 15 min at 95°C. The wafer was then gradually cooled to the room temperature.

(8) The perimeter of wafer where the alignment marks were located was carefully developed without affecting other structures on the wafer. This was achieved by tilting the wafer and leaving its edge in SU-8 developer for 10 min. The developed areas were then carefully washed with IPA and blown dry with N2.

(9) The photoresist layer was exposed in a contact mask aligner with the empirically optimized dose. This dose is normally a third of the required dose for the first layer.

(10) The hard bake was performed similar to the soft bake (step 3) followed by gradual cool down to the room temperature.

(11) The unexposed photoresist (both first and second layers) was developed in SU-8 developer (MicroChem, MA, USA) until the endpoint was visually determined (approximately 7 min). The wafer was then rinsed in fresh SU-8 developer followed by IPA and blown dry with N2.

(12) The post exposure bake was performed at 120°C for 10 min.

(13) To build the microfluidic component, PDMS and the cross-linking agent (SYLGARD® 184, Dow Corning, MI, USA) were mixed (10:1, by weight), degassed,
and casted over the SU-8 mold that had been placed in an aluminum dish. The PDMS sample was cured in a convection oven at 80°C for 3 hours.

(14) The PDMS cast was then carefully pilled off and parts were cut using a blade, and inlet and outlet holes were made using a MP10-UNV punch machine (SYNEO, TX, USA).

Figure 2.15 The fabrication process for the microfluidic component with embedded herringbone mixer

2.5. Results

2.5.1. Immunomagnetic Labelling Efficiency and Experimental Optimization

As previously explained, three different labelling approaches were experimentally evaluated in this research. Indirect labelling of LNCaP cells using the TAC technology was generally performed by first thoroughly mixing and incubating the sample with the PSMA-based TAC cocktail at a suggested concentration of 1.5 μg/mL at the room temperature for 15 minutes. Magnetic particles (50 or 500nm) were then added to the sample, and it was further incubated at the room temperature for another 15 minutes. Due to the
extremely small size of magnetic particles used in this approach, it was not possible to visualize and precisely measure the magnetic particle load per cell (see Figure 2.16.a). However, as it is discussed later in this section, multiple experiments using both first- and second-generation devices indicated that the relatively small magnetic force associated with the overall low magnetic particle load per cell (due to the small size of particles) makes this labelling approach suboptimal for a continuous-flow microfluidic approach. This is mainly because in such approaches moving cells within the device are exposed to the magnetic field for a short period of time (<10 seconds) and if they are not captured during this limited exposure, they will be missed. Therefore, relatively higher magnetic forces are necessary for a continuous-flow microfluidic approach.

Direct labelling of LNCaP cells was achieved by incubating the sample with 4.5 μm beads (coupled with the anti-PSMA antibody) at the room temperature or 4°C and at different concentrations for 45 minutes on a rocker. Labelling optimization studies was performed by titrating increasing concentrations of beads and evaluating the labelling efficiency. It was concluded that to achieve 100% labelling efficiency (defined as having at least one bead per a target cell), the bead concentration should be > 5×10⁷ beads/mL. It was later found that minimizing the bead concentration is a vital requirement to improve the overall performance of the system, as free beads could intervene with the capture and visual detection of cells on the chip. In addition, the fairly large size of these beads (see Figure 2.16.b) could negatively affect the capture process, as the very large magnetic force associated with these beads could deviate and sometimes stop labelled cells moving in the flow distribution manifold, preventing them from reaching magnetic microtraps.

Finally, indirect labelling based on the streptavidin-biotin interaction that has a strong affinity and fast binding kinetics and using smaller beads (1 and 2.8 μm) was also evaluated. LNCaP cells were labelled by first incubating the sample with the biotinylated anti-PSMA antibody followed by incubating the sample with magnetic beads at the room temperature on a vortex mixer (see Figure 2.16.c and 2.16.d). The effect of both incubation times was experimentally studied and it was concluded that the labelling efficiency (as defined previously) can be achieved by 40 minutes and 50 minutes for antibody and bead incubation durations, respectively. Furthermore, the antibody and beads concentrations were optimized using titration studies (1-1.5 μg/mL and 1×10⁷ beads/mL, respectively). In general, this approach proved to be the most efficient and practical labelling method for the proposed immunomagnetic cell isolation strategy in this research.
2.5.2. Microfabrication

*Magnetic Component Microfabrication*

Several prototypes with different designs for the shape and size of magnetic microtraps were fabricated (see Figure 2.17). A critical step in the microfabrication of magnetic components was the electrodeposition of permalloy. The final composition of deposited alloy is a function of the composition of plating bath, the electroplating setup (e.g., the type and size of connections on the cathode, i.e. the electroplating mold), and the current density. To improve the quality of deposited permalloy structures and achieve the nominal composition (i.e. 80% Ni:20% Fe), an established bath composition was first adopted [208], and a custom-made wafer holder with multiple contact points on the perimeter of the mold to provide a uniform electric field (hence, deposition) was acquired. To optimize the remaining variable, i.e. the current density, several structures at different current densities were deposited, and their composition was measured. The elemental analysis of electrodeposited permalloy structures was performed via the energy dispersive X-ray spectroscopy (EDS) technique using two scanning electron microscopy (SEM) systems, the Aspex Explorer and the Helios NanoLab 650 (FEI, OR, USA). It was found that using a current density of 14.5 mA/cm², the composition was in agreement with the nominal values for the most part (see Figure 2.18). However, the measured composition values for relatively small structures (e.g., 30-50 μm posts), showed a noticeable offset from the nominal value, whereas the composition of larger structures on the same device agreed with the nominal value. This discrepancy could have been caused due to the limitations in the accuracy of measurements for smaller structures using the technique used in this study. A more accurate measurement could have been performed using more
advanced material analysis methods, such as X-ray photoelectron spectroscopy (XPS), which was not pursued in this study.

Figure 2.17 SEM view of different permalloy microtrap structures: (a) a Sawtooth structure, (b) closer view of the structure in (a) marked by a red rectangle showing various deposited layers, (c) a Pillar structure, and (d) a Star structure.

Another issue concerning electrodeposited permalloy structures was the difference in the thickness of structures across the wafer as well as across the same structure (see Figure 2.19). This is a well-known phenomenon that happens because of the so-called “edge effect” resulting from increased electrodeposition rate due to current crowding happening on edges of individual features on the plating mold as well as across the wafer [222] [223] [224]. Using the custom-made wafer holder with multiple contact point reduced this effect (<10% thicker at sharp edges). More uniform thickness could have been achieved using the chemical mechanical polishing (CMP) process [225]. However, it was concluded that since such a thickness nonuniformity will not affect the overall cell capture performance of the chips, the CMP process was not necessary.
Figure 2.18 SEM EDS analysis of different permalloy structures (light gray). On each panel, the spectroscopy diagram and the bar chart on the bottom row represent constituent elements of the area bounded by the blue rectangle in the right image. On average and at the experimentally optimized current density, the deposited alloy contains 20±3% nickel and 80±3% iron. The measured permalloy composition values for different structures in this figure are as follow: (a) Sawtooth structure: 79.2%Ni:20.8%Fe, (b) Pillar structure: 68.6%Ni:31.4%Fe, (c) A large alignment mark on the same wafer as for the Pillar structures in (b): 79.1%Ni:20.9%Fe, (d) Star structure: 79.9%Ni:20.1%Fe, and (e) Double-Dentation structure: 76.6%Ni:23.4%Fe.

Figure 2.19 The “edge effect” on Sawtooth structures as observed using an atomic force microscopy (AFM) (a-b) and SEM (c-d). (a-b) Structures deposited using a simple wafer holder with two contact points, resulting in more pronounced thickness nonuniformity. (c-d) Improved thickness uniformity when a wafer holder with multiple contact points is used. Thickness nonuniformity is only observed at sharp corners due to the higher rate of current crowding at these locations.
Microfluidic Component Microfabrication

For each microfluidic component design, a master SU-8 mold was initially fabricated and used to cast future PDMS microfluidic parts. Figure 2.20 shows the master SU-8 mold used to cast the PDMS microfluidic component with embedded arrays of herringbone mixer.

Figure 2.20 (a)-(d) Different SEM views of the master SU-8 mold used to cast the microfluidic component with embedded arrays of herringbone mixer. (e) A second-generation prototype with herringbone mixer embedded in the PDMS component. (f) Closer view of arrays of herringbone mixer highlighted by a white rectangle in (e).
2.5.3. Cell Capture Experiments

Experiments Using First-Generation Devices

Experimental Setup and Sample Preparation

The experimental setup used for these experiments consisted of two major components: an image acquisition system and a pump to continuously run the sample through the chip. The image acquisition system was made of a customized CX-41 Olympus upright microscope equipped with fluorescence, transmission, and reflection modes (Olympus Canada Inc., ON, Canada) and an Infinity-1 CMOS color camera (Lumenera Corporation, ON, Canada). A PHD-2000 syringe pump (Harvard Apparatus, MA, USA) was used to deliver the sample from a 5mL syringe (BD, ON, Canada) to the device at a given flow rate via a Luer-Lok needle and a piece of 0.020” ID×0.060” OD Tygon microbore tubing (Cat#: UZ-06420-02, Cole-Parmer, QC, Canada).

LNCaP cells were immunomagnetically labelled using either 500 nm particles or 4.5 μm beads as explained previously. Jurkat cells, a lymphoid leukemia cell line that was used as a non-target cell in binary solution experiments, were cultured similar to LNCaP cells. For experiments involving blood samples, blood was drawn from healthy Sprague-Dawley rats and kept in Vacutainer® tubes (Cat#: 367862, BD, ON, Canada) at 4ºC for no more than 6 hours before each experiment.

Cell Capture Results

Several experiments were initially performed to qualitatively evaluate the feasibility of the proposed immunomagnetic microfluidic cell capture principle and the performance of first-generation devices. Then, to investigate the recovery rate and the macro-to-micro interfacing, isolation of magnetically labelled LNCaP cells (using 500 nm particles) suspended in the buffer solution (3mM EDTA and 1% w/v BSA in PBS) was studied. The recovery rate was defined as the ratio of the number of captured LNCaP cells on the chip to the actual number of cells initially seeded in a sample. Different concentrations of labelled LNCaP cells were suspended in buffer (50-5×10⁴ cells/mL), and the sample was processed at an average flow rate of ~10 μL/min. While it was not possible to reliably count the number of captured cells for higher concentrations of LNCaPs, it was observed that majority of LNCaP cells that had successfully arrived at the magnetic microtrap bed
would be captured. For lower concentrations (50 cells/mL), the recovery rate was 15-25% (n=3).

Next, in order to study the capture specificity (i.e. purity rate), isolation of magnetically labelled LNCaP cells from a binary cell solution (LNCaP/Jurkat) was studied. LNCaP cells were immunomagnetically labelled using 500 nm particles and mixed with Jurkat cells (1×10^6 cells/mL) at different LNCaP:Jurkat ratios (1:100, 1:1000, and 1:10,000) and processed at ~10 μL/min. No significant non-specific adhesion or capture of Jurkat cells on the chip was observed, and the recovery rate for LNCaP cells at low concentrations remained at 10-25% (n=3) (see Figure 2.21). Isolation of magnetically labelled LNCaP cells (500 nm particles) from a whole blood sample was also attempted (n=3). A pooled whole blood sample was seeded with 5×10^2 immunomagnetically labelled LNCaPs, diluted 5X, and processed at ~10 μL/min. None of the target LNCaP cell was detected on the chip. Moreover, although no major clogging issues were encountered, the non-specific adhesion of blood cells on the chip was noticeable.

![Figure 2.21 Isolation of magnetically labelled LNCaP cells from a binary cell solution (LNCaP/Jurkat). As expected, LNCaP cells are captured at the center of dentations where the MFD is the highest. Notice Jurkat cells (~10 μm in size) moving within the streamlines without being affected. The inset shows a closer view of captured LNCaP cells. Golden layers are gold-coated permalloy structures and blue surface is the glass substrate.](image)

**Discussion**

As explained earlier, stoppage and loss of target cells at the chip inlet and macro-to-micro interfacing caused by the combined effect of the low flow rate and the external activating magnetic field resulted in an overall low recovery rate. The stoppage issue was worse when 4.5 μm beads were used to label LNCaP cells, as these beads created a much stronger magnetic force and resulted in losing many more cells before they arrive
at the magnetic microtrap bed. Moreover, a syringe pump that was used to drive the sample through the chips does not allow a proper mixing of the sample (resulting in cell sedimentation) and changing the running sample (e.g., priming agent, cell sample, wash buffer) without forming bubbles. The low flow rate used in experiments with first-generation chips (hence, the corresponding low hydrodynamic shear) was also caused a noticeable non-specific adhesion of blood cells on the chip. These issues were addressed in designing second-generation devices, which is further discussed next.

**Experiments Using Second-Generation Devices**

**Experimental Setup and Sample Preparation**

The experimental setup used for experiments using second-generation devices is depicted in Figure 2.22. The image acquisition system was upgraded with an ORCA-Flash 4.0 CMOS camera (Hamamatsu, CA, USA) that was employed for high speed imaging. Moreover, either an MFCS-FLEX or an MFCS-EZ precision pneumatic pump together with a FLOWELL flow measurement system (all from Fluigent, Paris, France) were used for flowing the sample through the chip. The configuration of this pneumatic pump not only allows applying multiple reagents (priming buffers, the sample, wash buffers, fluorescent labelling reagents, etc.) easily and without forming bubbles, but it also enables frequent mixing of the blood sample to prevent cell sedimentation. A LabVIEW® (National Instruments, TX, USA) program was used for feedback control of the flow rate. The macro-to-micro interfacing was set up by connecting a sample reservoir (Cat#:713124, Nordson, OH, USA) to the chip’s inlet via a PTFE tubing (Cat#: RK-06417-21, Cole Parmer, QC, Canada). The sample reservoir was connected to the pneumatic pump’s output via a detachable adaptor (Cat#: 7012338, Nordson, OH, USA), allowing easy access to the sample reservoir. All microfluidic connections and adaptors were purchased from IDEX Health & Science, WA, USA. The individual components of this macro-to-micro interfacing setup were carefully chosen after experimental evaluation of different parts and configurations to minimize dead volumes and cell loss.

Prior to processing samples, the chips were primed by flowing either 0.1% w/v Tween-20 or 95% EtOH solutions. The latter showed superior performance for wetting the generally hydrophobic surface of glass and PDMS, and prevent bubble formation. This is due to the low surface tension of ethanol, allowing it to adhere to the surface of glass and PDMS easily. Next, to block any non-specific adsorption, the chips were treated with a 1%
w/v BSA solution in PBS. BSA attaches to and saturates the surface of PDMS or glass, preventing proteins on the cell membrane to non-specifically (due to non-polar interactions) bind to PDMS or glass.

**Figure 2.22** The experimental setup. The red dashed-line highlights the path to and from the chip via PTFE tubing.

LNCaP cells were immunomagnetically labelled using 500 nm particles or 2.8 μm beads as explained earlier. For some experiments, LNCaP cells that were previously infected to express green fluorescent protein (GFP), which was later utilized to confirm the identity of captured cells on the chip, were used. Otherwise, the fluorescent labelling of LNCaP cells was performed using a CellTracker™ Green CMFDA Fluorescent Kit (Cat#: C7025, ThermoFisher Scientific, MA, USA). For experiments involving blood samples, blood was drawn from either healthy Sprague-Dawley rats or CD-1 retired breeder mice and kept in Vacutainer® tubes (Cat#: 367862, BD, ON, Canada) at 4°C for no more than 6 hours before each experiment. The animals were purchased from Charles River Laboratories (MI, USA). All procedures performed involving animals were in accordance with the ethical standards of Simon Fraser University (Protocol#: 1056E-12, University Animal Care Committee).

Before each experiment, LNCaP cells were rinsed with PBS and dissociated using the buffer solution (3mM EDTA and 1% w/v BSA in PBS). The cells were then collected and diluted in a larger volume of the buffer solution. To accurately prepare samples, a 5-μL aliquot of the cell solution was placed on the corner of a coverslip or a tube cap. The cells were counted three times under the fluorescence microscope and then mixed into an
appropriate volume of whole blood or buffer to achieve desired concentrations. Coverslips or tube caps were then checked again for any remaining cells, confirming the exact number of cells seeded in the sample.

**Performance of Different Second-Generation Designs**

Several second-generation prototypes with various designs were experimentally tested. These prototypes were mainly different in the following aspects:

*Effect of Magnetic Microtrap Shape and Size*

To achieve an initial objective of capturing single cancer cells per individual magnetic microtraps, the performance of different microtrap designs was first investigated qualitatively. These experiments showed that at the same cancer cell concentration (10^3 cells/mL), all four designs performed almost similarly in that they occasionally captured more than a single cell per a magnetic microtrap site. The Sawtooth and Pillar design showed a slightly better performance and captured more single cells (see Figure 2.23). Therefore, a series of experiments were next performed to quantitatively evaluate and compare the recovery rates of these two designs (n=3 for each concentration). LNCaP cells were fluorescently and magnetically labelled (2.8 μm beads) and suspended in the buffer solution at three different concentrations (5-500 cells/mL) and processed at ~100 μL/min. The recovery rate was defined as the ratio of the number of captured LNCaP cells on the chips to the actual number of cells initially seeded in the sample. Figure 2.24 summarizes the results. The recovery rates for the Pillar and Sawtooth designs were 93.50±4.44% and 98.65±1.81%, respectively. A two-tailed T-test confirmed that the Sawtooth design offers a better recovery rate (P =0.01).

![Figure 2.23 LNCaP cells captured on different magnetic microtrap designs: (a) Star, (b) Sawtooth, and (c) Pillar. All scale bar represents 50 μm.](image)
Figure 2.24 (a) Efficiency of Sawtooth and Pillar designs for recovery of LNCaP cells from buffer at different concentrations (n≥3). Error bars represent standard deviation at each concentration. (b) Regression analysis of efficiency for various cell concentrations. The plot shows number of LNCaP cells seeded versus number of LNCaP cells recovered. (c) and (d) Bright-field and fluorescence images of two LNCaP cells captured on a Pillar structure. (e) and (f) Bright-field and fluorescence images of a single LNCaP cell captured on a Sawtooth structure. Scale bar represents 50 μm.

**Effect of Embedded Herringbone Mixer**

To study how a passive herringbone mixer could change the recovery rate, the performance of devices with and without a mixer was also evaluated (n=5 for each type). All devices had a Sawtooth magnetic microtrap design. LNCaP cells were fluorescently and magnetically labelled (2.8 μm beads) and seeded in healthy blood samples at a concentration of 30-50 cells/mL. The blood samples were then diluted with buffer (1:5) and processed at an average flow rate of 100 μL/min. Figure 2.25 summarizes the capture results. The recovery rates for devices with and without a herringbone mixer were 90.27±4.04% and 90.81±3.03%, respectively. A two-tailed T-test concluded that there is no significance different in the recovery rates of two designs (P=0.82).
Figure 2.25 (a) Recovery rate of devices with and without an embedded herringbone mixer (n=5 for each test). (b) A bright-field image showing an LNCaP cell captured on the microtrap and embedded herringbone grooves on the inner surface of the PDMS microchamber. Scale bar represents 50 μm.

**Effect of Immunomagnetic Labelling Method**

A series of blood experiments were also performed to assess the capture efficiency of two different immunomagnetic labelling approaches. LNCaP cells were first fluorescently stained. The cells were then immunomagnetically labelled using either the TAC technology and 500nm magnetic particles or the streptavidin-biotin interaction and 2.8 μm magnetic beads. Next, the labelled cells were seeded in healthy blood samples at three different clinically meaningful concentrations (30-300 cells/mL). The samples were diluted with buffer (1:5) and processed at an average flow rate of 100 μL/min using devices with Sawtooth microtraps and without a herringbone mixer (n=3 for each concentration). Figure 2.26 summarizes the capture results. The recovery rates for immunomagnetic labelling using the TAC technology and 500nm magnetic particles and the streptavidin-biotin interaction and 2.8 μm magnetic beads were 61.14±9.82% and 92.69±6.32%, respectively. These results confirmed the earlier observation that immunomagnetic labelling using the latter approach indeed improves the recovery rate significantly.

Figure 2.26 Comparison of recovery rate for LNCaP cells labelled using either the TAC technology and 500nm magnetic particles or the streptavidin-biotin interaction and 2.8 μm magnetic beads. Error bars represent standard deviation at each concentration.
The primary objective of this series of experiments was to select the most efficient chip design and immunomagnetic labelling protocol for the next round of experiments that would more closely mimic the isolation of CTCs from clinical blood samples. To this end, the effects of these two major factors, i.e. the magnetic separation mechanism and the immunomagnetic labeling approach, were studied independently. Therefore, for these experiments, LNCaP cells that were confirmed to be immunomagnetically labelled seeded in blood or buffer. This approach allowed studying the performance of different devices without considering another variable, i.e. the immunomagnetic labelling efficiency. Studying the effect of magnetic bead/particle size later confirmed that immunomagnetic labelling using 2.8 μm beads increase the recovery rate considerably.

Based on these experiments, it was concluded that the Sawtooth design for magnetic microtraps would have the highest recovery rate among other designs. It was also concluded that since CTCs are extremely rare, the capture of multiple cells on one microtrap would be an irrelevant issue as it was subsequently confirmed by experiments involving clinically relevant low LNCaP cell concentrations. It was also noticed that when they are labelled with 2.8 μm magnetic beads, at least 85% of LNCaP cells were captured on the three first rows of microtraps nearest to the diffusers. Moreover, in some cases, LNCaP cells were captured on the tip of permalloy strips. The remaining cells were distributed across the chip on different locations. Given the working principle of the device, this can be explained. As mentioned earlier, PSMA is highly expressed by LNCaP and prostate cancer cells. Thus, the majority of cells were labeled with sufficiently high number of beads, rendering a strong magnetic pull that overcomes the hydrodynamic drag force on cells within a few hundred microns of their journey in the microchamber. For the remaining cells, however, the magnetic particle load may not be as high. As such, it takes more time for the magnetic force to gradually pull the cells downward. For blood samples, except a few cases involving blood clots that had been formed in the sample reservoir and entered and blocked the device (data not included), the non-specific capture of blood cells on the chip was generally negligible, making the proposed strategy highly specific.

It was also observed that while the use of herringbone mixer did not increase the overall recovery rate, it caused some blood cells or target LNCaP cells to be trapped inside the grooves. Moreover, these grooves sometimes affected the visual analysis capability
of the system (in particular at high magnifications). As such, it was concluded that a herringbone mixer would not have a significant advantage and was not included in the final design. Finally, the high recovery rate of LNCaP cells in all experiments confirmed that the optimized design and implementation of the macro-to-micro interfacing would not result in any cell loss.

Isolation of Rare LNCaP Cells from Spiked Blood Samples

Having the final device design and immunomagnetic labelling method determined (see Figure 2.27), this series of experiments were designed and carried out to closely simulate the capture of CTCs from clinical blood samples.

Figure 2.27 A photograph of the finalized second-generation integrated microfluidic chip. The chip is composed of a magnetic component (bottom piece) and a PDMS microfluidic component (top piece) that are irreversibly bonded. Golden structures in the photograph are 10-μm-thick geometrically patterned permalloy strips that are enclosed by the central microchamber, which is connected to the inlet (top right) via a microfluidic flow distribution manifold. Patterned permalloy strips (black) and the resulting Sawtooth magnetic microtraps as seen under the microscope are shown in the magnified insets on the right. Scale bars on the top and bottom insets represent 500 μm and 100 μm, respectively.

Capture Efficiency at Very Low Target Cell Concentrations and In-situ Staining of Captured Cells

The performance of the device to capture cancer cells at very low concentration that mimics clinical blood samples and the ability of the proposed system for in situ staining of captured cells was first studied in a number of blood experiments (n=5). GFP expressing LNCaP cells were magnetically labelled and seeded in healthy blood samples at very low
concentrations (≤10 cells/mL). The chips were primed, and samples were processed as explained earlier. Once blood samples were fully processed, the chips were washed with the buffer solution to remove any non-specifically adhered blood cells. The captured cells’ nuclei were then labeled with a nucleic acid stain to differentiate cell debris (GFP+, Hoechst-) from positively scored captured LNCaP cells (i.e. GFP+, Hoechst+). The recovery rate was 87.50±9.12%. Figure 2.28 summarizes the results.

**Figure 2.28** The box and whisker plot (top left) represents the recovery rate for rare LNCaP cells seeded in blood. The line plot shows number of LNCaP cells initially seeded (horizontal axis) versus number of LNCaP cells recovered (vertical axis) (n=5). The first two rows on the panel on the left show single and double LNCaP cells capture on microtraps. The bottom row displays an LNCaP cell captured along with and being attacked by two macrophages. Scale bar represents 50 μm.

**Capture of LNCaP Cells from Spiked Blood Samples**

The objective of these experiments was to evaluate the performance of the chip for capturing LNCaP cells from spiked blood samples that fully mimic clinical blood samples (n=5). Prior to these experiments, the immunomagnetic labelling protocol was empirically optimized to achieve maximum labelling efficiency for LNCaP cells spiked in whole blood sample using minimum number of beads per sample volume. Next, LNCaP cells were fluorescently labelled and spiked in healthy blood samples at clinically relevant low concentrations (5-50 cells/mL). The spiked blood samples were then immunomagnetically labelled according to the optimized protocol, diluted with buffer (1:5),
and processed at 100 μL/min. Once the chips were washed with the buffer solution to remove non-specifically adhered blood cells, they were inspected under the microscope to detect and count captured LNCaP cells. In all five trials, only <15% of spiked LNCaP cells were detectable, which was mainly due to the accumulation of magnetic beads on the chip (see Figure 2.29). These extra beads completely buried captured cells, quenching their fluorescence signals and preventing their visual detection under the microscope. To address this issue, which is an inherent problem in immunomagnetic cell isolation [134] [226], either the number of beads used for the immunomagnetic labelling should be reduced or a mechanism should be put in place to remove extra unbonded beads after the immunomagnetic labelling process is completed.

![Figure 2.29 Accumulation of extra unbonded magnetic beads on the chip.](image)

To reduce the number of beads needed to efficiently label target cancer cells, the sample volume should also be reduced. This can only be done by lysing RBCs and resuspending remaining nucleated cells (i.e. WBCs and cancer cells) in a smaller volume of buffer. This approach has been employed in many immunomagnetic methods, such as the CellSearch® system. To assess the recovery rate using this approach, several experiments were carried out (n=5). Prior to experiments, the immunomagnetic labelling protocol was optimized again to achieve maximum labelling efficiency of cancer cells in lysed spiked blood samples using a minimum number of beads per volume. It was confirmed that the minimum number of beads needed for efficient labelling is almost linearly dependent on the sample volume. Next, fluorescently labelled LNCaP cells were spiked in healthy blood samples, and the spiked blood samples were lysed using the BD Pharm Lyse buffer (Cat #: 555899, BD Bioscience, ON, Canada) for 15 minutes at the room temperature. The lysed blood sample was then centrifuged at 400g for 10 minutes,
the supernatant was carefully removed, and the pellet was resuspended in the buffer and centrifuged at 400g for another 10 minutes. The supernatant was carefully removed and the pellet was resuspended in 300 μL of the buffer solution. The immunomagnetic labelling of target cells was then performed according to the experimentally optimized protocol, and the labelled sample was diluted in a larger volume of the buffer solution and processed at the nominal flow rate. Following the buffer wash, the chip was inspected under the microscope to detect and count captured LNCaP cells. The recovery rate was 51±9.75%. The results are summarized in Figure 2.30. As expected reducing the number of beads enabled the visualization of captured cells. It was assumed that the relatively low recovery rate associated with lysed blood samples might have mainly been caused by the preprocessing of spiked blood samples (i.e. lysing, pipetting, etc.) and not the failure to visually detect the cells due to the captured beads on the chip. To confirm this assumption, immunomagnetically labelled LNCaP cells were seeded in a buffer solution containing the same number of magnetic beads used for immunomagnetic labelling of lysed spiked blood samples, and this sample was processed under the same condition. The chip was then inspected and of the 11 LNCaP cells originally seeded in the sample, 9 captured cells were detected on the chip. This confirmed the assumption that the low recovery rate associated with lysed spiked blood samples was, for the most part, caused by relatively harsh preprocessing of blood samples.

Figure 2.30 (a) Capture efficiency for LNCaP cells from spiked and lysed blood samples (n=5). (b) Number of LNCaP cells originally spiked in blood (horizontal axis) versus number of LNCaP cells recovered (vertical axis). (c) A view of a portion of the chip showing extra magnetic beads accumulated on permalloy strips accumulation. (e) and (f) Magnified views of microtraps with a captured LNCaP cell.
Summary and Discussion

The objective of this series of experiments was to evaluate the performance of the proposed integrated microfluidic magnetic chip for isolation of LNCaP cells from spiked blood samples that closely mimic clinical blood samples from cancer patients. It was first confirmed that the chip can capture cells at very low concentration with high sensitivity if the cancer cells were adequately labelled. In case of 2.8 μm beads, only a single bead was needed for a cell to be captured once it reached the magnetic microtrap bed. Next, a series of experiments was carried out to study the performance of the chip for capturing LNCaP cells from spiked samples. Titration studies had previously shown that in order to efficiently label rare spiked LNCaP cells in blood samples, >1.5×10^7 beads/mL should be used. Once the sample is labelled and processed through the chip, not only labelled LNCaP cells but also all unbonded magnetic beads were captured on magnetic microtraps. Experiments showed that this enormous number of free magnetic beads captured on magnetic microtraps can effectively hide captured LNCaP cells, preventing them from being visualized and detected.

To address this issue and reduce the number of magnetic beads, several experiments were performed in which the effect of lysing blood and using smaller number of magnetic beads were studied. It was concluded that while lysing the blood sample, reducing the sample volume, and using significantly smaller number of magnetic beads eliminated the previous issue, the harsh preprocessing and frequent transfer of blood samples (lysing, pipetting, centrifuging) would result in cell loss and deleteriously affect the recovery of spiked cells. Minimizing the number of steps involved in isolating CTCs from blood samples is indeed a critical factor to reduce the possibility of inadvertent cell loss, an effect which might be more severe for extremely rare CTCs. An alternative solution to reduce the number of free magnetic beads on the chip is to use a particle separation mechanism to remove extra unbonded beads after the target cells are labelled in blood samples. This topic was extensively studied in my PhD research and is discussed in the next chapter.
Chapter 3.

A Microfluidic Platform for Size-Based Enrichment and Immunomagnetic Isolation of Rare Cancer Cells from Blood Samples

3.1. Background

Experimental optimization studies showed that to ensure the efficient immunomagnetic labelling of target cancer cells in a blood sample, an excessive number of magnetic beads should be added to the sample (e.g., >1.5×10⁷ beads/mL in case of 2.8 μm streptavidin-coated beads). However, once the labelled blood sample is processed, those beads that have not been bonded to any cells would also be captured by the same magnetic separation mechanism used to capture immunomagnetically labelled target cells, as, by virtue of their working principle, magnetic separation mechanisms are not magnetically specific, i.e. any magnetic entity exposed to the separation mechanism would be captured. The capture and high-density accumulation of an immense number of magnetic beads on the small footprint of a microfluidic chip could hamper the visual detection of captured cells on the chip. To address this issue and improve the quality of detection, either the number of magnetic beads initially used for immunolabelling of target cells should be reduced, or extra unbonded magnetic beads should be removed from the sample after the labelling process is completed and before the labelled sample is exposed to the magnetic separation mechanism (e.g., the magnetic chip). The former option mandates reducing the sample volume, which can be done by lysing RBCs and resuspending remaining nucleated cells in a much smaller volume of an appropriate buffer. Experiments using this approach showed that such aggressive preprocessing of blood samples could result in accidental target cell loss, thereby reducing the overall recovery rate.

To explore the second option, i.e. refining immunomagnetically labelled blood samples by removing unbonded free magnetic beads, three different microfluidic filters were designed, microfabricated, and tested, which is presented in this chapter.
3.2. Continuous Microfluidic Size-Based Particle Separation

The separation and sorting of micron-sized particles is an established field of research in microfluidics, resulting in the development of a variety of techniques for this purpose over the past decade [227]. Majority of the principles discussed for CTC isolation in Chapter 1 can potentially be applied for the separation of a specific group of particles from a heterogenous population. In brief, continuous-flow microfluidic separation of particles can be accomplished either passively based on the particle size, and interactions between particles, fluid flow fields, and microstructures, or actively using an external magnetic, ultrasonic, electric, or acoustic field to manipulate and specifically separate target particles [227]. Given the definite size of magnetic beads in the case of this study, size-based separation deemed to be the most specific and effective principle for removal of extra magnetic beads from immunomagnetically labelled samples. In the proposed framework, the two microfluidic chips, i.e. the filter and the magnetic chip, would be connected in tandem. The blood sample initially passes through the filter, where unbonded magnetic beads are removed. The refined “bead-free” sample then enters the magnetic chip, where immunomagnetically labelled target cancer cells are captured. It should be noted that similar general strategy has been used by Ozkumur et al. to remove free magnetic beads before microfluidic magnetophoretic isolation of immunomagnetically labelled cells [228]. In the next section, three different microfluidic filters for continues-flow size-based removal of free magnetic beads from blood samples are studied.

3.3. Materials and Methods

3.3.1. Magnetically-Enhanced Active Size-Based Cross Flow Filtration (MASCFF)

Background and Theory

Microfluidic cross-flow filtration is generally a passive size-based particle separation technique that has been used for blood fractionation or cell separation from a heterogenous sample [229] [230] [231]. As shown in Figure 3.1, the separation is realized through numerous precisely-defined slits (or apertures) that are incorporate in a barrier that separates two parallel microchannels: the sample microchannel, where the original unprocessed sample flows, and the collection microchannel, where separated target
particles are collected and carried away. The filtration direction is perpendicular to the flow direction in the sample microchannel (hence, the name “cross-flow” filtration). Particles smaller than the slit size would move through the slits and enter the collection microchannel whereas larger particles stay in the sample microchannel and eventually exit through the refined sample outlet towards the downstream device or process.

Normally, all particles are scattered and flow across the sample microchannel, and only those particles that reach the slits are subject to filtration. To improve the cross-flow filtration efficiency, all particles must be pushed toward the slits. This has usually been done by hydrodynamically focusing the sample using a sheath flow or via centrifugal force created by serpentine curved microchannels [229] [230] [231]. Considering the inherent magnetic properties of beads in the case of free magnetic beads, a magnetic field can be used to actively deviate and pull the beads moving in the sample microchannel towards the filtration slits, where they can be removed from the sample. Based on this idea, a novel MASCFF device was developed and tested to remove extra free magnetic beads from immunomagnetically labelled blood samples.

![Diagram](image.png)

**Figure 3.1** The general principle of cross-flow filtration. The original unprocessed sample enters and moves within the sample microchannel, which is separated from the collection microchannel via a barrier containing numerous slits with a precisely-defined size. Smaller particles (in this case, unbonded magnetic beads) pass through filtration slits, enter the collection microchannel and are discarded via the collection outlet. Larger particles (in this case, labelled cancer cells and other blood cells) may not pass through these slits, so they continue moving within the sample microchannel and eventually reach the downstream process or device (in this case, the magnetic chip).
Design

The general schematic of a typical MASCFF device is shown in Figure 3.2.

The proposed symmetrical design of the device includes a pair of sample and collection microchannels at each side. Each pair of microchannels are connected via numerous 5-μm-wide side slits. As the immunomagnetically labelled blood sample flowing in the wider sample microchannel is exposed to the MFD gradient created by a pair of permanent magnets located at each side of the device, magnetic beads, as well as magnetically labelled target cells, would be pulled toward the narrower collection microchannel, where free magnetic beads would pass through the slits and enter the collection microchannel. However, due to the larger size of labelled cells, they would experience a larger hydrodynamic drag force, resulting in a relatively smaller net lateral displacement toward the collection microchannel. Therefore, not all labelled cells would reach the filtration slits. Instead they would continue moving in the sample microchannel and exit the filter via the refined sample outlet. Those labelled cells that would reach the slits would not be able to pass through them and would move within slower streamlines near the microchannel wall and eventually exit the filter via the outlet. The flow rate at the
The sample inlet can be adjusted such that the flow velocity in each sample microchannel would be high enough to result in the desired scenario for cells and particles.

The critical dimensions in designing the proposed device are the width of the sample microchannel and the width and height of filtration slits. The width of the sample microchannel was designed to ensure a laminar flow at typical flow rates (<200 μL/min). The width of filtration slits was set to 5 μm, which is large enough to allow free 2.8 μm magnetic beads to pass through and enter the collection microchannel. Two different heights for these slits were considered: 55 μm and 5 μm.

### 3.3.2. Deterministic Lateral Displacement (DLD)

**Background and Theory**

DLD is another passive continuous-flow microfluidic particle separation technique that is based on precise interactions of particles, fluid streamlines, and arrays of micron-sized obstacles within a microchannel [232] [233]. The principle of DLD has been implemented in a variety of modified designs and employed for high resolution separation of particles and cells by many researchers [234].

In brief, a DLD device is composed of an array of micron-size obstacles (or microposts) located within a microchannel (see Figure 3.3). The microposts are specifically arranged in several rows, where the center-to-center distance between two neighboring microposts in each row (λ) and, therefore, the gap between two microposts (g) is fixed. Each row is shifted laterally at a set distance (Δλ= ελ) from the predecessor row. Therefore, after \( N = 1/\varepsilon = \lambda/\Delta\lambda \) rows, the microposts will be in the same lateral position as those in the first row. The flow passing between two neighboring microposts can be considered as \( N \) separate streamlines that do not mix (due to low Reynolds number in the microchannel). For a particle whose size is smaller than the critical dimension \( D_c \) and flowing within a given streamline (e.g., 1 on the first row in Figure 3.3), it remains in the same streamline throughout the microchannel. Therefore, after a full period of \( N \) rows (\( N=3 \) in Figure 3.3), that particle stays in the same lateral position within the microchannel (e.g., 1 on the forth row in Figure 3.3). This mode is often known as the “zigzag” mode. For a particle whose size is larger than \( D_c \), it will be bumped into the neighboring streamline in going from one row to the next row. Therefore, by the end of one full period of rows, the larger particle would be laterally displaced by \( \lambda \) units or \( \theta = \tan^{-1}(\varepsilon) \) degrees.
This mode is often known as the “displacement” mode. This basic principle constitutes the separation mechanism in all DLD devices.

![Diagram of DLD separation](image)

*Figure 3.3 The general principle of DLD particle separation. In this example, each post is laterally displaced by \( \lambda/3 \), meaning that the fluid passing between two neighboring microposts is split to 3 separate streamlines and after 3 rows, microposts will be in the same lateral position [233].*

**Design**

To design a DLD device, several parameters should be defined. These include the micropost shape and diameter \((D_P)\), the gap between two microposts \((g)\), and the period of lateral row shifting \((N)\). To prevent any clogging issues, the value of \( g \) should be bigger than size of the largest particle in the sample. However, this value cannot be too big, as it will increase the length of the device. Similarly, a large micropost would increase the overall length of the device. In addition to microfabrication difficulties, an extremely small micropost would increase the shear rate [234]. The value of \( N \) partly defines the critical diameter \((D_C)\). Therefore, it cannot be too large (or it will reduce the specificity of separation), but it cannot be too smaller either (or it will reduce the sensitivity of separation).

Several analytical or empirical formulas have been proposed by others to approximate the value of \( D_C \). Inglis et al. analytically calculated this value as follows [233]:

\[
D_C = 2\beta = 2\alpha \cdot G \cdot \varepsilon \quad (3.1)
\]
where $\beta$ is the width of the stream next to each micropost (see Figure 3.3). A correction factor ($\alpha$) was defined to approximate $\beta$ based on the gap size and value of $\epsilon=1/N$ as follows:

$$\alpha = \sqrt{\frac{N}{3}} \quad (3.2)$$

Davis proposed an empirical formula to estimate the value of $D_C$ as follows [235]:

$$D_C = 1.4G\epsilon^{0.48} \quad (3.3)$$

Based on several experimental and analytical studies, Inglis et al. compiled a plot to approximate the value of critical diameter ($D_C$) given the values of row shift fraction ($\epsilon=1/N$) and $g$ as follows [233]:

Figure 3.4 Experimental data for the critical diameter divided by the gap size (vertical) versus the row shift fraction (horizontal) [233].

Using these criteria, different prototypes were designed with two different gap sizes (25 $\mu$m or 30 $\mu$m), micropost shapes (circle or ellipsoid), micropost sizes (25 $\mu$m or 30 $\mu$m), and row shift fraction values (1/30 or 1/40). The corresponding $D_C$ values were 4-6 $\mu$m. Such a value would result in a zigzag mode motion for unbonded free magnetic beads and some RBCs but a displacement mode motion for target labelled cells that are considerably larger. A schematic of a typical DLD design is shown in Figure 3.5.
Figure 3.5 A schematic of a typical DLD device (center). The device is composed of two parallel DLD modules at each side. (a) A filter to remove particles and debris larger than the gap size between two microposts to prevent clogging issues. (b) A magnified view of the entrance to the DLD module. The blood sample is fed from the right inlet and a sheath flow is fed from the left inlet. (c) After a full period, the larger particles are laterally moved by \( \lambda \). In order to displace these target particles across the microchannel width, the DLD unit should be repeated several times. (d) Target labelled cancer cells and other larger blood cells displace along the microchannel would be collected at the left outlet, while unbound magnetic bead and some RBCs would be collected at the right outlet. The output hydraulic resistance for the refined sample outlet (left) is adjusted to allow proportional collection of fluid at each outlet. All drawing, including the insets, are to scale.

3.3.3. Multiorifice Flow Fractionation (MOFF)

**Background and Theory**

MOFF is also a passive continuous-flow microfluidic particle separation technique that, unlike the previous methods, is achieved in a nonlaminar flow where inertial forces are dominant and the Reynolds number is large (\( \gg 1 \)). Particle separation via MOFF is mainly realized by the collective effect of two inertial forces acting on all particles in a nonlaminar flow in a microchannel: the inertial lift force and the momentum-change-induced inertial force [236] [237]. The inertial lift force itself is the net effect of two forces, i.e. a shear-gradient-induced lift force and a wall-effect-induced lift force. In brief, the shear-gradient-induced lift force causes particles to migrate away from the center of microchannel, and the wall-effect-induced lift force repels particles away from the microchannel wall [236] [238] [239]. The other major inertial force responsible for MOFF particle separation, i.e. the momentum-change-induced inertial force, is essentially
caused by a mismatch between fluid and particle trajectories. Note again that due to nonlaminar nature of flow in MOFF, unlike the case of a laminar flow where particles follow the flow pattern due to a strong viscous drag force, the inertial force becomes the dominant factor in defining the particle migration. As shown in Figure 3.6, in the MOFF particle separation, the mismatch between fluid and particle trajectories is induced by the microchannel’s specific geometry containing multiple expansion/contraction units [236].

While all particles flowing in the microchannel would be influenced by the MOFF effect, their behaviour could be correlated with the particle Reynolds number ($Re_p$), which, in addition to the microchannel dimensions and fluid properties, also depends on the particle size, and is defined as follows:

$$Re_p = Re_c \frac{d^2}{D_h^2} = \frac{\rho U_m d^2}{\mu D_h} \quad (3.4)$$

where $D_h$ is the hydraulic diameter of the microchannel, $U_m$ is the maximum flow velocity in the microchannel (corresponding to contraction regions), $\rho$ is the fluid density, $\mu$ is fluid dynamic viscosity, and $d$ is the particle diameter. Experimental studies by other researchers concluded that for $0.5<Re_p<1$, particles tend to concentrate close to the walls at both side of the microchannel, whereas for particles with $4.5<Re_p<12$, particles would focus in the middle of the microchannel [236] [240]. The focused particles then can be collected at separate outlets at the end of the MOFF microchannel. As mentioned in Chapter 1, the principle of MOFF, either independently or in combination with other cell isolation techniques, has also been used for isolation of CTCs from blood [240] [241].

---

**Figure 3.6** The general principle of MOFF. (a) A typical MOFF device with multiple alternating expansion/contraction units along the microchannel. (b) The inertial lift force, which is the net effect of the shear-gradient-induced lift force and the wall-effect-induced lift force acting on particles all along the MOFF microchannel. (c) The momentum-change-induced inertial force resulting from a mismatch between fluid and particle trajectories caused by alternating expansion/contraction units in the MOFF microchannel [236].
**Design**

A schematic of a typical MOFF device designed to remove extra magnetic beads from an immunomagnetically labelled blood sample is shown in Figure 3.7. To design an MOFF device, two basic parameters should initially be defined, that is, $U_m$ and $D_h$. $U_m$ ultimately depends on the volumetric flow rate by which the sample is pumped through the MOFF device, and $D_h$ is defined as follows:

$$D_h = \frac{2ab}{(a+b)} \quad (3.5)$$

where $a$ and $b$ are the width and height of the microchannel as measured at the contraction regions, respectively. The height of microchannel is constant across the device ($55\pm5 \, \mu m$). The width of microchannel cannot be too small as it would result in device malfunction due to clogging. However, it cannot be too large either, as it would increase the hydraulic diameter ($D_h$) and negatively affect the particle focusing at nominal flow rates. Therefore, to design the MOFF device, first the nominal flow rate range was set (~200 $\mu$L/min), and then the particle Reynolds number was calculated for target cells ($d=20 \, \mu m$) and magnetic beads ($d=\sim 3 \, \mu m$) based on different values for the microchannel width at the contraction regions. These results showed that at an average flow rate of 200 $\mu$L/min and using a 40-$\mu$m wide contraction region, the value of Reynolds number for magnetic beads and target cancer cells would approximately be 0.4 and 15, respectively. Several studies done by other researcher concluded that the size-dependent particles distribution across the width of MOFF microchannel would stabilize after the sample passes through at least 80 expansion/contraction units. Therefore, the length of proposed MOFF microchannels was set based on this number. To improve the throughput, four MOFF modules were connected in parallel on a single chip.

At the end of each MOFF microchannel module is located an outlet structure that gradually expands and eventually leads to three separate exits (see Figure 3.7.e). The central exit collects the target cancer cells that would be focused in the middle, and the two lateral exits collect magnetic beads and some RBCs that would be concentrated at both sides of the MOFF microchannel. The shape of outlet and the width of each exit were optimized via CFD simulation and experimental observations. A wide central exit would prevent cancer cell loss but increase the number of non-specifically collected free magnetic beads. A narrower central exit would have the reverse effect. The hydraulic
resistance at each exit should be adjusted such that proportional volumes of fluid are collected through each exit. If this value is not adjusted properly, the focused lines of target cells and magnetic beads would be interrupted once they arrive at the outlet.

Figure 3.7 A schematic of a typical MOFF device designed for extra magnetic beads removal from immunomagnetically labelled samples. (a) The device (75×25mm) is composed of four separate MOFF modules that are connected in parallel and are fed via a single sample inlet (bottom). The refined (bead-free) sample from all four modules would be combined and collected at Outlet 1, which is located at the top center of the chip. Outlets 2-6 collect extra magnetic beads and a portion of RBCs filtered out by each MOFF module. To efficiently fit four modules on one chip, some outlets from each module were combined. (b) and (c) To collect proportional volumes of fluid at each exit, the hydraulic resistance of each exit was adjusted using CFD simulations. (d) A filter was designed to block larger particles and blood debris from reaching the MOFF microchannels. (e) At the end of each MOFF microchannel is located an outlet structure with three exits. The middle exit collects cells focused in the center (that is, target cancer cells and some blood cells), and two lateral exits collect magnetic beads and a portion of RBCs (smaller particles) focused on both side of the MOFF microchannel. (f) The dimensions of MOFF module. There are 80 contraction/expansion units along each MOFF microchannel module. All drawing, including the insets, are to scale.

CFD simulations were used to precisely design the hydraulic resistance at each exit. Preliminary experiments showed that, when the volumetric flow rate of fluid passing through each exit is proportional to the width of each exit (see Figure 3.8.b and c), not all
target cancer cells would be collected at the central exit. This was due to the fact that not all target cells were focused in the center of the MOFF microchannel, and some cells left the MOFF module via lateral exits. Therefore, the hydraulic resistance at the central exit was modified such that relatively more fluid is collected via this exit (1.3× that of lateral exits - see Figure 3.8.d and e). This would result in collecting as many target cancer cells as possible at the central exit although some magnetic beads would be collected, too.

Figure 3.8 COMSOL simulation to optimize hydraulic resistance at MOFF microchannel outlet. (a) A schematic of a typical MOFF device and an arc (red line) along which the flow velocity profile in measured. (b) and (c) Flow velocity magnitude across all outlets and streamlines for a sample outlet when the outlet hydraulic resistance was set to collect proportional flow at each exit (based on the width of each exit). (d) and (e) Flow velocity magnitude across all outlets and streamlines for a sample outlet when the outlet hydraulic resistance was set to collect 1.3× volumetric flow at the central exit where cancer cells are collected.

3.4. Microfabrication

All devices were fabricated using soft lithography and PDMS casting (see Figure 2.14 for the process). Due to the unusually high aspect ratio of features designed in some filters (e.g., the slits in MASCFF and microposts in DLD), the recipe was experientially optimized to allow fabrication of such features in SU-8 and PDMS. Because of the typically
small feature sizes present in all filters, prior to casting PDMS, SU-8 molds were silanized with (tridecafluoro-1,1,2,2-tetrahydrooctyl) trichlorosilane (Sigma-Aldrich, ON, Canada). Such a treatment allows the baked PDMS to be easily pilled off the SU-8 mold and prevents any damage to small features on both the mold and the PDMS cast. Once the inlet and outlet holes were punched in the PDMS part, its inner surface was activated using the air plasma and was irreversibly bonded to a glass substrate.

3.5. Results

3.5.1. Microfabrication

Based on different designs explained earlier, several prototypes were fabricated and analyzed (see Figure 3.9).

![Figure 3.9 Photographs of different microfluidic filter prototypes: (a) MASCFF device, (b) DLD device, (c) MOFF device.]

While soft lithography is a well-established microfabrication technique, the main challenge associated with the microfabrication of devices presented in this chapter was the unusually high aspect ratio of some structures crucial for particle separation. The separation principle in the novel MASCFF filter presented earlier in this chapter is based on numerous extremely narrow side slits that connect two parallel much wider microchannels (see Figure 3.2). The width of these side slits was designed to be ~5 μm. Considering the constant height across most devices (~55 μm), such a small width would translate into an aspect ratio of >10 for side slits (see Figure 3.10.a and b). SU-8 has generally been a photoresist of choice for high aspect ratio fabrication purposes; however,
the microfabrication of structures with an aspect ratio of >10 in SU-8 is a challenging task that entails rigorous experimental optimization of the fabrication recipe [242] [243] [244]. In particular, it was found that the soft bake should be done such that no solvent is trapped within the lower layers of SU-8. A partially baked high aspect ratio SU-8 structure with remnant solvent within the structure was particularly prone to collapse and deformation (see Figure 3.10.c). To address this issue, the temperature during the soft bake should be increased slowly and gradually. A sudden heat shock would result in solidification of the surface of SU-8 structures, leaving some solvent trapped in lower layers.

Another issue concerning the fabrication of MASCFF devices was the overexposure of SU-8 at the corners of structures, particularly where side slits connect to the sample microchannel. Due this overexposure, instead of sharp edges at these corners, curved edges were formed (see Figure 3.10.d). These curved corners, in turn, resulted in a relatively wider entrance to side slits. As it is discussed in the next section, this issue partly resulted in cancer cell loss in the MASCFF device, as target cancer cells were able to squeeze through this wide entrance and leave the sample microchannel. The overexposure at corners is an inherent issue in photolithography. While its effect can be reduced by experimental optimization of the exposure dose, it cannot entirely be eliminated. One solution is to use super high-resolution exposure systems, such as electron-beam lithography (EBL), to expose the photoresist, but such techniques are expensive, extremely slow, and not easily applicable to thick photoresist layers.

![Figure 3.10 Different SEM views of a MASCFF SU-8 mold. (a) View of the first side slit connecting the sample microchannel (partly visible on left) to the collection microchannel (right). (b) A closer view of a functional side slit. (c) A faulty deformed side slit. (d) A close view of wider entrance to side slits caused by overexposure at sharp corners. (e) A MASCFF device with ~ 5×5 μm side slits.]
Except for occasional cases in which PDMS microposts in DLD devices collapsed under pressure after the PDMS part was bonded to the glass substrate, no particular issue was observed in the fabrication of DLD and MOFF devices (see Figure 3.11).

Figure 3.11 (a) SEM view of a typical DLD microchannel. (b) The magnified SEM views of microposts within the DLD microchannel. (c) In some case, microposts collapsed under pressure after the PDMS part was bonded to the glass substrate. (d) SEM view of MOFF contraction/expansion units.

3.5.2. Qualitative Characterization of Efficiency of Filters to Remove Free Magnetic Beads

Several experiments were initially performed to visually evaluate the efficiency of different prototypes to remove unbonded free magnetic beads from the sample and retain target cancer cells. To assess MASCFF prototypes, at a given magnetic field created by a pair of magnets, the flow rate was adjusted until the best magnetic separation was observed. At its best performance, a MASCFF device could remove >50% of beads suspended in a buffer solution at an optimized flow rate of 125 μL/min. However, the particle separation performance was not sustainable for an extended duration of time or
large sample volumes, as some side slits tended to get clogged after >1mL of sample was processed through the device. More importantly, another major issue with MASCFF filters was the unexpected considerable higher rate of the loss of target cells through side slits. It was observed that some LNCaP cells can pass through 5-μm-wide slits and enter the collection microchannel. The ability of cancer cells to move through such narrow openings, such as capillaries, is a major factor in hematogenous spread of cancer. While using 5×5 μm side slits reduced the cell loss but, due to extremely small size of these slits, they were not as efficient for magnetic bead removal and became clogged rather quickly.

Figure 3.12 Examples of target cell loss in MASCFF devices partly due to the ability of cancer cells to pass through extremely narrow opening (e.g., capillaries in body). (a-c) and (d-f) show the time-lapse passage of two different LNCaP cells through side slits. Bar scale represents 50 μm.

The performance of different DLD prototypes was also investigated at different flow rates. The highest bead removal rate was achieved at ~15 μL/min. Under this condition, >75% of beads were removed from the sample and collected at the bead collection outlet while ~70% of target cancer cells were retained and collected at the refined sample outlet. The low throughput of this design could be improved by massive parallelization, where, for example, 20 DLD modules would be incorporated on the single device. Such an approach has been used by other researchers for removal of magnetic beads and RBCs from blood samples [228]. However, implementation of such a design in PDMS is relatively challenging and requires at least three separate layers that would include microposts, inlets/outlets, and microfluidic flow distribution/collection manifolds. Another issue concerning the PDMS-based DLD design was its malfunction once air bubbles entered
the devices. Due to the extremely high surface-area-to-volume ratio of the DLD design and extreme hydrophobicity of PDMS, air bubbles could not be easily removed and affected the separation efficiency (Figure 3.13).

![Figure 3.13](image)

**Figure 3.13** DLD malfunction due to accumulation of air bubbles within the device. Bar scale represents 200 μm.

The performance of MOFF prototypes was initially tested at the analytically set flow rate (i.e. 200 μL/min for each module or ~800 μL/min for four parallel modules). It was observed that at this flow rate, neither magnetic beads nor target cancer cells were focused at expected locations in MOFF microchannels. Instead, all particles were randomly scattered across the microchannel. The flow rate was experimentally adjusted, and the best performance was observed at 200 μL/min (equal to 50 μL/min for each module). At this flow rate, ~80% of particles and ~85% of labelled cells were collected at the corresponding outlets. Except for minor cases, no significant clogging was observed, as majority of large particles and debris (>100 μm in size) were stopped at the input filter. The designed hydraulic resistances performed at expected, and the collected fluid volume at each exit matched the designed values.

### 3.5.3. Quantitative Characterization and Cell Capture Experiments

**Experimental Setup and Sample Preparation**

Considering that the best overall performance for removing free magnetic beads and retaining cancer cells was observed using the MOFF filter, this design was selected
for further quantitative cell capture studies. For these experiments, the MOFF chip and the magnetic chip were connected in tandem and together formed a microfluidic platform that can be used for isolation of cancer cells from immunomagnetically labelled blood samples (see Figure 3.14). The same experimental setup and sample preparation protocols that explained earlier in Chapter 2 were also used for these experiments.

**Figure 3.14** The experimental setup and the microfluidic platform for size-based enrichment and immunomagnetic isolation of cancer cells from spiked blood samples. Top row: the platform consists of two microfluidic chips, the hydrodynamic size-based MOFF filter (left) and the magnetic chip (right). The sample first enters the MOFF filter, whose refined sample outlet would be connected to the magnetic chip's inlet via a short piece of tubing. Extra magnetic particles removed by the MOFF filter would be collected at five different outlets. These two chips are placed in a custom-built adaptor that homes a pair of grade N52 NdFeB magnet stacks to create an external magnetic field in the desired direction that magnetically activates the magnetic chip. The platform itself can be integrated and fixed on a microscope stage for *in situ* visual analysis purposes.

**Specificity and Sensitivity of MOFF Filter**

To accurately evaluate the specificity of MOFF filter, defined as its ability to retain target cancer cells in the refined sample, several experiments were performed. Magnetically labelled LNCaP cells were seeded in the buffer solution at low concentrations (5-50 cells/mL), and the samples were processed at two different flow rates (150 and 200
μL/min, n=6 for each condition). Once the sample was processed, the number of LNCaP cells captured on the magnetic chip was counted. The specificity of MOFF filter was defined as the ratio of number of LNCaP cells captured on the magnetic chip to number of LNCaP cells initially seeded in the buffer solution. The recovery rates for samples processed at 150 μL/min and 200 μL/min were 58±6.33% and 77±7.57%, respectively (see Figure 3.15.a and b). These results confirmed the earlier observations that the best performance of the MOFF filter is obtained when the sample is processed at 200 μL/min.

Next, to evaluate the sensitivity of MOFF filter (percentage of beads removed by the filter) and its effect on overall recovery rate, a number of experiments was carried out, in which magnetically labelled LNCaP cells were seeded in buffer solutions (5-20 cells/mL) that were polluted with free magnetic beads at an average concentration corresponding to optimized labelling protocol for 2.8 μm beads (~1.5×10⁷ beads/mL) (n=5). While it was not possible to numerically assess the efficiency of MOFF filter to remove magnetic beads, it was observed that the number of beads that were not removed by the MOFF filter and had made it to the magnetic chip and captured on permalloy structures was not high enough to cover the captured cells and prevent them from being visually detected. The LNCaP recovery rate was 74.7±4.24%, which confirms that the LNCaP recovery rate is not significantly affected by extra captured beads (see Figure 3.15.c).

Figure 3.15 (a) The specificity rate (as defined in the text) of MOFF filter at different LNCaP cell concentrations and flow rates (n=3 for each concentration). (b) The number of LNCaP cells initially seeded (horizontal axis) versus number of LNCaP cells recovered (vertical axis) at 200 μL/min. (c) Capture efficiency for recovery of labelled LNCaP cells from buffer polluted with ~1.5×10⁷ beads/mL (n=5).
**Effect of Blood Cells on MOFF Filtration Specificity**

There are at least a billion RBCs in a millilitre of whole blood. RBCs are disk-shaped and 6-8 μm in diameter. Therefore, based on the critical dimensions of MOFF filters designed to remove free magnetic beads, RBCs may also be focused in the MOFF microchannel and removed from the sample. To evaluate how this interference from RBCs would affect the filtration specificity, several blood experiments were carried out (n=5). LNCaP cells were fluorescently and magnetically labelled and seeded in healthy blood samples at low concentrations (5-20 cells/mL). The blood samples were then diluted 10× and processed at an average flow rate of 200 μL/min. The recovery rate was 79±3%, confirming that blood cells do not affect the performance of the filter (see Figure 3.16).

![Figure 3.16 Capture efficiency of the platform for labelled LNCaP cells seeded in blood sample](image)

**Capture of LNCaP Cells from Spiked Blood Samples**

Finally, after studying the performance of individual components of the proposed CTC isolation system, i.e. the immunomagnetic labelling protocol, the magnetic capture mechanism, and the filtration technique to remove free unbonded magnetic beads, to assess the performance of the complete system and fully simulate the isolation of rare CTCs from clinical blood samples a number of spiked blood experiments was performed (n=5). LNCaP cells were fluorescently labelled and seeded in healthy blood samples at clinically relevant low concentrations (5-20 cells/mL). The spiked blood samples were then immunomagnetically labelled according to the previously optimized protocol: they were first incubated with biotinylated anti-PSMA antibody (1.25 μg/mL) for 40 minutes followed by incubation with streptavidin-coated 2.8 μm magnetic beads (~1.5×10^7 beads/mL) for another 50 minutes on a vortex mixer at the room temperature. The blood samples were
10× diluted with the buffer solution and processed at a flow rate of ~200 μL/min. The capture results are summarized in Figure 3.17. The recovery rate was 70±3.34%, which a function of several parameters, including immunomagnetic labelling efficiency, macro-to-micro interfacing efficiency, MOFF flirtation sensitivity and specificity, and the magnetic chip’s capture efficiency.

![Figure 3.17](image)

**Figure 3.17** (a) Recovery rate of the platform for LNCaP cells spiked in blood (n=5). (b) Number of LNCaP cells originally spiked in blood (horizontal axis) versus number of LNCaP cells recovered (vertical axis). (c) and (d) Magnified views of a captured LNCaP cell on tip of a permalloy structure. Scale bars represent 50 μm.

### 3.6. Summary and Discussion

Microfluidic immunomagnetic cell separation is one of the most sensitive and specific techniques for rare cell isolation. However, a serious drawback concerning this method is the excessive number of free magnetic particles/beads that remain in the sample after the immunomagnetic labelling process. When a labelled sample is processed, the same mechanism that captures immunomagnetically labelled target cells would also capture these free beads in the sample. These free beads can affect the normal separation function and hamper the visual detection of captured target cells by accumulating on the device and quenching fluorescence signals or burying the capture
cells. Ideally, these free extra magnetic beads should be removed from the sample after the immunomagnetic labelling process. This is a crucial requirement for improving the overall performance of a microfluidic immunomagnetic cell separation system, particularly for rare cell separation, where detection of every single cell is critical. However, except for a single case [228], this issue has rarely been addressed in other works in which immunomagnetic methods have been used for CTC isolation [131] [226] [245] [246] [247].

Three different size-based filters were developed and thoroughly tested for continuously refining immunomagnetically labelled blood samples during my PhD research. The performance of each filter is summarized in Table 4.1. The novel MASCFF device showed an acceptable throughput and sensitivity, but due to the intrinsic plasticity of cancer cells [248] [249], it was concluded that the basic principle of cross flow-fractionation and its novel modified version employed in the MASCFF filter does not provide an acceptable specificity for the current application. Experiments using the DLD filter, showed high sensitivity and specificity rates but suffered from a low throughput. Moreover, the proposed DLD devices were fabricated in PDMS, which is highly hydrophobic. Such a property along with the high surface-area-to-volume ratio of the DLD design could harm the normal function of device due to accidental bubble formation and blockage. Compared to MASCFF and DLD filters, the MOFF filter displayed the best overall performance.

The final design for the proposed microfluidic platform for size-based enrichment and immunomagnetic isolation of prostate cancer cells from whole blood samples is made of the MOFF filter and the magnetic chip that are integrated in tandem. Rigorous quantitative characterization studies showed that the platform can successfully and consistently remove the majority of free magnetic beads (~80%) while retaining ~75-85% of target cancer cells. This degree of magnetic bead filtration was high enough to allow for visual detection of captured cancer cells on the magnetic chip. Based on the designed parameters, the best performance of the MOFF chip was expected to be achieved at a flow rate of ~800 μL/min. Nevertheless, preliminary experiments showed that the most efficient filtration is attained at a much lower flow rate (~200 μL/min). This discrepancy can be partly due to the microfabrication error. Moreover, the calculated particle Reynolds numbers for free magnetic beads and target cancer cells were not precisely within the range associated with the best performance of MOFF filters [236]. However, the overall
particle separation performance using the MOFF device developed in this work was analogous and comparable to those reported in previous works [236] [237] [240] [241].

Table 3.1  Summary of the filtration performance of MASCFF, DLD, and MOFF designs

<table>
<thead>
<tr>
<th>Filter</th>
<th>Sensitivity*</th>
<th>Specificity**</th>
<th>Throughput (μL/min)***</th>
</tr>
</thead>
<tbody>
<tr>
<td>MASCFF</td>
<td>&gt;50%</td>
<td>N/A</td>
<td>125</td>
</tr>
<tr>
<td>DLD</td>
<td>75%</td>
<td>70%</td>
<td>15</td>
</tr>
<tr>
<td>MOFF</td>
<td>80%</td>
<td>85%</td>
<td>200</td>
</tr>
</tbody>
</table>

* The ratio of the number of magnetic beads removed from the sample by the filter to the number of magnetic beads in the original unfiltered sample.
** The ratio of the number of cancer cells retained in the refined sample and captured on the magnetic chip to the number of cancer cells initially seeded in the sample.
*** The maximum flow rate at which the best performance for each filter is achieved.
Chapter 4.

Retrieval and Propagation of Immunomagnetically Captured Cancer Cells

4.1. Background

The diagnostic and prognostic significance of the frequency of CTCs has initially been the major motivation for their capture from blood samples. However, the qualitative study of CTCs either at the molecular level or via functional assays offers far more valuable information than the mere CTC enumeration does and could provide more insight into the basic biology of metastasis and disease progression and be eventually used in precision oncology for development of personalized therapeutic regimens [250]. Such studies necessitate the retrieval and in vitro culture of live CTCs from patients’ blood samples. Given the inherent scarcity of CTCs and difficulties associated with culturing them, this aspect of the CTC research has been addressed only by a few researchers [251]. As such, further research on this topic and optimization of current protocols for retrieval and propagation of the captured CTCs is necessary. The retrieval of immunomagnetically captured LNCaP cells on the magnetic chip and their propagation were briefly investigated as a pilot study towards the end of my PhD studies, which is presented in this chapter.

4.2. Effect of Immunomagnetic Labelling on Viability of LNCaP Cells

Prior to the experiments involving retrieval and propagation of captured LNCaP cells, the effect of immunomagnetic labelling on the viability of cells was studied. LNCaP cells were maintained in 10 mm culture plates as explained earlier. Before each experiment, the cells were rinsed with PBS and dissociated using the buffer solution (1% w/v BSA + 3mM EDTA in PBS). The dissociated cells were then collected and resuspended in the buffer solution. For each experiment, cell solutions containing ~10^4 cells suspending either in the buffer solution or in the culture medium (control) were prepared. The cells in each sample were then either only incubated with the biotinylated anti-PSMA antibody (1 μg/mL for 40 minutes at the room temperature) or immunomagnetically labelled according to the optimized protocol explained earlier.
Following the above treatments, the cells in each solution were pelleted by centrifugation, resuspended in appropriate volumes of the culture medium, and placed back in the incubator. The cells were inspected daily for up to four days.

Figure 4.1 shows the cells with different treatments after 96 hours. Looking at the results, two major issues are evident. First, in general, the buffer solution used in cell capture experiments negatively affects the viability of LNCaP cells. For experiments carried out during this research, the use of this buffer solution was necessary, as it significantly reduces the cell aggregation and non-specific cell adhesion to the reservoir, tubing, and devices. While the buffer had been supplied with 1% v/w BSA and low concentrations of EDTA, it appears that the relatively short stay (<2 hours) of LNCaP cells in such an environment impair their viability. Second, regardless of the carrying medium (i.e. the cell culture medium or the buffer), the labeling of LNCaP cells with magnetic beads against PSMA can reduce the viability of cells.

Figure 4.1 Viability of LNCaP cancer cells 96hrs after immunomagnetic labelling. Top row: LNCaP cells treated in the culture medium: (a) control cells, (b) cells labelled with biotinylated anti-PMSA antibody only, (c) cells labelled with the antibody and 2.8 μm magnetic beads, (d) closer view of cells labelled with the antibody and 2.8 μm magnetic beads. Bottom row: LNCaP cells treated in the buffer solution (1% v/w BSA + 3mM EDTA in PBS): (e) control cells, (f) cells labelled with biotinylated anti-PMSA antibody only, (g) cells labelled with the antibody and 2.8 μm magnetic beads, (h) closer view of cells labelled with the antibody and 2.8 μm magnetic beads. Scale bars in (a)-(c) and (e)-(g) represent 100 μm. Scale bars in (d) and(h) represent 50 μm.
4.3. Biocompatibility of the Microfluidic Magnetic Cell Separation System

In addition to the immunogenetic labelling process and conditions under which the cells are initially handled, another factor that may ultimately affect the viability of retrieved LNCaP cells is the interactions between the cells and the cell capture platform. PDMS, the tubing, and the glass substrates are all biocompatible components. To ensure biocompatibility of permalloy structures, they are sheathed by a 200-nm gold layer during the microfabrication. To confirm the biocompatibility of the magnetic chip, LNCaP cells were seeded on a magnetic component placed at the bottom of a 60 mm culture plate. The culture plate was then placed in an incubator and the cells were cultured under normal conditions (37°C and 5% CO₂). The cells were inspected under the microscope after 48 hours and no significant signs of necrotic cell death was observed (see Figure 4.2).

![Figure 4.2 Validation of the biocompatibility of the magnetic chip. LNCaP cells seeded and incubated on the magnetic chip for 2 days without any sign of necrotic cell death. Black and gray areas represent permalloy and glass substrate, respectively.](image)

4.4. Retrieval and Propagation of Captured LNCaP Cells

After studying various parameters that could potentially affect the viability of captured cells, the retrieval and propagation of LNCaP cells captured on the chip was attempted (n=3). For each trial, three samples containing ~10³ LNCaP cells suspended in the buffer solution were prepared. One was the control, and the other two samples were immunomagnetically labelled using the optimized protocol explained earlier. One of the labelled samples was used as the second control, and the other sample was processed through the magnetic chip at the nominal flow rate of 100 μL/min. Once the entire sample
was processed, the chip was removed from the adaptor and placed on a hot plate set at 40°C. Then, 4 mL of the pre-warmed 0.05% EDTA-Trypsin solution was flushed through the chip at an average flow rate of 300 μL/min. The outflow was collected in a sterilized tube. The collected outflow and the two control samples were the pelleted down. The supernatant was removed carefully from each sample and the pelleted cells were resuspended in the culture medium and incubated in a 12 well plate under normal conditions. Figure 4.3 shows the results for one of the trials. The results from the other two trials were similar. While the number of retrieved cells and their viability were not precisely quantified, it was observed that ~75% of captured cells were retrieved, of which >50% were viable after 48 hours.

![Figure 4.3 Retrieval and propagation of captured LNCaP cells on the magnetic chip. Top row shows cells after 48 hours: (a) non-labelled control cells, (b) immunomagnetically labelled control cells, (c) retrieved cells. Middle row shows cells after 72 hours: (d) non-labelled control cells, (e) immunomagnetically labelled control cells, (f) retrieved cells. (g) A closer view of retrieved cells after 72 hours. (h) and (i) Closer views of retrieved cells after 8 days. The cells were labelled with Calcein to confirm their viability. All scale bars represent 50 μm.](image-url)
4.5. Summary and Discussion

Given the vast amount of information that can be obtained by studying CTCs, an efficient CTC isolation strategy should be ultimately able to retrieve these cells such that they can be successfully propagated. These CTC cultures then can be used in variety of applications. Therefore, considering the necessity of retrieving captured cancer cells, this topic was briefly studied at the end of my PhD studies. Although sub-optimal, the proposed approach retrieved and successfully cultured LNCaP cells for more than a week. While removing the magnetic chip from the external magnetic field and treating the captured cells with the pre-warmed 0.05% EDTA-Trypsin solution could dislodge majority of them from microtraps, it was observed that ~25% of cells remained captured on the chip. This could be due to either strong remnant magnetism of permalloy structures or strong non-specific adhesion of captured cells to the glass substrate. Further characterization of magnetic properties of deposited permalloy and optimization of the dissociating agent used to remove cells could improve the retrieval rate. Other factors that might affect the viability of cancer cells in the proposed CTC isolation capture method were also studied. Contrary to the common assumption that immunomagnetic labeling would not alter the viability of cells, it was observed that LNCaP cells that were immunomagnetically labelled against PSMA might undergo necrotic or apoptotic cell death.
Chapter 5.

Conclusion and Future Work

CTCs play a pivotal role in cancer metastasis. As such, their analysis may be used as an efficient biomarker for cancer diagnosis and prognosis. The longitudinal screening of CTCs can serve as both an intermediate endpoint for the efficiency of current treatment and a predictive biomarker for selection of the next line of therapy that may improve survival and QOL of cancer patients. Studying CTCs can also improve the existing knowledge regarding the biology of metastasis, enabling the development of more effective personalized therapies. By fully exploiting the high potential of CTCs in context of precision oncology, the envisioned future for clinical cancer management would be a model similar to antimicrobial therapy. In such a framework, the results from a blood test permits the molecular signature of malignancy, the therapeutic targets, and possible modifications in the existing treatments based on the quantitative and qualitative monitoring of CTCs. Thanks to recent advances in biotechnology and clinical computational biology, comprehensive catalogues of cancer genes are becoming increasingly malleable, making the implementation of the idea of genomics-driven cancer medicine possible more than ever. To further investigate such potential applications of CTCs, it is essential to first isolate these cells from the blood. To be useful in cancer research, an ideal method should recover viable cells that can be readily sorted and studied in situ at the single-cell level, or be retrieved and further analyzed in vitro. During the last decade, detection and isolation of CTCs has gained a considerable and increasing interest, which has resulted in the development of a wide range of technologies. Based on their underlying working principle, the existing CTC detection and isolation techniques can be broadly classified as nucleic acid-based, physical properties-based, and antibody-based methods, the latter of which is the most effective method for both detection and isolation of CTCs.

In this thesis, the development and preclinical testing of a novel microfluidic platform for sensitive and specific size-based enrichment and PSMA-based immunomagnetic isolation of blood-borne prostate cancer cells from cancerous blood sample models was presented. The platform is composed of a size-based microfluidic filter and a novel integrated microfluidic magnetic chip that are connected in tandem. The
filter is designed based on the principle of MOFF, fabricated in PDMS, and employed to continuously remove extra free magnetic beads from an immunomagnetically labelled blood sample before it enters the magnetic chip. The magnetic chip is composed of a permalloy-based magnetic component and a PDMS-based microfluidic counterpart that are irreversibly bonded and together form the integrated microfluidic magnetic chip. The magnetic component of the chip contains thousands of magnetic microtraps fabricated on a glass substrate. These microtraps are made by geometrically modifying 10-μm-thick permalloy strips, creating arrays of numerous sawtooth dentations at both sides of each strip. The microfluidic component of the chip includes a network of PDMS microchannels, bifurcations, diffusers, and a central microchamber that encloses microtraps.

Cell capture experiments using the magnetic chip showed that the proposed device can capture immunomagnetically labelled LNCaP cells with nearly 100% efficiency at very low cancer cell concentrations, demonstrating the efficiency of the magnetic separation mechanism and the macro-to-micro interfacing. The addressable location of microtraps on the chip would allow for automatic enumeration and analysis of captured cells using machine vision. Comparing the efficiency of capturing LNCaP cells from buffer and blood samples proved that blood cells do not significantly affect the capture efficiency. Moreover, minimum nonspecific adhesion of non-target blood cells on the chip was observed. However, since achieving an efficient immunomagnetic labelling of cancer cells spiked in whole blood samples requires incubation of an excessive number of magnetic beads with the sample, the capture and accumulation of numerous unbonded free magnetic beads on the chip did not allow visualization and full detection of captured cells when immunogenically spiked whole blood samples were processed. To address this issue two approaches were investigated: a) reducing the number of beads required for efficient labelling by lysing the blood and reducing the sample volume and b) devising an additional mechanism to continuously remove the unbonded magnetic beads from a sample before it enters the magnetic chip. Experiments using the first approach showed that the relatively harsh preprocessing of sample (i.e. lysing, pipetting, centrifuging, etc.) could result in inadvertent cell loss and reduce the overall recovery rate up to 40%, diminishing the impressive magnetic capture capability of the proposed chip.

To fundamentally address the problem of free unbonded magnetic beads, which is an inherent issue in the micro-scale magnetic cell separation, development of a microfluidic filter for refining immunomagnetically labelled blood samples was studied.
Three different devices were designed, fabricated, and thoroughly tested. While the novel MASCFF filter could remove >50% of target particles, the natural plasticity of cancer cells and their ability to pass through extremely small openings made the proposed approach ineffective for this particular application. However, the proposed filtration method would be a practical approach for separation of magnetic particles from diamagnetic entities. The DLD device could remove free beads with a high sensitivity and specificity (>75% and ~70%, respectively), but with a painfully low throughput. Massive parallelization of DLD modules and its fabrication in PDMS was found to be a challenging task, especially considering the combined effect of the undesirable hydrophobicity of PDMS and the extremely high surface-area-to-volume ratio of the DLD design. Both of these issues could be addressed by implementing the parallel design in silicon (using DRIE), but this would be an expensive approach. The MOFF filter showed the best performance and was able to remove ~80% of free beads with close to 85% specificity at a practical throughput (200 μL/min). Furthermore, blood cells did not affect the filtration performance. The proposed immunomagnetic cell isolation approach, including the labelling protocol, the micro-to-macro interfacing, and the integrated platform, was able to capture prostate cancer cells at clinically relevant concentrations (5-20 cells/mL) with up to 75% efficiency. Although this research was focused on prostate cancer cells, the developed technology is applicable to other cancers as well.

Finally, the retrieval and propagation of captured LNCaP cells on the magnetic chip was briefly studied. Although sub-optimal, the proposed approach retrieved ~75% of captured cells and successfully cultured >50% of them for more than a week.

The proposed microfluidic platform in this thesis has shown reliably high capture efficiency and specificity in preclinical studies. Therefore, the natural next step in evaluating the performance of the platform would involve clinical studies. Accordingly, the proposed future works are as follows:

1) **Increasing the recovery rate of the platform by improving the specificity of the MOFF filter**

Currently, the MOFF filter can effectively remove at least 80% of free unbonded magnetic beads from immunomagnetically labelled blood samples. In doing so, the filter also non-specifically removes some target cancer cells (15-20%). The overall recovery
rate of the platform can be increased by improving the specificity of the MOFF filter such that it retains all target cancer cells while removing same amount of free magnetic beads from the sample. As mentioned earlier, experimental observations showed that not all cancer cells are precisely focused at the center of MOFF modules in the current design. This leaves some cancer cells focused at both sides of the module, resulting in their non-specific filtration along with free magnetic beads. Further studying the flow dynamics and its interaction with cancer cells and experimental optimization of the outlet design would improve the performance of the MOFF filter.

2) Performing a clinical validation study using blood samples from cancer patients and head-to-head comparison with the clinically-approved CellSearch® system

CTCs are known to be highly heterogeneous, showing variations in morphology, genotype, and phenotype even within a single blood draw [8]. Therefore, depending on the physical or molecular characteristics used for isolation of putative CTCs, positive selection techniques, such as the method presented in this thesis, may isolate different populations of CTCs. Thus, it is critical to verify and characterize the clinical significance of captured CTCs based on the criteria employed for CTC isolation by this technique. Currently, the CellSearch® system is the only clinically approved assay, but it only captures CTCs expressing sufficient amount of EpCAM. However, several studies have now confirmed that EpCAM expression among cancer cells vary significantly, which may be a direct consequence of the EMT. Given that the EMT has been partially associated with metastasis-initiating cancer cells, it is likely that systems such as CellSearch® may neglect an important subpopulation of CTCs, which warrants further investigation.

To evaluate the performance of the proposed platform and compare it with the CellSearch® system, a clinical study will be conducted as follows. First, to confirm the specificity of the isolation results, control blood samples from 25 healthy donors will be processed and a cut-off will be set for CTC+ samples. Next, 50 patients with established metastatic prostate cancer (chemo-refractory or castration resistant) with documented metastases via bone scan or CT who are progressing despite continued standard-of-care therapy (to ensure adequate disease burden) will be recruited. In addition, 25 patients with localized early stage disease before or after surgical castration and adjuvant therapy will be accrued (to assess the ability of the proposed platform to isolate CTCs in early stage
cancer). Two 7.5 ml blood samples will be drawn from each subject, one of which for CTC enumeration using the CellSearch® platform and for comparative purposes. The second sample will be processed using the proposed platform in this thesis. The identity of isolated CTCs on the magnetic chip will be confirmed by examining DAPI and Alpha-methylacyl-CoA racemase expression (unique to prostate cells), and epithelial markers (EpCAM, pan-cytokeratin) expression and the lack of CD45 expression (unique to leukocytes). The isolated cells will also be characterized for TMPRSS2-ERG fusion status (FISH), androgen receptor gene amplification (FISH) to confirm malignant origin.

3) Assessing the clinical value of CTC counts using the platform and its association with other clinical markers

4) Studying the molecular heterogeneity of CTCs via *in situ* and/or *in vitro* analysis of the expression of several markers with known implications in disease progression and their clinical significance

In addition to the clinical significance of the frequency of CTCs, there remain other significant issues that need to be studied further. As thoroughly discussed earlier, genomic and proteomic characterization of CTCs offers valuable information about the malignancy and could be employed for developing personalized therapeutic regimens. For example, the over-expression of vimentin, putatively known as an EMT marker, correlates well with accelerated tumour growth, invasion, and poor prognosis. In addition, CTCs expressing CD44, which are not present in all CTCs, have been associated with a lower OS and increased metastatic activity of cancer.

The primary objective of this study will be to prospectively assess the prognostic utility of the frequency of captured CTCs as well as other CTC phenotypes (e.g., PSMA+/EpCAM\(^{\text{low}}\)/vimentin\(^{\text{high}}\)) as predictors of OS and PFS. The secondary objective is to explore the concordance of the CTC data with other clinical measures of disease burden (e.g., Gleason score, PSA, alkaline phosphatase, lactate dehydrogenase, and patterns of metastatic spread). A fluorescent imaging protocol will be optimized for visual analysis of various markers (EpCAM, pan-CK, CD44, vimentin, CD45, DAPI). Kaplan-Meier methods, log-rank test, and univariate or multivariate Cox proportional hazard analyses will be used to establish the association of the CTCs data (at baseline and during the follow-up) and other prognostic indicators with PFS and OS and with each other. For OS studies, all
recruited patients with metastatic cancer, and for PFS studies, a cohort of the metastatic patients who are starting a new line of therapy (e.g., enzalutamide, docetaxel, abiraterone acetate, cabazitaxel) will be prospectively followed up for at least 12 months. Primary endpoint will be the disease progression as clinically defined by serum PSA level (according to Prostate Cancer Clinical Trials Working Group 2 (PCWG2) guidelines), bone scan, soft tissue radiography (new lesions or progression of existing lesions), or death (whichever happens first). Blood collection for CTC screening will be performed at the baseline, every two months during the treatment, and also when the primary endpoint is reached. Laboratory and imaging assessments will be performed per discretion of the treating physician, at least every 3 months. Thus, not only their frequency but also the molecular determinants of individual CTCs will be screened and evaluated as potentially more accurate biomarkers for PFS, OS, and treatment efficiency.

5) Optimizing the protocol for retrieval and propagation of the isolated CTCs

Using the proposed protocol in Chapter 4, captured LNCaP cells were retrieved and cultured after isolation on the magnetic chip by removing the external activating magnetic field and flushing the chip with a mild dissociating reagent. However, it is essential to develop and optimize a protocol that can retrieve and propagate the captured CTCs more effectively.

First, development of a decapeptide directed to the immunogenic site mapped on PSMA for the proprietary mouse monoclonal antibody will be studied. This decapeptide would be flushed through the system after CTC capture to compete off the bead-Ab complex from the PSMA expressing cancer cells, thereby releasing the cell from the capture site. Next, a clonogenic assays on collected CTCs will be performed. LNCaP-GFP-AR cells will be seeded into whole mouse blood at various dilutions. The captured cells will be retrieved and cultured in the appropriate medium. Clonogenic cells will be scored after 48 and 72 h to determine viability of the captured cells. Expanded clonogenic cells will be subjected to a battery of validation experiments including quantitative RT-PCR and immunoblotting of cellular lysates to assess PCa marker gene transcript and protein levels (PSA, CGR-A, ENO2, AR, etc.). Application of propagation protocols previously reported for isolating single cells for expansion and engrafting into renal capsule assays will also be studied [252].
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Abstract Automated robotic bio-micromanipulation can improve the throughput and efficiency of single-cell experiments. Adherent cells, such as fibroblasts, include a wide range of mammalian cells and are usually very thin with highly irregular morphologies. Automated micromanipulation of these cells is a beneficial yet challenging task, where the machine vision sub-task is addressed in this article. The necessary but neglected problem of localizing injection sites on the nucleus and the cytoplasm is defined and a novel two-stage model-based algorithm is proposed. In Stage I, the gradient information associated with the nucleic regions is extracted and used in a mathematical morphology clustering framework to roughly localize the nucleus. Next, this preliminary segmentation information is used to estimate an ellipsoidal model for the nucleic region, which is then used as an attention window in a $k$-means clustering-based iterative search algorithm for fine localization of the nucleus and nucleic injection site (NIS). In Stage II, a geometrical model is built on each localized nucleus and employed in a new texture-based region-growing technique called Growing Circles Algorithm to localize the cytoplasmic injection site (CIS). The proposed algorithm has been tested on 405 images containing more than 1,000 NIH/3T3 fibroblast cells, and yielded the precision rates of 0.918, 0.943, and 0.866 for the NIS, CIS, and combined NIS–CIS localizations, respectively.

Keywords Adherent cells · $k$-means clustering · Machine vision · Nucleic and cytoplasmic micromanipulation · Region growing

1 Introduction

Single-cell research provides precise understanding of cells and their functions by avoiding inaccuracies which are inherent to data-averaging over cell cultures, and caused by intercellular signaling or heterogeneity of cell populations. A fundamental step in many single-cell experiments is to manipulate the genetic or biochemical contents of a live cell using capillary pressure microinjection (CPM) [7] or single-cell electroporation (SCE) [20]. To improve the throughput and efficiency of these methods, automated robotic systems based on CPM [18] and SCE [15] have been developed previously. Machine vision that recognizes single cells or their internal structures (e.g., nucleus) in microscopic images is a basic requirement in these systems. We have reported the development of a proof-of-concept automated single-cell micromanipulation system—now dubbed RoboSCell—in [15], where it was employed for in vitro SCE-based injection of sea urchin eggs, which are large (~80 μm in diameter) and spherical. To generalize the technology, the automated SCE capability of RoboSCell must be applied to other cell types, particularly adherent cells, which are flat, thin, and morphologically irregular. Although a number of
studies have been reported on automatic CPM- and SCE-based micromanipulation of physically or chemically immobilized single suspended cells [15, 18], to our best knowledge, there has been little work done on fully automated micromanipulation of single adherent cells. The main obstacle to full automation has been the need for a human operator to be involved in the selection of the proper injection site on the adherent cell, for either the CPM or SCE methods (e.g., [11]).

Recently, the automated localization of injection sites on adherent cells has been partly addressed in [19]. However, their method identifies injection sites only on the nucleus, which is limited to nucleic injection applications (e.g., pronuclear DNA microinjection [5]) that involve the insertion of foreign molecules into the individual nuclei. Alternatively, there are other cytology applications, such as the study of intracellular behavior of nucleic acids or gene therapy [10, 13], in which the external molecules should be inserted into the cytoplasm (i.e., cytoplasmic injection). It has been suggested in the literature pertaining to single-cell micromanipulation systems (e.g., [18]) that such a system should have the capability of injecting cells at various locations (e.g., both nucleus and cytoplasm), yet surprisingly, its implementation and automation have not been addressed.

1.1 Problem statement

Hence, an image processing algorithm to localize injection sites, (i) in the nucleus (nucleic injection site, NIS) and (ii) in the cytoplasm (cytoplasmic injection site, CIS), of an irregularly shaped adherent cell is required. The NIS is defined as a point on the nucleus, whereas the CIS is a point off the nucleus and on the cytoplasmic regions where it is adequately far from the nucleus, but is still thick enough to be injected. These are the criteria that are often used by cell biologists. The algorithm should robustly perform against irregular morphology of adherent cells, object multiplicity (e.g., cellular debris and dead cells in images), occlusion (i.e., laterally touching cells), and more importantly, poor contrast (short range of gray levels) of cell images.

To address this problem, we propose a practical, two-stage model-based algorithm that first performs NIS localization using mathematical morphology and k-means clustering methods. Then, based on the results from the first stage, a geometrical model is built for each cell and used along with a moderated region-growing technique called Growing Circles Algorithm—the main contribution of this study—to localize the CIS. The proposed algorithm can then be employed in CPM- or SCE-based robotic systems for automated high-throughput injection of single adherent cells.

2 Methods

2.1 Stage I: NIS localization

Nuclei detection is a well-known problem in the field of cell image processing and has many applications, such as image cytometry, cell image retrieval systems, etc. [2, 4, 8]. Usually, fluorescence microscopy or staining techniques have been used in most of these applications to increase the image signal-to-noise ratio. However, such techniques cannot be used in the target application, i.e., automated robotic single-cell micromanipulation. Here, the whole cell-sample must be scanned to localize the live cells and the injection sites prior to manipulation. Therefore, fluorescence microscopy cannot be employed in this application, due to the possibility of phototoxicity as a result of long-duration exposures. Phototoxicity is caused by the tendency of fluorescent label molecules to react with molecular oxygen, which results in the production of free radicals that can damage subcellular components and compromise the entire cell [16]. In addition, staining techniques cannot be employed, since live cells are being studied.

The proposed solution for the NIS localization is based on the fact that the presence of the nucleus containing nucleoli and surrounded by ribosomes and the rough endoplasmic reticulum (RER) gives a higher thickness and refractive index to the nucleic regions of an adherent cell. Therefore, as Fig. 1a shows, these bumpy regions produce a higher contrast in differential interference contrast (DIC) images. The gradient features corresponding to these high-contrast nucleic regions are first extracted and processed to produce single objects associated with each cell’s nucleic region. Each segmented region is then estimated with an ellipse that is used as an attention window [8] in a k-means clustering-based search algorithm to localize the NIS. It should be noted that, not only are the nucleic regions more distinguishable, but they also rarely touch each other in a confluent cell culture. Hence, the poor contrast and the occlusion problems can be effectively addressed through this approach.

2.1.1 Feature extraction

As shown in the flow chart in Fig. 2, the input image (e.g., Fig. 6a) is first Gaussian-smoothed, and then the following gradient operator is used to highlight the contrast changes:

$$G[x, y] = \sum_{m=-2}^{2} \sum_{l=-2}^{2} K[l, m] I[x - l, y - m]$$

(1)

where $I$ and $G$ are the grayness of the original and the gradient images at pixel $(x, y)$, respectively, and $K[l, m]$ is a $5 \times 5$ Sobel convolution kernel. To draw as much useful gradient information as possible, two orthogonal kernels...
are employed in parallel, and the gradient images in vertical and horizontal directions are produced. The Otsu-clustering method [12] is then used to convert the gradient images to binary images, which represent locally maximal valued pixels in the gradient images. The optimal threshold \( T \) is calculated by minimizing the intra-class variance in:

\[
\sigma^2_{\text{intra}}(T) = n_f(T)\sigma^2_f(T) + n_b(T)\sigma^2_b(T)
\]

where \( n_f(T) \) and \( n_b(T) \) are the number of pixels in the foreground and the background, respectively; \( \sigma^2_{\text{intra}}(T), \sigma^2_f(T), \) and \( \sigma^2_b(T) \) are the intra-class, foreground, and background variances, respectively. Next, a Ferret diameter filter is applied to the resulting binary images to remove the elongated objects resulting from shadows or reflections in the DIC images that are created by the nucleic regions’ height. The size of removable objects by this filter is set according to the optical train’s magnification and using the training image library, which is employed to tune the algorithm’s parameters. As illustrated in Fig. 2, the resulting binary images from the two parallel processes are then added together to produce a single image containing the information mostly associated with the nucleic regions of each cell (e.g., Fig. 6b).

2.1.2 Mathematical morphology clustering

As it is evident in Fig. 6b, the binary information corresponding to the nucleic regions are in the form of closely segregated pixel sets that should be grouped together to form a single object representing each nucleic region in the binary image. This is a clustering problem in the field of unsupervised pattern classification that can be addressed using (binary) mathematical morphology operations [14, 17]. The proposed mathematical morphology clustering (MM clustering) algorithm for this purpose is shown in Fig. 2. A dilation step is first employed to partially connect the adjacent pixel sets belonging to the same cell’s nucleic region to form semi-coherent larger pixel sets. All small in-between particles which are not associated with nucleic regions are then removed. Next, the dilation operation is repeated again to fully connect the larger pixel sets. It should be noted that this dilation-particle removal-dilation profile is necessary to effectively overcome the occlusion problem and prevent the possible formation of a single object associated with two or more adjacent cells. The remaining gaps in the resulting larger pixel sets are then filled to produce single coherence binary objects which are then eroded to remove their spurious artifacts and produce a single binary object corresponding to each nucleic region (Fig. 6c). A structuring elements are used for both dilations and the erosion. Since nucleic regions of dividing cells or cells in a highly confluent population could be potentially detected as one object, morphological size and shape filters are also employed to remove these possible erroneous clustering outcomes.

2.1.3 k-means clustering-based NIS localization

In general, the nuclei of most adherent cells have an oval form, which results in an ellipsoidal layout in the 2-D image space (see Fig. 1b). Therefore, each segmented nucleic region from the last step is modeled by an ellipse of the same geometric (i.e., size and length-to-width ratio) and spatial (i.e., orientation and location) properties (Fig. 6c). This way, it can be expected that the ellipse almost encloses the nucleus and the nucleic features (e.g., nucleoli). However, there might be a bias error associated with the position of the estimated nucleic ellipse (NE), i.e., the segmented nucleic region (hence, the estimated NE) may not cover parts of the actual nucleus, as shown in Fig. 3a. This is an error that could arise due to non-specificity of the gradient information used in the nucleic region segmentation, and must be properly compensated. In fact, the gradient information associated with some sub-cellular and extracellular structures can sometimes be so significant, that it potentially shifts the centroid of the segmented nucleic region (hence, the estimated NE) toward a fictitious position. Therefore, the estimated NE should be finely relocated until it encloses the nucleus. Referring back to the cell nucleus in Fig. 1b, it can be observed that some parts of the nucleoli inside the nucleus have higher grayscale intensity than the surrounding regions. The

\[
\sigma^2_{\text{intra}}(T) = n_f(T)\sigma^2_f(T) + n_b(T)\sigma^2_b(T)
\]

\[
\sigma^2_{\text{intra}}(T) = n_f(T)\sigma^2_f(T) + n_b(T)\sigma^2_b(T)
\]
A clustering method along with a series of morphological filters is used again to detect these bright nucleoli (see Fig. 1c). Also, the nucleoli are usually distributed evenly inside the nucleus. These characteristics can be used by a $k$-means clustering-based technique to finely reposition the estimated NE.

The $k$-means clustering algorithm is a well-known approach in the field of unsupervised data mining, and has been used in a variety of applications, including image processing. It is a fast and easy-to-implement iterative algorithm that alternately switches between two steps (data assignment and relocation of means—see below) until a convergence criterion is satisfied [6]. The main drawback of this method, however, is its initialization, i.e., the selection of the number of clusters and their initial mean values. Nevertheless, in this application, the estimated NEs can be used to effectively address these problems. Using each NE as an attention window applied to the processed (i.e., thresholded and filtered) image (partly shown in Fig. 1c), only one cluster will be handled by the $k$-means clustering algorithm at a time. Also, the center of the NE is considered as the initial mean value. The $k$-means clustering algorithm then iteratively performs these two steps: (i) Step 1-Data Assignment: all pixels in the processed image that are covered by the NE are assigned to the cluster. (ii) Step 2-Relocation of Means: the centroid (mean) of this cluster is computed as in (3) and the center of the NE is shifted to the calculated centroid.

$$X = \frac{\sum_{i=1}^{r} x_i p(x_i)}{\sum_{i=1}^{r} p(x_i)}; \quad Y = \frac{\sum_{i=1}^{r} y_i p(y_i)}{\sum_{i=1}^{r} p(y_i)} \quad (3)$$

where $r$ is the NE’s size in pixels, $x_i$ and $y_i$ are the pixel coordinates, and $p(x_i)$ and $p(y_i)$ are the pixel values, respectively. The algorithm stops when the new centroid found in Step 2 coincides the previous one. Hence, this $k$-means clustering-based algorithm relocates the initial NE to the region where the density of pixels associated with the nucleoli of the cell of interest is the highest (see Fig. 3b). Therefore, the final NE covers the nucleoli and the corresponding nucleus (see Fig. 3c and Online Resource 1). The center of the final NE—which will subsequently be used in Stage II (CIS localization)—is then chosen as the NIS (the red cross marks in Figs. 3c, 6d).

### 2.2 Stage II: CIS localization

The proposed method for the CIS localization is a pseudo-region-growing algorithm that uses each NE as a seed region to perform an iterative search in the 2-D image space to detect the low-contrast cytoplasmic regions to the maximum extent possible. To perform this search, the area around each seed region (i.e., NE) is examined using a

---

**Fig. 2** The block diagram of Stage I: NIS localization.
number of surrounding probe-circles, which have been defined using a geometrical model.

### 2.2.1 Surrounding probe-circles

A geometrical model evenly distributes regions around each NE among a number of probe-circles as illustrated in Fig. 4a and also shown in Fig. 6d. The number and initial area of the circles determine the precision (i.e., the degree to which the cytoplasmic regions surrounding the NE is examined) and the speed of the algorithm. Our experimental trials showed that eight circles provide satisfactory results in both aspects. A fewer number of circles reduces the precision, as some regions will be missed and not assessed by any probe-circle. Using more circles, not only results in a higher computation requirement, but it will also affect the precision, as the probe-circles start to overlap significantly as they grow and duplicate the assessment of some regions. The area of each initial probe-circle \( a_0 \) is defined based on the area of the estimated NE in Stage I. Again, our experimental trials showed that initializing the area of each probe-circle to be the 16th of that of the corresponding NE will result in locating most of the initiated circles within the cell boundary (e.g., see Fig. 6d).

### 2.2.2 Low-level information extraction

To assess the cytoplasmic region covered by each probe-circle, some feedback information from that region is required. Looking at Fig. 1a, a slight contrast can be observed over most parts of the cytoplasmic regions around the nucleus. To retrieve this low-level information, a highly sensitive edge detection algorithm such as the Canny method can be employed [3]. The Canny edges vaguely show the outline of each cell, but are too disconnected to define the cell boundaries (see Fig. 6e). Nevertheless, they can be useful to probe the cytoplasmic regions: the higher the edge density in a region, the denser (thicker) the covered portion of the cytoplasm. Therefore, an obvious location for the CIS would be a point on the thickest area covered by initial probe-circles. However, this choice may not be a safe location for cytoplasmic injection, as the subsequent injection at such a region could potentially affect the nucleus contents as well, which is undesirable. Therefore, a point on a relatively thick portion of the cytoplasm that is also sufficiently far from the nucleus would be more appropriate as the CIS. A pseudo-region-growing algorithm that realizes this requirement is proposed next.

### 2.2.3 Growing Circles Algorithm

The original implementation of the region growing algorithm, such as in [1], is based on expanding homogenous regions by evaluating their adjacent individual pixels. This approach is accurate, but computationally expensive and slow. The targeted application in hand does not require single-pixel precision; therefore, in the proposed algorithm, instead of single pixels, pixel-crescents (PCs) are employed and analyzed. A PC is defined as follows:

\[
PC = \left\{ p : \bigcup_{j=1}^{s} P_i = P_{i+1} \right\}
\]  

where \( p \) is a pixel, \( s \) is a PC’s size in pixels, and \( P_i \) and \( P_{i+1} \) are two consecutive probe-circles, i.e., \( P_{i+1} \) is an expanded

---

**Fig. 3** k-means clustering-based fine localization of NE (nucleic ellipse) and NIS: a an erroneous initial estimation of NE from the segmented nucleic region; b iterative repositioning of the NE via the k-means clustering-based algorithm. The arrow shows the repositioning direction; and c final NE and NIS localization results.
version of $P$, by a fixed value (i.e., PC) as shown in Fig. 4a. The size of PC affects the precision and the speed of the algorithm. Considering the chosen size of the initial probe-circles for each NE (Sect. 2.2.1), a PC whose size equals that of the initial probe-circle was shown to be satisfactory in our work.

As for the region feature—a characteristic used to describe similar PCs—the Canny edges that provide the texture information are used in the proposed algorithm. The texture information is quantified using Laws’ texture measures [9] applied to the Canny edge image: the number of edge pixels (i.e., “1” pixel) in each PC represents the energy of the texture covered by that PC. Also, the homogeneity predicate—the criteria by which PCs are evaluated and integrated—is defined as follows [1]:

$$\delta(\text{PC}) = \text{AED}(\text{PC}) - \text{AED}_R$$

where AED stands for the average edge density, i.e., the average number of Canny edge pixels in a typical region. Therefore, AED (PC) is the average edge density in a PC that is being evaluated. AED$_R$ is a reference measure for each cell’s texture and is found by averaging the AED values of those initial probe-circles which are located inside the cytoplasmic region of the cell. Assuming a normal distribution for the AED values of all initial probe-circles, those whose AED is less than one standard deviation are considered to be outliers (i.e., outside the cytoplasmic region); therefore, they are discarded and have not been considered in the calculation of AED$_R$.

The proposed Growing Circles Algorithm works as outlined in the flowchart in Fig. 5, illustrated in Fig. 4b, and displayed in Online Resource 1. To improve the algorithm’s performance and efficiently address the CIS localization for two or more closely adjacent cells, two practical constraints are placed on the growth of the probe-circles. Suppose $n$ is the factor by which the size of a typical NE is divided to yield the size of its initial probe-circles. (As stated above, in the current implementation, $n$ is set to 16.) First, it has been experimentally observed that the maximum number of $n$ iterations—which according to the chosen size for PCs will produce a probe-circle whose area is the same as for the corresponding NE—is sufficient for an initial circle to grow and completely cover that particular portion of the cytoplasm that is located between the nucleus and the cell boundary. Second, if there are two or more adjacent cells in an image, the in-between probe-circles cannot expand too much to cover other cells’ cytoplasmic regions. In other words, for a typical NE, if the mutual distance between the center of each of its probe-circles and the center of other NEs is less than a threshold value, that particular probe-circle cannot grow anymore. The value of this threshold for each NE is set to $3\sqrt{ab}$, where $a$ and $b$ are the NE’s semi-major and semi-minor axes, respectively (as shown in Fig. 4a). According to the justification made for the first constraint, this threshold value ensures that a probe-circle will not enter neighboring cells’ potential cytoplasmic regions. On terminating the algorithm for each cell, the centroid of the largest probe-circle will be chosen as the CIS (the blue cross marks in Figs. 4b and 6f), which satisfies the requirements stated for the CIS in the original Problem Statement.

---

**Fig. 4 a** Surrounding probe-circles model and a typical pixel-crescent (PC). $\theta$ is the orientation of the detected nucleic region (i.e., NE). $a$ and $b$ are semi-major and semi-minor axes of the estimated NE; and $\theta$ an illustration showing the required performance by the Growing Circles Algorithm. The outlier probe-circles (purple) are discarded first. The in-between probe-circles (light-blue) do not grow further after this state. Other probe-circles grow based on the low-level information provided by the Canny operator. On termination of the algorithm, the center of the NE (red cross) and the centroid of the largest probe-circle (blue cross) are chosen as the NIS and the CIS, respectively. (Color figure online)
2.3 Experimental setup

The performance of the developed algorithm was evaluated on NIH/3T3 cells (Cat #: CRL-1658, ATCC, VA, USA), a standard fibroblast cell line commonly used as the growth factor secreting element or as a host in transfection experiments. NIH/3T3 cells represent all the characteristics aforementioned for adherent cells. Cells had been cultured for seven passages in minimum essential medium (MEM) α-medium (1×) (Cat #: 12571-063) supplemented with 5% fetal bovine serum (FBS) (Cat #: 16000-036) and 1% Penicillin–Streptomycin (Cat #: 15140-12). All the reagents were purchased from Invitrogen, CA, USA. Cells were plated 10 h prior to being imaged at a concentration of \((60 \pm 2) \times 10^4\) cells/ml.

The image acquisition system consists of an inverted Nikon TE-2000U microscope equipped with a 60× Nikon ELWD Plan Flour objective (NA = 0.7) (Nikon, Tokyo, Japan). The DIC mode was employed, and a Retiga EXi Digital CCD camera (QImaging Products, BC, Canada) with the resolution of 1392 x 1040 pixels was used to capture images. The algorithm was implemented in LabVIEW® 9.0 (National Instruments, TX, USA).

3 Results

A library of 405 images—created by manually scanning a square area in four Petri dishes from two different NIH/3T3 cell cultures—was used to perform the localization analysis. The training image library consisted of 30 images taken under the same conditions. The proposed algorithm was applied to all images in the library and the localization results for each image were evaluated manually, as summarized in Table 1. Comparing the total number of objects (Item 1) and the number of actual cells (Item 2), it is observed that 18.9% of the objects in the images are non-cell objects, such as squeezed-shaped dead cells, cell debris aggregates, and large elongated pseudopodia of other cells that are not of interest. This value shows the degree of object multiplicity that was mentioned as one of the main localization challenges in the Problem Statement. Item 3 is the number of actual cells detected by the algorithm, i.e., the number of NEs (and NIS's) that are associated with actual cells. However, not all of these detections are correct; some of the NEs do not properly enclose the nuclei, which result in erroneous NIS localizations. Therefore, Items 4 and 5 show the number of correct and incorrect
NIS localizations. The correct NIS detections (as shown in Fig. 6d) refer to those cases where the NE properly encloses the nucleus, implying that the NIS is correctly located within the nucleus of the cell. The incorrect NIS detections are those cases where the identified NE does not cover the nucleus, meaning that the NIS is located either on the periphery or outside of the nucleus. Item 6 shows the number of non-cell objects that an NE has incorrectly been associated with. The last two rows in Table 1 show the number of correct and incorrect CIS localizations that are counted only among those cells for which a correct NIS localization has already been confirmed. The correct CIS localization, as shown in Fig. 6f, refers to the case where the identified CIS is situated on the cytoplasmic region, sufficiently far enough from the nucleus.

To evaluate different aspects of the performance of the proposed algorithm, the aforementioned findings in Table 1 were statistically analyzed, and the results are reported in Table 2. In this table, Item 2 gives the total number of incorrect NIS detections (Item 5 in Table 1) and the number of non-cell objects detected as cells (Item 6 in Table 1), which together are referred to as false positive (FP) NIS localizations. True negative (TN) NIS localizations (Item 3) refer to those situations where non-cell objects have been correctly ignored, whereas false negative (FN) NIS localizations (Item 4) describe those cases in which cells have been incorrectly skipped. These values resulted in NIS localization sensitivity and specificity of 0.730 and 0.771, respectively. The sensitivity (Item 5) states the chance of finding the correct NIS localization among all cells, while the specificity (Item 6) refers to the chance of correctly detecting any incorrect NIS. Finally, the NIS localization precision rate (i.e., positive predictive value) in Item 7 refers to the likelihood of correct NIS localization among all detected NEs. The high value (0.918) of this parameter shows the high performance of the Stage I and, in particular, the $k$-means clustering-based NIS localization algorithm.

Next, the CIS localization results were analyzed statistically. Based on the number of true positive (TP) (Item 8) and FP (Item 9) CIS localizations, the precision rate for CIS localization among TP NIS localizations is 0.943. This value is very promising, as it indicates the good performance of the Growing Circles Algorithm, which is one of the main contributions of this work. It is worth pointing out that in the case of CIS localization, TN and FN concepts are not applicable since the CIS localization algorithm (Stage II) is by default dependent on the NIS localization results of the previous stage, i.e., it performs CIS localization only for those NEs obtained in Stage I.

Finally, the combined NIS and CIS localization statistics were analyzed. Item 11 shows the number of cells for which both the NIS and CIS are correctly localized, whereas Item 12 gives the number of cells for which either the NIS or CIS is localized incorrectly. Therefore, the combined NIS and CIS localization precision rate is calculated to be 0.866.
which is satisfactory for the current application, i.e., robotic automated single-cell micromanipulation.

### 4 Discussion

High-throughput single-cell assays can benefit from automated bio-micromanipulation systems, particularly for CPM and SCE operations. The automated capability of such systems has been already demonstrated for micromanipulation of suspended cells (e.g., oocytes, blood cells, etc.) [15, 18]. However, in order to generalize the application of automated bio-micromanipulation systems, they must also have the ability to manipulate adherent cells, both on the nucleus and on the cytoplasm. These cells are flat, have irregular shapes, and are usually only 3–6 μm thick, which makes their automated localization and micromanipulation more challenging. In this article, the underlying machine vision problem was addressed, and a two-stage model-based algorithm based on the concepts of $k$-means clustering and region growing was proposed as a feasible and practical solution. A proof-of-principle demonstration was carried out by testing the algorithm on a library of images taken from live NIH/3T3 cells using DIC microscopy. In the targeted application of this research, the main requirement for the machine vision system is to provide the necessary information to the micromanipulation system that will lead to the highest injection efficiency. To achieve this goal, an ideal localization algorithm should, first, avoid detecting any non-cell objects as cells, and second, choose NIS or CIS locations correctly for injection via the CPM or SCE methods. The results show 0.918, 0.943, and 0.866 precision rates for the NIS, CIS, and combined NIS and CIS localizations, respectively, which confirms the overall performance of the proposed algorithm, and the $k$-means clustering-based NIS localization and the Growing Circles Algorithm, in particular.

The high precision rate and specificity values resulted from the small numbers of incorrect NIS localizations and non-cell object detections, respectively. These values also show the ability of the algorithm to efficiently detect and ignore dividing and dying cells. While dividing, cells share a nucleus that expands until it is separated between the two offspring. The nucleus’ size during this stage is larger than that of a normal cell in the resting state. The morphological size filters employed in the MM clustering step are able to detect and remove the larger nucleic regions associated with dividing cells. Also, dying cells usually look squeezed and do not contain the surrounding cytoplasmic region. Although they could be detected as potential nucleic regions in the NIS localization stage, their surrounding probe-circles cannot grow enough in the CIS localization stage, as there is no cytoplasmic region to provide the required feedback information. A sub-routine always checks the distance between the localized CIS and NIS; if this distance is smaller than a threshold, the detected object is considered to be a dead cell whose probe-circles cannot grow, and will be ignored.

The FP NIS localizations are mainly caused when the image contrast is too low for the nucleoli to be detectable, resulting in the $k$-means clustering-based NIS localization algorithm not performing as expected. In addition, the presence of any intercellular objects with similar morphological and brightness characteristics as nucleoli near the nucleic region sometimes shifts the resulted NE to an

### Table 1 Summary of NIS and CIS localization results for NIH/3T3 cells

<table>
<thead>
<tr>
<th>Item no.</th>
<th>Item name</th>
<th>Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total number of cells and non-cell objects</td>
<td>1,293</td>
</tr>
<tr>
<td>2</td>
<td>Number of cells</td>
<td>1,048</td>
</tr>
<tr>
<td>3</td>
<td>Number of detected cells</td>
<td>818</td>
</tr>
<tr>
<td>4</td>
<td>Number of correct NIS localizations</td>
<td>766</td>
</tr>
<tr>
<td>5</td>
<td>Number of incorrect NIS localizations</td>
<td>52</td>
</tr>
<tr>
<td>6</td>
<td>Number of non-cell objects detected as cells</td>
<td>16</td>
</tr>
<tr>
<td>7</td>
<td>Number of correct CIS localizations</td>
<td>723</td>
</tr>
<tr>
<td>8</td>
<td>Number of incorrect CIS localizations</td>
<td>43</td>
</tr>
</tbody>
</table>

### Table 2 Summary of statistical analysis of NIS and CIS localization results for NIH/3T3 cells

#### NIS localization statistics

<table>
<thead>
<tr>
<th>Item no.</th>
<th>Item name</th>
<th>Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>True positives (TP)</td>
<td>766</td>
</tr>
<tr>
<td>2</td>
<td>False positives (FP)</td>
<td>68</td>
</tr>
<tr>
<td>3</td>
<td>True negatives (TN)</td>
<td>229</td>
</tr>
<tr>
<td>4</td>
<td>False negatives (FN)</td>
<td>230</td>
</tr>
<tr>
<td>5</td>
<td>Sensitivity</td>
<td>0.730</td>
</tr>
<tr>
<td>6</td>
<td>Specificity</td>
<td>0.771</td>
</tr>
<tr>
<td>7</td>
<td>Precision rate (positive predictive value)</td>
<td>0.918</td>
</tr>
</tbody>
</table>

#### CIS localization statistics

<table>
<thead>
<tr>
<th>Item no.</th>
<th>Item name</th>
<th>Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>True positives</td>
<td>723</td>
</tr>
<tr>
<td>9</td>
<td>False positives (among true positive NIS’s)</td>
<td>43</td>
</tr>
<tr>
<td>10</td>
<td>Precision rate (among true positive NIS’s)</td>
<td>0.943</td>
</tr>
</tbody>
</table>

#### Combined NIS and CIS localization statistics

<table>
<thead>
<tr>
<th>Item no.</th>
<th>Item name</th>
<th>Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>True positives</td>
<td>723</td>
</tr>
<tr>
<td>12</td>
<td>False positives</td>
<td>111</td>
</tr>
<tr>
<td>13</td>
<td>Precision rate</td>
<td>0.866</td>
</tr>
</tbody>
</table>

$^a$ Sensitivity = TP/(TP + FN)

$^b$ Specificity = TN/(TN + FP)

$^c$ Precision rate = TP/(TP + FP)

\[\text{1 Using a pseudo-patch-clamp technique, an in-progress study by our group has confirmed this range for the thickness of NIH/3T3 fibroblasts.}\]
erroneous location, which in turn leads to incorrect NIS localizations. The FN NIS localization cases mainly happened due to the highly confluent cell clusters that are ignored by the morphological size filters employed in the MM clustering step or because of extremely low-contrast cells whose gradient features cannot be extracted. The FP CIS localization cases are also caused by the low contrast of the very thin cytoplasmic regions, which is the inherent limitation of the DIC microscopy that is commonly used for live cell imaging. In fact, for imaging of live cells that are transparent, DIC microscopy is a popular contrast-enhancing technique that renders high-resolution cell morphology and internal content information that are suitable for machine vision; however, when the specimens are very thin cells, as in the present case, even DIC yields relatively poor contrast images. In these cases, there was insufficient low-level information available about the cytoplasmic regions in the Canny image, and the probe-circles did not expand as expected.

Although the proposed algorithm has been tested on NIH/3T3 fibroblast cells, the advantage of the algorithm is its reproducibility and applicability toward a range of other adherent cell lines such as epithelial and endothelial cells. This is due to the fact that the underlying principles of the proposed algorithm are based on the (cell) image features rather than the cell type, and adherent cells generally share the same cellular features that are employed in the proposed algorithm. Hence, the algorithm will work as long as the nuclei and the cytoplasmic regions are actually present and distinctive. The general morphology (i.e., shape) of some adherent cell types, however, could affect the performance of the algorithm, particularly in the CIS localization stage. For example, in cases where the cytoplasmic area is too small (e.g., in some phenotypes whose cytoplasmic regions have not been formed properly) or forms a dendritic shape (e.g., in neuron cells), the algorithm fails to properly localize the CIS. In these cases, the probe-circles simply cannot grow enough because there is not enough feedback information available. As a result, the algorithm either yields a false CIS (i.e., not located within the cytoplasm) or considers these cases as dying cells. The cell concentration could also affect the proper performance of the algorithm. In a cell monolayer where cells are too confluent, such that their nuclei touch each other, some cells could be considered as dividing cells and would be removed. Nevertheless, in the target application that involves automated robotic single-cell micromanipulation, the cells are not required to form a highly confluent culture and can be plated with a proper concentration prior to the manipulation.

In conclusion, the proposed algorithm is a straightforward and easy-to-implement method that will prove useful in a range of cell biology and cancer research applications associated with finding and identifying cellular features (i.e., nucleic and cytoplasmic) for high-throughput automated micromanipulation of individual adherent cells using CPM and SCE techniques, which is the topic of our future work.
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Abstract—Single cell electroporation (SCE), via microcapillary, is an effective method for molecular, transmembrane transport used to gain insight on cell processes with minimal preparation. Although possessing great potential, SCE is difficult to execute and the technology spans broad fields within cell biology and engineering. The technical complexities, the focus and expertise demanded during manual operation, and the lack of an automated SCE platform limit the widespread use of this technique, thus the potential of SCE has not been realized. In this study, an automated biomanipulator for SCE is presented. Our system is capable of delivering molecules into the cytoplasm of extremely thin cellular features of adherent cells. The intent of the system is to abstract the technical challenges and exploit the accuracy and repeatability of automated instrumentation, leaving only the focus of the experimental design to the operator. Each sequence of SCE including cell and SCE site localization, tip-membrane contact detection, and SCE has been automated. Positions of low-contrast cells are localized and “SCE sites” for microcapillary tip placement are determined using machine vision. In addition, new milestones within automated cell manipulation have been achieved. The system described herein has the capability of automated SCE of “thin” cell features less than 10 μm in thickness. Finally, SCE events are anticipated using visual feedback, while monitoring fluorescing dye entering the cytoplasm of a cell. The execution is demonstrated by inserting a combination of a fluorescing dye and a reporter gene into NIH/3T3 fibroblast cells.

I. INTRODUCTION

TRANSPORTING proteins, DNA, and other metabolites across the cell membrane is a fundamental mechanism used to investigate human processes at the cellular level. However, the cell membrane forms an effective barrier to foreign molecules and alternative means are required to coerce entry [1]. One effective method of overcoming this barrier is single cell electroporation (SCE) via microcapillary, which can be applied to cells directly in culture or to tissue with minimal preparation. SCE, via microcapillary, is a highly localized, repeatable method for gene transfection and molecular uptake for both in vitro and in vivo single cell manipulation [2]–[6]. SCE induces reversible pores [7] in the membrane by channeling an electric field through a microcapillary [3], [8] and concentrating the electric field at the cell surface [see Fig. 1(a)]. Charged ions and molecules, contained within microliters of solution loaded in a microcapillary, are inserted through the pores via an iontophoretic flow and diffusion. Since the diameter of the tip is small, a high spatial selectivity of the cell and the location on the cell is achievable allowing the tip to be placed on extremely small cell features [4].

SCE is a versatile single cell manipulation method; however, the technical complexity limits its operation to highly trained operators. The complexities of single cell manipulation technologies in general, and the demand for more versatile instrumentation have coupled focused methods of molecular transport using robot-assisted technology. As a result, the capabilities of robot-assisted, single cell manipulation technologies, such as SCE and intracytoplasmic, and capillary pressure microinjection (CPM), have rapidly advanced over the last decade as single cell research evolves.

Robot-assisted manipulation of large, single cells and embryos in suspension (i.e., diameters on the order of 10 μm’s) is frequently performed using intracytoplasmic injection techniques. This involves piercing through the cell membrane and using CPM to deliver molecules into the cytoplasm. Suspended cells can be immobilized with one microcapillary. Using visual servoing, a second microcapillary approaches and microinjects the cell in the same focal plane as the holding microcapillary [9]. Others have developed methods combining
Fig. 1. Automated SCE. (a) Thin features on cells are targeted with microcapillary SCE to create (inset) reversible pores in the membrane used to insert molecules. (b) Nucleic and cytoplasmic SCE sites are localized on the cell using machine vision. (c) SCE site is positioned below the focal point and the tip is localized. The platform rises and brings the cell into contact with the tip. (d) Sinusoidal, sensing signal aids tip-membrane contact detection in the presence of a low SNR environment. Samples are input to the Discrete Fourier Transform. The signal is isolated on the frequency spectrum at $f_s$ producing a measure of the current, $i_{cct}$, through the electrode to sense changes during tip-membrane contact. $i_{cct}$ is relatively constant when the tip approaches the cell and abruptly decreases upon contact. This abrupt change is detected using statistical process control and tip motion is halted. Fluorescent molecules entering the cell via SCE are measured during (e) cytoplasmic and (f) nucleic SCE. A 1.5 times increase in fluorescent intensity in $\mathcal{R}_B$ (red boundary) signals an end to the SCE routine.

"sensing" capabilities, including machine vision and force data [8], [9]. Further, designs increased throughput by trapping embryos and suspended cells using suction ports [12] and grooves [10] fabricated directly into the substrate.

Manipulating single cells that have been trapped, or adhered to substrates typically require an out-of-plane [13] delivery method, and a framework of high precision instrumentation to position a microcapillary on a cell with a cross-sectional height $h_C$ as small as several micrometers. Conventional microscopy formats (e.g., upright and inverted microscopes) typically reduce the working environment to a 2-D image and impede the ability to visually detect tip-membrane contact. A CPM system attempted to overcome such challenges using machine vision to estimate the height of the microcapillary with respect to the position of adherent cells [14].

Alternatively, visual servoing methods can be substituted for, or combined with microcapillary-based, microelectrode measurements [3], [15]–[17], which sense the degree of "tip-membrane" contact as the tip indents the membrane. Decreasing the amplitude of a low-potential, sensing signal provides an indication of the seal created between the microcapillary tip and the cell membrane. However, in microcapillary-based methods, the resolution of the sensing signal used during the tip-membrane placement routine is hampered by a poor signal-to-noise ratio (SNR). This is common in electrode-based devices and was demonstrated in our previous work [18]. Large cells provide sufficient membrane deflection distance to achieve significant amplitude changes at a specified threshold beyond the SNR with classic filtering techniques. Therefore, a little chance of damage to the cell or the tip is likely. In contrast, thin cells 10 $\mu$m or less, are problematic where the distance from the tip to the membrane (i.e., tip-membrane) cannot be accurately resolved and the distance from the initial tip membrane contact to the substrate is small. Subsequently, the use of fixed-threshold contact methods [3], [15], [17] can impede operational throughput as a result of damaged tips, ruptured cell membranes, or false tip-membrane detections, especially where a low SNR is present.

Even after achieving significant advances in automated cell manipulation, the limitations with respect to the size of adherent cells has rarely been discussed. Microcapillary SCE can insert molecules into a cell without piercing the membrane and can be executed, while the microcapillary is in contact with the membrane surface [15], [17], [18] or positioned several micrometers away [8]. Where novel solutions have automated the full sequence or a partial sequence of the stages of SCE, greater efforts are required to localize and manipulate cells with thin cross sections and exploit one of the most significant advantages of microcapillary SCE.

Prior work has achieved significant milestones toward fully automated solutions. Rae and Levis [3] suggested a method of estimating the potential at the membrane during tip-membrane contact for SCE. In [15], a semi-automated solution for SCE was demonstrated by inserting fluorescing dye into aortic endothelial cells. Kallio et al., provides an electrical model describing current flowing through the microcapillary and used microcapillary electrodes [16] to indicate contact in SH-SY5Y cells (mouse neural blastoma) using a CPM robot-assisted manipulator. He also describes conditions for detecting broken and clogged microcapillaries. Our laboratory provided an automated solution to localize and manipulate cells with thin cross sections and exploit one of the most significant advantages of microcapillary SCE.

Although many technological milestones have been achieved in microcapillary-based SCE and similar technologies, further
advances are necessary where methods and designs in the literature fall short of, or have not been developed for an automated solution for the SCE of thin, adherent cells. The broad technical requirements and the fragile nature of cell structures limit the efficiency of manual-throughput and subsequently rates of processing are sufficiently slow [5], [6]. Furthermore, the full sequence of tasks have not been adequately achieved by automated efforts, thus the true potential of SCE has not been realized.

In this study, a novel system for fully automated SCE is described. Our system utilizes a machine vision algorithm, developed in our laboratory, to detect low-contrast, thin, adherent cells and SCE sites on cells for molecular delivery [19]. Applying SCE on the most suitable location of a cell is rarely discussed in experimental methods. Therefore, two sites were proposed and include the “nucleic SCE site” and the “cytoplasmic” SCE site [see Fig. 1(b)]. In addition, we demonstrate a more versatile and robust, tip-contact detection algorithm, based on statistical process control [18], for cells less than 10 μm in thickness. This achievement eliminates limitations imposed by thin, adherent cells and provides a transmembrane transport method for a much broader range of applications. Finally, an endpoint for SCE is estimated using visual feedback from fluorescing molecules that are inserted in and diffuse throughout the cytoplasm of a cell during SCE.

The operation of the system is demonstrated by inserting a fluorescent dye (Alexa Fluor Hydrazide 488) and a plasmid DNA with a reporter gene (pcDNA6-dsRed, 5.8 kbp) into NIH/3T3 fibroblasts. Two video demonstrations are provided as supplementary downloadable material and demonstrate the automation routine methodologies used in this study.

II. METHODOLOGY

A. Three Stages of Automated SCE

Automated SCE can be partitioned into three, sequential stages including, Stage 1: cell localization and SCE site determination; Stage 2: tip-membrane contact detection, and Stage 3: SCE, which is monitored using visual feedback.

Stage 1 (cell and SCE site localization): Cell and SCE site localizations were executed using a two-step algorithm [see Fig. 2]. First, the nucleus of a cell was localized and modeled as an ellipse, $R_N$. The center of the ellipse determined the nucleic SCE site and the ellipse provided a bounded region $R_D$, used to monitor visual feedback of the increase in fluorescent dye entering the cell during SCE. The localization of the cells and the corresponding SCE sites on the nucleus or cytoplasm was accomplished by first extracting the relatively high contrast features associated with the nuclei and surrounding rough endoplasmic reticula (RER) of cells in differential interference contrast (DIC) images. A sequence of an adaptive threshold and mathematical morphology operations coarsely located the nucleus of each cell. Next, each segmented nucleic region was estimated by an ellipse of similar geometrical and spatial properties. Fine localization of the nucleus was then realized using an iterative, $k$-means, clustering-based algorithm. Gradients associated with the nucleoli and other intranuclear organelles were exploited in order to relocate the estimated nucleic ellipse in the image until $R_N$ enclosed the nucleus. Second, a modified region-growing algorithm called Growing Circles [19], used the results obtained during nucleic localization to localize the cell cytoplasm and determines a suitable SCE site over the cytoplasm.
adjacent to the nucleus (i.e., cytoplasmic SCE site localization). Following localization of the cells and SCE sites, the cell is positioned 15 μm below the focal point [see Fig. 1(c)]. The tip descends to the focal point and was localized by using template-matching [see Fig. 3]. The SCE site on the localized cell is moved directly beneath the tip and ascends toward the tip at a constant velocity of 1 μm/s.

**Stage 2 (tip-membrane approach sequence):** Early detection of tip-membrane contact is a critical requirement for avoiding damage to thin cell structures and to the microcapillary, thus high resolution, tip-membrane placement is a requirement. Tip-membrane contact is achieved by detecting an abrupt decrease in measurements of the current membrane contact is achieved by detecting an abrupt decrease in the current measured through the electrode and $\mu_i$ is calculated using the cumulative moving average

$$\mu_i = \frac{1}{k+1} \sum_{k=1}^{n} x_{k+1}$$

and updated after each sample, $k$. At the start of the tip-membrane approach sequence, the standard deviation of $i_{cct}$ measurements, $\sigma$, is acquired, while the tip is in motion and well before tip-membrane contact occurs (i.e., while $i_{cct}$ is relatively constant).

The standard deviation provides a measure of the SNR,

$$\text{SNR} = \frac{\mu_k - \mu_0}{\sigma}$$

and defines the signal level required to discern a change beyond the noise about the mean, $\mu_0$. In this study, $\mu_0$ is calculated as the average of the cumulative sum using (2). The residual (i.e., the difference between the measured data and the average), $x_k = u_i$, is normalized with $\sigma$,

$$y_k = \frac{x_k - u_i}{\sigma}$$

then $y_k$ is input to the double-sided, cumulative sum [20] or “cusum”—a statistical process control algorithm. The cusum defines two recursive statistics, $C^+_{k}$ and $C^-_{k}$ as follows:

$$C^+_{k} = \max(0, C^+_{k-1} + y_k - \lambda)$$
$$C^-_{k} = \max(0, C^-_{k-1} - y_k - \lambda)$$

where $\lambda$ is the slack variable. The value of $C^+_k$ or $C^-_k$ increases when $y_k > \lambda$ or $-y_k > \lambda$, respectively. If an abrupt change in one direction occurs, an alarm $d$ is signaled when either $C^+_k$ or $C^-_k$ exceeds the threshold $\nu$,

$$d = \begin{cases} 
0 & \text{if } C^+_k < \nu \cap C^-_k < \nu \\
1 & \text{if } C^+_k \geq \nu \cup C^-_k \geq \nu
\end{cases}$$

A sharp decrease in $i_{cct}$ is observed when tip-membrane contact occurs causing $C^+_{k}$ to exceed $\nu$ signaling a tip-membrane contact condition. Should $C^-_{k}$ exceed $\nu$, an alarm is activated indicating a faulty electrode or broken tip. The values of $\lambda$ and $\nu$ are set relative to $\sigma$ and are discussed in Section II-B. Greater detail on the tip-membrane approach sequence can be found in [18]. A full statistical analysis on the cusum and the parameters are discussed in [20]–[23].

**Stage 3 (SCE):** Following tip-membrane contact detection, a low duty-cycle, square wave pulse initiating SCE is activated. Fluorescent molecules enter the pores induced by SCE at lower potentials than for larger molecules (e.g., plasmid DNA) and serve as a mechanism to correlate the transmembrane transport of molecules. SCE event detection is monitored by analyzing changes in the relative fluorescent intensity within a bounded region $\mathbb{R}_B$ in the cell using machine vision [see Fig. 4].

The averaged fluorescent intensity $I_k$ within $\mathbb{R}_B$ is acquired and compared to the background or initial average fluorescent intensity $I_k$, which is calculated from the images taken prior to the start

$$I_k = \frac{1}{\mathbb{R}_B} \sum_{x \in \mathbb{R}_B} I(x)$$

The average is taken over a number of $I_k$ measurements and compared to the background or initial average fluorescent intensity $I_k$, which is calculated from the images taken prior to the start.
intensity $I_0$ measured prior to SCE. In addition, a SCE endpoint threshold set to $1.5I_0$ was used in this study. When $I_k$ exceeds this threshold, a signal is issued indicating that SCE is complete. Relative fluorescence intensity measurements occur concurrently as SCE pulses are applied. The increasing pixel average $I_k$ during electroporative pulses within $\mathcal{R}_B$ provides an indicator that SCE is occurring.

The nucleic and cytoplasmic SCE routines execute similarly with the exception of nucleic SCE, where the brightly fluorescing tip is excluded from fluorescence measurements. $\mathcal{R}_B$ is represented by one of two bounded regions depending on the type of SCE site selected and are defined for cytoplasmic SCE sites (see Fig. 1(e)) by

$$\mathcal{R}_B = \mathcal{R}_N$$

(8)

where $\mathcal{R}_N$ is the localized nucleus, and for nucleic SCE sites (see Fig. 1(f)) by

$$\mathcal{R}_B = \mathcal{R}_N \cup \mathcal{R}_T$$

(9)

where $\mathcal{R}_T$ is the bounded region of the fluorescent tip. A rectangular, region of interest surrounding the location of the tip and the entire nucleic ellipse is applied to an exponential lookup table to increase the regions of high fluorescent intensity. The resulting output was input to an Otsu threshold routine (i.e., clustering) to remove $\mathcal{R}_T$ from $\mathcal{R}_N$ and was followed by an erosion operation. This effectively reduces dispersion effects of the gradient between $\mathcal{R}_T$ and $\mathcal{R}_N$ effectively leaving the remainder of $\mathcal{R}_N$ for analysis.

B. Tip-Membrane Approach and Cusum Initialization

Prior to routine operation, a system calibration routine was performed to estimate suitable values for the threshold $\nu$ and the slack variable $\lambda$. Adjustments to $\lambda$ and $\nu$ affect the indentation depth of the tip and the cusum algorithm’s sensitivity to noise. In general, decreasing $\lambda$ reduces the indentation depth (i.e., number of samples) before tip-membrane contact detection, but increases the possibility of generating a false tip-membrane contact alarm. Increasing $\nu$ gradually increases the indentation depth before detecting tip-membrane contact. The value of $\sigma$ is estimated at the beginning of each tip-membrane approach sequence.

Six calibration test-runs were performed. Each test-run consisted of executing the tip-membrane contact detection routine to collect $i_{cct}$ data on sample cells with the exception that the tip indentation continued until tip-breakage occurred. Three test runs were executed with the center of the nucleic ellipse as the target and three test runs were performed with the cytoplasmic SCE site used as the target. Sequential $i_{cct}$ data were collected during the approach sequence, during tip-membrane contact (i.e., abrupt decrease in $i_{cct}$), and during the tip-substrate contact (i.e., abrupt increase in $i_{cct}$). SCE was purposely omitted throughout these runs.

Following the calibration test runs, offline simulations were performed on the $i_{cct}$ datasets. Each $i_{cct}$ dataset was input to the cusum routine and an iterative routine, described in [18], which stepped through each pair of $\nu$ and $\lambda$ to evaluate where the cusum would signal an alarm condition. The parameter pairs of $\lambda$ and $\nu$ varied over a wide range to determine suitable pairs for operational use. In this study, the range of values for $\lambda$ and $\nu$ was $[0.1, 30]$.

After each pair was tested by the iterative routine, a contour plot (i.e., performance surface) was generated using the indentation distances over the $\lambda$–$\nu$ parameter space. Lower indentation values were generated directly after tip-membrane contact first occurred (i.e., transition from the constant $i_{cct}$ to the abrupt decrease of $i_{cct}$) and before the tip contacted the substrate (i.e., the abrupt increase in $i_{cct}$). Pairs that caused a false tip-membrane contact detection, pairs that failed to detect contact before the tip contacted the substrate, or pairs that did not detect contact at all were assigned a high indentation value to indicate unsuitable parameters. In this study, a value of 20 $\mu$m was assigned to these pairs, which is greater than twice the average height of the cells measured [18]. The three runs of each group were averaged producing two contour plots—one for the nucleic runs and the other for the cytoplasmic runs shown in Fig. 5(a) and (b), respectively. In this study, parameters for operational use were selected such that the indentation was approximately 1.5 $\mu$m in depth ($\lambda = 20, \nu = 4$).
sequences. Each set of

C. Experimental SCE Parameters

The automated routine was validated using two sets of parameters for nucleic and cytoplasmic SCE. A pulse width of 1 ms was used in all sets. Two pulse frequencies, 10 and 40 Hz were used in combination with an SCE pulse potential, \( V_{SCE} \), of \(-6 \) and \(-10 \) V for nucleic SCE. These parameters have been demonstrated using manual methods of SCE [3]; however, the SCE site in [3] was not specified. For cytoplasmic SCE, only a \( V_{SCE} \) of \(-6 \) V was used as high potentials and high frequencies adversely affected the NIH/3T3 cells (e.g., \(-10 \) V and 40 Hz). A complete analysis relating the efficiency of the SCE parameters, SCE site location, and uptake of electroporated molecules were not the focus of this study.

D. SCE Biomanipulator Platform

The custom platform [see Fig. 6(a)] consisted of an X, Y, and Z linear, direct-drive platform (ALS 1000, Aerotech, Inc.). Each stage was powered by an Aerotech BA-10 amplifier and submicrometer precision was obtained using MXH-500 high-resolution, encoder signal multipliers. Aerotech drivers were interfaced to a National Instruments (NI) NI-7358 and two NI UMI-7774 interfaces. Software control of the motors was performed using the LabVIEW Motion API.

A custom optical train integrating Nikon CFI-60 and DIC elements consisted of a 40X, extra-long working distance objective. Fluorescence observation was performed using epifluorescence illumination with a red filter (Chroma Technology Corp. 49008/ET-Texas Red) for the dsRed and green filter (Chroma Technology Corp. 49002/ET-GFP) for the Alexa Fluor 488, respectively. All images were captured using a 12-bit CCD camera (Retiga, QImaging) at a maximum rate of 10 frames/s using two-times binning.

E. System Control Architecture

The system control software was structured using supervisory control with the automation core designed as a queued state-machine [see Fig. 6(b)] using LabVIEW 2011. Submodules were used to collect data from independent peripherals and execute low-level processing. Information compiled by the submodules was returned to and was collectively processed by the supervisory module. Data transfer latency between the submodules and the supervisory module and the time of the data spent in the queue was negligible.

F. SCE Module

The SCE module is an embedded system designed to generate signals, acquire \( i_{cct} \) measurements indicating tip-membrane proximity, and deliver electroporative pulses to induce SCE. The SCE module is comprised of three submodules including the signal generator, the data acquisition module (DAQ), and the data processing module which is integrated into the supervisory module. Signal acquisition and signal generation occurred near the microcapillary. The block diagram is shown integrated into the system control architecture in Fig. 6(b).

A digital signal processor (DSP, Microchip dsPIC 30F3013, Microchip Technology) and LabVIEW coordinated using serial, asynchronous communications at 19.2 kb/s. Signal generation was completed by the DSP, which sent 16-bit words, representing the voltage, to a 16-bit digital-to-analog converter (DAC, Analog Devices AD660) over an 8-bit bus. The DAC output a signal of up to \( \pm 10 \) V and was amplified by 1.8 times providing a maximum amplitude pulse of \( \pm 17.3 \) V to the electrode. Hardware filters were avoided to maintain a wide bandwidth reducing pulse signal distortion.

Two signals were generated during the automated sequence. During the tip-membrane approach sequence, \( S(t) \) was generated with a peak amplitude, \( A_0 \), of 0.3 \( V_p \) and at a frequency \( f_s \) of 186 Hz. Following tip-membrane contact detection, a unipolar, rectangular wave pulse at a potential of \( V_{SCE} \) was activated in order to induce SCE. The low potential sensing signal was applied intermittently between pulses to acquire measurements of \( i_{cct} \) during SCE by combining the two signals at the output.

The sensing signal and the pulses for inducing electroporation were output from the DAC to a discrete network of amplifiers in a current-to-voltage (C2V) configuration, and provided a measure of \( i_{cct} \) through the electrode. The output of the instrumentation amplifier was reduced to a maximum \( \pm 10 \) V and was sampled by a NI USB-6009 DAQ at 44 kHz.

Raw data samples of the sinusoidal signal were transferred to LabVIEW in 712 sample windows and were analyzed using the discrete Fourier transform (DFT). The resulting \( i_{cct} \) amplitude of the sinusoidal signal, representing \( x_k \) in (1), was conveniently isolated on the frequency spectrum at \( f_s \) using the DFT. The value of \( u_k \) was updated in (2). \( x_k \) was normalized with \( r \) in (4) and output at a rate of 25 Hz to the casum in (5) and (6), while checking for alarm conditions in (7).
G. Microcapillaries and Microelectrodes for SCE

Microcapillaries were fabricated on a Flaming/Brown P-97, using fire polished microcapillaries (Sutter BF150-110-10) and the “bee-stinger” protocol [24]. Microcapillaries were backfilled with a 4 μL solution containing 63 ng/μL dsRed plasmid [25], 150 mM KCl, and 3.8 mM Alexa Fluor 488.

The electrode was fashioned by immersing 0.25-mm diameter silver wire (64-1319, Harvard Apparatus) in bleach for 30 min until an even coating of silver-chloride coated the bare wire. This wire was cleaned with 70% EtOH, washed with distilled water, and allowed to dry. The microcapillary was inserted in an electrode holder (1-HL-U, Molecular Devices) and the tip of the wire was immersed beyond 2 mm of solution from the end of the microcapillary. The electrode assembly was then inserted on the SCE module. After experimentation, the electrode wires were sufficiently rinsed with 70% EtOH followed by distilled water and allowed to dry.

H. Cell and Reagent Preparation

NIH/3T3 cells (ATCC #CRL-1658) were cultured in alpha Modified Eagle Medium (α-MEM, Invitrogen, 32571–028) supplemented with 10% fetal bovine serum (FBS, Invitrogen, 16000–036) and 1% Penicillin–Streptomycin (Invitrogen, 15140–122).

For the purpose of experiments and to achieve high-resolution imaging, the cells were prepared and cultured in a coverslip bottom, cell chamber [Quorum Technologies, Chamlide, WL-2460–1, Fig. 6(a, inset)]. The complete cell chamber assembly, including a No. 1.5, 24 × 60 mm coverslip (VWR, CA48383–252–1), were autoclaved prior to use. Cells were cultured in 100 mm Petri dishes for 72 h. At 90% confluence, the cells were rinsed with phosphate buffered saline (PBS) and treated with 0.4 mL of 0.25% Trypsin-EDTA for 1 min in 37 °C. After detachment, the cells were diluted by culture media to 8 mL. The concentration of the diluted cell solution was further reduced by addition of the culture media in a 1:10 volumetric ratio. The final cell solution was added to the cell chambers and incubated for 24 h prior to experimentation. Following the incubation period, the cells were rinsed three times with PBS followed by adding fresh media (Invitrogen, 41061-029—no phenol red). The cells were placed back in the incubator for 3 h prior to experimentation. Following the incubation period, a cell chamber was placed on a custom cell heater on the robotic platform. A dual temperature controller (Warner Instruments, TC-344B) was connected to the cell heater maintaining the temperature at 37 °C. Cells remained viable for durations greater than 30 min; however, were kept outside the incubator for no longer than 20 min at a time. 10–15 cells were processed during each round of experimentation and were incubated for 24 h prior to inspection.

III. RESULTS

The automated SCE sequence was completed for 200 nucleic SCE and 100 cytoplasmic SCE runs. Examples of data acquired during automation of each type of sequence are shown in Fig. 7. A video demonstration is also provided and shows several cells and SCE sites being localized and then processed using the automated routine (Video 1—supplementary information).

In Fig. 7(a), a localized cell selected for nucleic SCE during Stage 1, is shown in Image i. The initial localized nucleic ellipse is shown as a green outline around the nucleus. During the tip-membrane approach sequence [see Fig. 7(a)] of Stage 2, measurements were constant until the tip-membrane contact was detected (Image ii) after approximately 1.3 μm of indentation. An abrupt increase in $C_{eq}$ can be seen in Fig. 7(b) as $i_{eq}$ samples decreased in value during contact. At that moment, epifluorescent illumination was activated (see Image iii) and the bright fluorescing tip region $R_T$ was removed from $R_N$ allowing increases in fluorescing intensity to be monitored in $R_B$ during SCE. The SCE pulses in Stage 3, relative measurements of the fluorescent intensity within the nucleus increased linearly [see Fig. 7(c)] to the threshold, 1.5$I_0$, ending SCE pulses. The change in fluorescence intensity can be observed in coarse pixel plots before SCE pulses begin (see Image iv) and directly before SCE pulses end (see Image v). The minimum intensity in the 8-bit images is 0 (dark blue) and the maximum pixel intensity
is 255 (red). Following SCE, in Stage 3, the tip is raised and $i_{cct}$ returns to the level at the onset of Stage 2. Similar data from a sequence for cytoplasmic SCE are shown in Fig. 7(d–f).

In all cells localized for both nucleic and cytoplasmic SCE, tip-membrane contact detection was successful without tip-breakage and 98.8% successful in tip-membrane placement ($N = 300$)—failed runs occurred due to pierced cells and pierced cells exhibited dye immediately prior to SCE pulses (see Table I). The processing time for each run was an average of 81 s per cell. During the tip-membrane placement routine, the average $\sigma$ measured was 0.44 nA ($SD = 0.38$ nA, $N = 300$) and the average $i_{cct}$ measured at the beginning of the run was 39.9 nA ($SD = 10.6$ nA, $N = 300$). A total of 24 microcapillaries were used and fabricated using identical “pulling” parameters [24].

When the microcapillary was placed over the nucleus, a success rate of 96.5% electroporation of the dye was achieved ($N = 200$) and was 19.0% successful at transfection and expression of plasmid DNA for all cells. However, when regions lateral to the nucleus are targeted (i.e., cytoplasmic sites), a success rate of 86.9% electroporation of the dye is achieved and no successful transfection of plasmid DNA ($N = 100$). The average elapsed time during SCE pulses measured for $I_k$ to reach 1.5$I_0$ and the success ratio of detecting dsRed in cells following 24 h after SCE is $f_{SCE}$ and summarized in Table II for each parameter set.

A followup study was performed in the absence of viability data validating cytoplasmic SCE due to the lack of dsRed expression in all cells. Cytoplasmic SCE site sequences were repeated for 20 trials. Following cytoplasmic SCE, cells were monitored over a 24-h period and image data were acquired in 6 h intervals to ensure the viability and the continuity of the location of the cells [see Fig. 8]. Continuity of the cells’ location was observed by monitoring bright field images [see Fig. 8(a–e)] and fluorescent microscopy images of the fluorescent dye over a 24-h duration [see Fig. 8(f–i)]. Following the 24-h period, the media was replaced with media containing calcein-AM red. After incubating the cells in calcein-AM for 1 h in 37 °C, the media was replaced with media without calcein-AM. The cells were then inspected using epifluorescent microscopy and cells fluorescing under a red filter indicated cell viability [see Fig. 8(j)]. For all cells, the average viability was 60% ($N = 20$)
Fig. 8. Cytoplasmic SCE viability test. Viable cells, following cytoplasmic SCE, were observed over 25 h. An example of a cell targeted using cytoplasmic SCE is shown. Images collected using (a–e) DIC and (f–i) epifluorescent microscopy were collected in 6 h intervals. Green fluorescing dye is observed in the manipulated cell. (j) At 25 h, cells were exposed to calcein red. Viable cells were identified by continuous observation over 24 h and by observing calcein production in the cell after 1 h incubation in calcein AM.

TABLE III
VIABILITY ANALYSIS FOR CYTOPLASMIC SCE SITES

<table>
<thead>
<tr>
<th>Set</th>
<th>SCE Site</th>
<th>N</th>
<th>Pulse freq. (Hz)</th>
<th>V_{SCE} (V)</th>
<th>t_{SCE} (s)</th>
<th>6σ SD (s)</th>
<th>24-hr viable %</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Cyto</td>
<td>10</td>
<td>10</td>
<td>-6</td>
<td>26.5</td>
<td>14.8</td>
<td>60.0</td>
</tr>
<tr>
<td>8</td>
<td>Cyto</td>
<td>10</td>
<td>40</td>
<td>-6</td>
<td>2.4</td>
<td>1.5</td>
<td>60.0</td>
</tr>
</tbody>
</table>

and for each parameter set the average viability was also 60% (N = 10 for each). The data are summarized in Table III.

IV. DISCUSSION AND FUTURE WORK

The system, methods, and instrumentation proposed in this study are intended to provide a seamless transition between the three, sequential stages of automated SCE including localization of cells and SCE sites, tip-membrane contact detection, and SCE. Our method is capable of precise and repeatable targeting of thin, adherent cells for electroporation with an accuracy of nearly 100% success (see Table I). Our technology achieved new milestones in automated SCE.

Adherent cells less than 10 μm and SCE sites were localized using our machine vision algorithm described in [19]. Tip-membrane contact detection was executed using a statistical process control algorithm developed in [18] and visual feedback was implemented during nucleic and cytoplasmic SCE. In this discussion, we identify a site-specific dependence contributing to the success of SCE and identify areas of future work to improve the existing methods.

Targeted delivery of molecules, using SCE, is an effective means for conducting manipulation assays requiring greater access to cellular regions such as the nucleic and cytoplasmic SCE sites. However, little is known or has been reported on what region of the cell is best suited for SCE of macromolecules and specifically DNA of up to 14 kb/s [3]. When the microcapillary was placed over the nucleus, a success rate of 96.5% electroporation of the dye was achieved (see Table I) and was 19.0% successful at transfection of the plasmid DNA (see Table II) for all cells, which is similar to manual efficiencies [2], [3]. However, when regions lateral to the nucleus are targeted (i.e., cytoplasmic sites), a success rate of 86.9% electroporation of the dye is achieved and no successful electroporation of plasmid DNA (n = 100) was detected even though subsequent viability tests demonstrated 60% of the cells remained viable 24 h after SCE (see Table III). This demonstrates that the site placement of the microcapillary is a critical factor in successful SCE, and to the best of our knowledge, has not been previously reported in the literature.

Detecting tip-membrane contact is a critical event when processing thin cells to avoid rupturing the cells and breaking the microcapillary tip. At the beginning of each run, a measure of the noise σ was acquired relating noise levels to, λ and ν. As σ varies, the value of λ is scaled accordingly and is less susceptible to fluctuations in noise causing false contact detections. The residual, x_k - μ_0, is normalized with σ, and samples must satisfy y_k > λ or -y_k > λ to increase C_+^k or C_-^k, respectively. Variability in σ can influence the indentation distance (i.e., number of samples before the threshold is exceeded) as a low SNR will reduce the ability to discern a change from μ_0. Greater control and system versatility could be achieved by implementing a control routine in response to variations in σ. Previous tip-membrane approach sequences, or simulated approach sequences based on a model of tip and membrane could be processed between runs to control the number of samples to achieve an alarm condition in response to variations in σ that occur. Performance surfaces, similar to those created during the calibration routine, could be generated or updated each sequence and incorporated with optimization routines to estimate more efficient parameters. Minor adjustments to λ and ν would be updated prior to the next run.

Differences in the compliance between cells and cell structures (e.g., nucleic and cytoplasmic SCE sites) could vary the rate of the formation of a seal. Thus, it is possible for variations between cells and cell lines to influence the tip-membrane...
approach sequence. We tested our tip-membrane contact and SCE algorithm briefly on other cell lines including human breast cancer cells (MCF-7) and mouse neural blastoma cells (SH-SY5Y) with positive success. Although an extensive study was not performed, no significant differences were observed in comparison to NIH/3T3 cells during the tip-membrane contact algorithm or SCE while inserting fluorescing molecules. Establishing an electromechanical model of the seal created between a tip and a membrane would be a valuable contribution in future work for microcapillary-based, microelectrode methods of manipulation. This model could be experimentally verified using atomic force microscopy, and provide greater insight and to subtle differences encountered during the seal formation between cells, cell structures, and various cell lines.

Visual feedback was used during SCE which provided an effective indicator for SCE conditions and a suitable endpoint of the automated sequence. Where the light-collecting, capacity of the microscopy methods permits, future methods could visualize SCE using the molecules (e.g., DNA) attached directly to fluorescent molecules indicating SCE. Alternatively, conventional methods [2], [3] of SCE without visual indicators could be applied by modifying Stage 3, but lack visual feedback of molecules entering the cell and is nonspecific where the variability observed in $h_{\text{SCE}}$ indicates SCE varies from cell to cell (see Tables II, and III).

The methods in this study were designed to manipulate thin, adhered cells, allowing cell analysis over extended durations. The utility of the system could be increased by adapting similar infrastructure such as holding microcapillaries [9] or mechanical restraints [10], [12] to restrain and manipulate suspended cells similar to sizes used in this study ($h_{\text{C}} < 10 \mu m$). Alternatively, chemical methods (e.g., Poly-D-lysine, Poly-L-lysine) may offer a simple method, where cells can be restrained sufficiently on conventional glass or plastic substrates.

V. CONCLUSION

SCE has the potential to drive single cell research where accuracy, repeatability, and higher-than-manual throughput are required. Our system provides a versatile, automated solution with capabilities of accurately localizing cytoplasmic or nucleic SCE sites on single cells and inserting exogenous molecules into cell features with micrometer thicknesses via SCE. Our system exceeded the throughput of manual SCE by reducing the cell processing rate to one-third (81 s/cell) in comparison to rates reported in the literature (e.g., 480 s/cell [5] and 240 s/cell [6]). In addition, we provided a visual feedback to monitor the progress of SCE and reported a site-specific dependence in the transfection ratio when targeting cytoplasmic SCE sites and nucleic SCE sites.

The instrumentation and methods described are intended to provide the framework for a powerful method of manipulation to the scientific community. The engineered architecture is intended as a significant stepping stone in the development of future designs to provide even greater capabilities and a broader selection of methods not achievable by manual processes. While a complete solution for automated SCE has been presented, it is the opinion of the authors that the technology is only in its infancy and the true power of SCE has yet to be unleashed. Further optimization of our routines, and maturation of automated SCE in general, will inevitably improve the efficiency and latencies of cell-processing reported in this study.
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Appendix C.

COMO SL CFD Optimization of the Microfluidic Manifold Structure

Figure C.1. The effect of the number of diffusers used to feed the microchamber on the flow uniformity. On each row, the left plot shows flow velocity streamlines while the left plot depicts the flow velocity as measured 500 μm below the diffusers across the width of microchambers (32 mm in this case). As it is evident, increasing the number of diffusers improves the flow uniformity.
Figure C.2.A. The effect of the length of diffusers used to feed the microchamber on the flow uniformity. On each row, the left plot shows flow velocity streamlines while the left plot depicts the flow velocity as measured 500 μm below the diffusers across the width of microchambers (32 mm in this case). Top row: 250-μm-long diffusers; flow velocity SD: ±6.49%. Middle row: 500-μm-long diffusers; flow velocity SD: ±6.41%. Bottom row: 750-μm-long diffusers; flow velocity SD: ±6.14%.
Figure C.2.B. The effect of the length of diffusers used to feed the microchamber on the flow uniformity. On each row, the left plot shows flow velocity streamlines while the left plot depicts the flow velocity as measured 500 μm below the diffusers across the width of microchambers (32 mm in this case). Top row: 1-mm-long diffusers; flow velocity SD: ±6.15%. Middle row: 1.5-mm-long diffusers; flow velocity SD: ±6.09%. Bottom row: 2.5-mm-long diffusers; flow velocity SD: ±5.90%.