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Abstract

Pressure has a profound effect on both the speed and direction of chemical reactions; an effect which is inextricably linked to the change in volume of the system. Experimentally, this effect is described by the activation and reaction volumes, defined as the pressure derivatives of rate constants and equilibrium constants respectively. These quantities provide information about the relationships between the partial molar volumes of the reactant, product and transition state (TS). However, mechanistic interpretation of these volumes has posed a challenge due to the lack of an accurate computational technique for relating the geometrical structure of a reaction system to its volume.

We have formulated a theoretical methodology that can be used to describe and predict the effects of pressure on reaction systems using the concept of a volume profile. These profiles, which detail how the partial molar volume of a system changes over the course of a reaction, can be calculated using the recently developed Archimedean displacement model of molecular volume. We explore two mechanistic applications of these profiles. The first is the calculation of Gibbs energy profiles at elevated pressures, allowing for the prediction of interesting and potentially useful chemical transformations that can occur with pressure. This technique was used to investigate high pressure structural transformations for a radical hydrogen transfer reaction, and also to examine the feasibility of pressure-driven molecular machines. The second application is the elucidation of TS structures from a comparison of the theoretical volume profile with the experimentally-determined activation volume. This technique is especially useful for systems with a high degree of conformational flexibility whose TSs are not readily identified using standard computational methods. We used this method to identify the TS ensemble for a flexible model chain, and for conformational changes in a cyclophane system. To apply this method to larger, more complex systems such as the unfolding of proteins, a reaction coordinate for the process is required. A proper definition for such a coordinate was investigated and some preliminary results are presented for biological systems.
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</tr>
<tr>
<td>$k_a$</td>
<td>Angle bending force constant</td>
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<td>Description</td>
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<tr>
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</tr>
<tr>
<td>$n_{i}$</td>
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</tr>
<tr>
<td>$q_i$</td>
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</tr>
<tr>
<td>$r$</td>
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</tr>
<tr>
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<tr>
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<tr>
<td>$r_i$</td>
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</tr>
<tr>
<td>$r_i^o$</td>
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</tr>
<tr>
<td>$r_{ij}$</td>
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</tr>
<tr>
<td>$r_o$</td>
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</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$v_i$</td>
<td>Atomic velocity</td>
</tr>
<tr>
<td>$w_i$</td>
<td>Weighting factors</td>
</tr>
<tr>
<td>$x$</td>
<td>Reaction coordinate</td>
</tr>
<tr>
<td>$z(t)$</td>
<td>Solute trajectory</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Thermal expansion coefficient</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Width parameter for Morse potential</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Pyramidal parameter</td>
</tr>
<tr>
<td>$\varepsilon_{ij}$</td>
<td>Lennard-Jones potential parameter</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Angle</td>
</tr>
<tr>
<td>$\theta_{sp^2}$</td>
<td>Trigonal planar angle (120°)</td>
</tr>
<tr>
<td>$\theta_{sp^3}$</td>
<td>Tetrahedral angle (109.47°)</td>
</tr>
<tr>
<td>$\theta_o$</td>
<td>Equilibrium angle</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Thermal expansion factor</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Coupling parameter for thermodynamic integration</td>
</tr>
<tr>
<td>$\lambda_{max}$</td>
<td>Fluorescence emission maximum wavelength</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Cross-sectional area</td>
</tr>
<tr>
<td>$\sigma_{ij}$</td>
<td>Lennard-Jones potential parameter</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Coupling constant for barostat/thermostat</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Dihedral angle &amp; protein backbone dihedral angle</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Protein backbone dihedral angle</td>
</tr>
</tbody>
</table>
Chapter 1.

Introduction

1.1. Effects of high pressure on reaction kinetics and equilibria: theoretical principles and experiments

1.1.1 General principles

Temperature and pressure are the two most important physical parameters that determine the selectivity, direction, and rates of chemical reactions. As such, manipulation of these physical conditions is a useful experimental technique for investigation of the thermodynamics and kinetics of a process, and the results can be used to elucidate a mechanism for the reaction. Temperature has received considerable attention in the literature and its effects are well understood. Pressure, which can have effects of comparable scale, has received relatively little attention due to the increased complexity of both experimentation and theory. In the latter case, the major source of this complexity lies in the crucial importance of the solvent medium. Whereas the effects of elevated temperature, which simply increases the internal energy of the reaction system, can be adequately described using gas phase models, the effects of pressure are manifested through the solvent-solute interactions and so an explicit consideration of the solvent medium is required. This is a computationally demanding task that was, until recently, not feasible. The latest advancement in computer technology has considerably changed the balance and we are now in a position to formulate a theoretical method that can be used to both describe and predict the effects of pressure on chemical reactions which, in combination with the appropriate experimental measurements, can turn pressure into a powerful mechanistic tool.

Unlike temperature, which typically has an accelerating effect on reaction rates regardless of their mechanisms, pressure is more sensitive to the reaction mechanism and can either accelerate or decelerate a reaction depending on its type. If a reaction results in a decrease in volume of the system, such as in bond formation, an increase in pressure will favour this reaction. This can result in the kinetic effect of an increase in reaction rate, or the thermodynamic effect of a shift of the equilibrium towards the
products. Alternatively, reactions which result in an increased volume, such as bond cleavage, will be disfavoured by pressure and will experience a decrease in reaction rate, or a shift in equilibrium towards the reactants.

In an ideal system, the equilibrium constant $K$ is related to the standard Gibbs energy of reaction $\Delta G$ by eq. 1.1.

$$\Delta G = -RT \ln K \tag{1.1}$$

Since volume is the isothermal pressure derivative of Gibbs energy (eq. 1.2), the effect of pressure on chemical equilibria can be quantified using eq. 1.3, as the logarithmic pressure derivative of the equilibrium constant,$^5$

$$\left( \frac{\partial \Delta G}{\partial P} \right)_T = \Delta V \tag{1.2}$$

$$\Delta V = -RT \left( \frac{\partial \ln K}{\partial P} \right)_T \tag{1.3}$$

where $\Delta V$ is the reaction volume, defined as the difference in partial molar volume between the reactant and product species (eq. 1.4).

$$\Delta V = \sum V_P - \sum V_R \tag{1.4}$$

Similarly, the kinetic effect of pressure is quantified through the activation volume $\Delta V^\ddagger$, defined as the logarithmic pressure derivative of the rate constant $k^6$ (eq. 1.5).

$$\Delta V^\ddagger = -RT \left( \frac{\partial \ln k}{\partial P} \right)_T \tag{1.5}$$

While the relationship in eq. 1.5 was known as early as the late 19th century,$^5,7$ at that time there did not exist a theoretical framework within which to provide a physical interpretation of $\Delta V^\ddagger$. It wasn’t until 1935, with the advent of transition state (TS) theory by Eyring,$^8,9$ Evans and Polanyi,$^{10}$ that the mechanistic utility of $\Delta V^\ddagger$ became truly apparent. Within TS theory, $\Delta V^\ddagger$ is interpreted as the difference in partial molar volume between the TS and the reactant state (eq. 1.6).
Since the partial molar volume of reactant states are easily obtainable experimentally, $\Delta V^\ddagger$ can be used as a direct measurement of the volume of the TS. Therefore, volume is one of the few structural properties of TSs that can be assessed from direct experimental measurements.

1.1.2. Mechanistic applications for chemical systems

Activation and reaction volumes have been tabulated for a wide variety of chemical processes for the past seventy years,$^3,4,11$–$14$ and it appears that different types of reactions fall into typical ranges of $\Delta V^\ddagger$ values (Table 1.1). While the large degree of overlap in the $\Delta V^\ddagger$ ranges limits their usefulness in the context of mechanistic discrimination, there have been instances in the literature where the sign and relative magnitude of the $\Delta V$ and $\Delta V^\ddagger$ values have provided useful mechanistic insight.$^2$ Two examples of this kind are discussed below.

### Table 1.1 Typical ranges of $\Delta V^\ddagger$ for different types of reactions. Data from ref. 14.

<table>
<thead>
<tr>
<th>Type of Reaction</th>
<th>$\Delta V^\ddagger$ (cm$^3$/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homolysis</td>
<td>5 to 20</td>
</tr>
<tr>
<td>Radical polymerization</td>
<td>$\approx -20$</td>
</tr>
<tr>
<td>Diels-Alder cyclization</td>
<td>-25 to -40</td>
</tr>
<tr>
<td>Intramolecular cyclizations</td>
<td>-25 to -30</td>
</tr>
<tr>
<td>Dipolar cycloadditions</td>
<td>-40 to -50</td>
</tr>
<tr>
<td>Ester hydrolysis (basic)</td>
<td>-10 to -15</td>
</tr>
<tr>
<td>Ester hydrolysis (acidic)</td>
<td>$&gt; -10$</td>
</tr>
<tr>
<td>Epoxide ring-opening</td>
<td>-15 to -20</td>
</tr>
<tr>
<td>Wittig reactions</td>
<td>-20 to -30</td>
</tr>
</tbody>
</table>

In 1892, Röntgen performed the first high pressure kinetic study by investigating the hydrochloric acid-catalyzed hydrolysis of sucrose.$^3,15,16$ His objective was to determine if the previously observed increase in the conductivity of HCl solutions with pressure was due to an increase in dissociation, which would cause an increase in the rate of hydrolysis, or an increase in ion mobility in solution, which would have no effect on the rate. Surprisingly, he found that pressure slowed the hydrolysis reaction. This result was reproduced by other researchers.$^3,17$ Even more puzzlingly, a subsequent study of the effects of pressure on the HCl-catalyzed hydrolysis of methyl and ethyl acetate showed
that these reactions were accelerated by pressure.\textsuperscript{3,16,18} These observations were left unexplained for nearly sixty years, until Hamann\textsuperscript{1} interpreted them as evidence that the hydrolysis of the ketal linkage in sucrose occurs via an A1 mechanism, while the ester hydrolysis occurs via an A2 mechanism (Figure 1.1). In both mechanisms the rate limiting step is the departure of the leaving group following protonation, but in the A1 mechanism this occurs in a stepwise fashion with a carbocation intermediate while in the A2 mechanism it is concerted. The different pressure effect on the rate of hydrolysis is simply a reflection of a difference in reaction mechanism and the sign of $\Delta V^\ddagger$ has been held up as a classic indicator of an A1 versus an A2 mechanism.\textsuperscript{2,11,19,20}

![Figure 1.1](image)

**Figure 1.1** The A1 (top) and A2 (bottom) mechanisms of acetal hydrolysis. The A1 mechanism is stepwise and occurs via a carbocation intermediate, while the A2 mechanism is concerted.

Perhaps the most well-known example of the mechanistic application of high pressure is the discrimination between the concerted and stepwise pathways for Diels-Alder reactions.\textsuperscript{21,22} This reaction, discovered in the late 1920s,\textsuperscript{23} is a [4+2] cycloaddition reaction between a diene and an alkene, commonly referred to as a dienophile. The Diels-Alder reaction has become a very useful tool in synthetic organic chemistry since it forms 6-membered rings with predictable regio- and stereochemistry.\textsuperscript{20} Two competing mechanisms for the Diels-Alder reaction have been proposed, shown in Figure 1.2. The first is known as the concerted mechanism,\textsuperscript{24} where the two new bonds are partially formed in the transition state. There is no intermediate structure in this mechanism as both bonds are formed concurrently. The second is known as the stepwise or diradical mechanism,\textsuperscript{25} in which the bonds form one after the other and an intermediate structure exists with one bond between the diene and dienophile fully formed. These two
mechanisms were hotly debated for almost 60 years, with evidence piling up on both sides. High pressure studies of Stewart and Klärner showed that the reaction volume $\Delta V$ and activation volume $\Delta V^\ddagger$ were similar in both sign and magnitude for a wide variety of Diels-Alder reactions. For this to occur, the transition state must have a similar volume as the cycloadduct product. This clearly favours the concerted mechanism over the stepwise mechanism, as the transition state is more product-like with partial formation of both bonds.

![Figure 1.2](image)

**Figure 1.2** The stepwise di-radical (top) and concerted mechanisms (bottom) of the Diels-Alder reaction between butadiene and ethene.

1.1.3. Application of pressure to biological systems

Proteins are naturally-occurring polymers that perform a wide variety of functions essential for life. The building blocks of proteins are amino acids, which differ by the identity of their R group. The R groups of amino acids vary in shape, size, polarity and charge, and as such the properties of a protein will depend on its amino acid composition. One of the most important properties of a protein is its three-dimensional structure. When a protein is synthesized, it will fold into a structure that is uniquely determined by its amino acid sequence. This structure is intimately linked with the protein’s function, and a change in structure is generally accompanied by a loss of function or gain of a new function; both of which can lead to disease. As such, it is extremely important that the mechanism by which this folding process occurs is well understood.

The earliest use of elevated pressure on a biological system was by Bridgman in 1914. He applied hydrostatic pressure to egg white, and noted that at a pressure of 7 kbar it coagulated as if it had been cooked. In the years that followed, studies were carried out on other proteins, such as trypsin, chymotrypsin, pepsin and chymosin. In all
cases, the application of pressure resulted in either inactivation of enzymatic activity or aggregation of the protein, indicating that the proteins were unfolding and that the volume change for unfolding was negative. In the hundred years since those early studies, reaction volumes have been tabulated for the unfolding of a wide variety of proteins.\textsuperscript{32}

The negative reaction volume for protein unfolding tells us that the unfolded state has a smaller partial molar volume than the folded state. This is due to two distinct contributions: the effect of internal cavities and the effect of solvation.\textsuperscript{33–37} The intricate three-dimensional structures of proteins allows for void volumes, also known as cavities, to exist in the core of the protein due to empty space between the amino acid side chains. Upon unfolding, these cavities cease to exist, decreasing the volume of the protein. The second effect is a result of water-amino acid interaction. As the protein unfolds, the hydrophobic amino acids at its core become exposed to water. The water molecules must solvate the newly exposed amino acids, resulting in a net increase in water density near the protein. This would result in a shrinkage in volume of the protein-water system. Recently, it has been suggested that the cavity effect is dominant over the solvation effect.\textsuperscript{34,35,37}

The development of the fast pressure jump and high pressure fluorescence technique in the 1970s\textsuperscript{38,39} allowed for measurement of high pressure rate constants for protein unfolding, and consequently activation volumes. These values are typically positive, but vary widely between different proteins.\textsuperscript{40–52} Conclusions have been drawn about the relative size and hydration of the transition state based on the sign and magnitude of the activation volume,\textsuperscript{40} but further analysis is needed to fully understand these results.

\subsection*{1.1.4. Pressure-induced viscosity effects}

In 1940, the then-newly developed TS theory\textsuperscript{8–10} was challenged by Kramers,\textsuperscript{53} who showed that an increase in solvent viscosity could significantly affect the reaction dynamics and that the resultant reaction rates would be lower than those predicted by TS theory. If the solvent motion is slower than the chemical reaction being studied, the thermodynamic equilibrium between the reactant and transition state is disturbed and the reaction rate becomes limited by the solvent motion. In the years since, Kramers’ original work has been improved upon by many authors,\textsuperscript{54–61} leading to a greater theoretical
understanding of the effect of solvent dynamics on chemical reactions. However, it wasn’t until nearly 50 years after Kramers that experimental confirmation of these solvent effects was obtained, through the use of high pressure as a way to increase the solvent viscosity.

Some of the most extensive work on solvent viscosity in high pressure reactions was performed by Asano and coworkers, who studied high pressure E/Z isomerizations and cyclizations in viscous solvents and their non-viscous analogues. They showed solvent viscosity to be an important factor influencing reaction kinetics at elevated pressures, thus providing an unequivocal experimental confirmation for Kramers’ ideas. Their results also indicate that at high pressures the reaction kinetics may no longer be accurately described by transition state theory. This is an important consideration for all high pressure reactions and will be expanded upon in Chapter 2 of this work.

1.2. Theoretical calculations of molecular volumes, volumes of activation and volume profiles

1.2.1. Review of existing volume models

As detailed in section 1.1.2, the theoretical interpretation of $\Delta V^\ddagger$ has thus far been limited to a qualitative discussion based on the sign and magnitude of their values. However, extraction of more detailed structural information about the TS from the experimentally-determined $\Delta V^\ddagger$ is not possible without an accurate theoretical method for calculating volumes of molecular species. In solution, contributions to the molecular volume come not only from the volume occupied by the constituent atoms, but also from temperature effects (expansion volume), and the effects of packing (void volume) and solvent-solute interactions (solvation volume). For the past seventy years, various models of molecular volume have been proposed in order to address this complex problem. In this section, the existing theoretical models of molecular volume will be reviewed.

1.2.1.1 Stearn-Eyring model

In 1941, Stearn and Eyring proposed the first model for molecular volume. In this model, the reaction system is approximated with a cylinder of constant cross-sectional area $\sigma$ and variable length $L$, as illustrated in Figure 1.3. The volume of the molecular system can therefore be calculated using eq. 1.7.
This model, while useful for qualitative discussions of simple bond breaking and forming reactions, is not broadly useful since it does not take into account the molecular shape or any change in structure other than elongation along $L$.

\[ V = \alpha L \]  

(1.7)

Figure 1.3  The Stearn-Eyring cylindrical model of molecular volume, shown here for the example of an $S_N2$ reaction.

1.2.1.2 Van der Waals volume

The hard sphere, or van der Waals, volume model offers an alternative to the structurally insensitive Stearn-Eyring model.\textsuperscript{73–76} In this model, the volume of a molecule is calculated to be the total volume encompassed by overlapping van der Waals spheres centered on each atom in the molecule, as illustrated in Figure 1.4. While this model was an improvement due to the stronger link between molecular structure and molecular volume, the choice of van der Waals radii used was quite arbitrary. In addition, the model completely neglects the effect of solvent-solute interaction as well as contributions to the volume from both thermal expansion and packing, which is particularly bad for macromolecules.

Figure 1.4  The van der Waals molecular volume model, shown for the example of $n$-hexane. The volume is calculated from the set of overlapping van der Waal spheres centered on each atom.
1.2.1.3 Solvent accessible and solvent excluded volumes

The van der Waals model does not consider the effect of the size of the solvent particles on the volume of the solute, which is an important contribution to molecular volume. In the 1970s, Lee and Richards proposed two new models for molecular volume that include a consideration of the solvent: the solvent accessible\textsuperscript{77,78} and solvent excluded volumes.\textsuperscript{79–82} In both models, a probe sphere with a radius chosen to represent the solvent size is rolled over the van der Waals surface of the molecule in question. The solvent accessible volume is defined as the volume encapsulated by the surface traced by the center of the probe sphere. The solvent excluded volume, on the other hand, is defined as the volume encapsulated by the surface traced by the edge of the probe sphere. From the schematic in Figure 1.5, one can see that, for a given probe radius, the solvent accessible volume is greater than the solvent excluded volume and likely provides an overestimation of the molecular volume.

![Figure 1.5](image)

Figure 1.5  Solvent accessible (left) and solvent excluded (right) models of molecular volume. The difference between these two models lies in whether the molecular surface is defined by the center of the probe sphere, or the edge.

Both of these volumes critically depend on the choice of the probe sphere and van der Waals radii, a choice which remains rather arbitrary. These models also do not take into account the effects of temperature. A temperature-dependent probe sphere radius may be used to account for this,\textsuperscript{83} but with no \textit{a priori} method for determining the correct radii this technique has limited applicability for calculation of molecular volumes.

1.2.1.4 Quantum mechanical isodensity model

A more sophisticated alternative to the geometrical hard sphere models, proposed by Bader in 1967,\textsuperscript{84,85} uses the electron density to define the boundaries of the molecule as the quantum mechanics-based electronic isodensity surface. The volume of the
molecule is then calculated as the interior of the surface as shown in Figure 1.6. The isodensity level is typically chosen to be 0.001 a.u., but this parameter is not universal and can vary between different molecule types.\textsuperscript{86–90} A comparison of molecular volumes calculated using the isodensity model with their experimental values showed that the model underestimates the volume by up to 25%.\textsuperscript{89} While the isodensity model is certainly more advanced than the hard sphere models, it suffers from the same drawback: a lack of solvent and temperature dependency. A comparison of Figure 1.4 and Figure 1.6 clearly shows the visual similarity between the isodensity and the hard sphere volume models.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{isodensity_surface_n-hexane.png}
\caption{Isodensity surface for \textit{n}-hexane, with isodensity level = 0.001 a.u.}
\end{figure}

1.2.2. Archimedean displacement model

All of the aforementioned models suffer from the same fundamental problem: molecules are treated as geometric objects with distinct boundaries defined by model-specific parameters, and thus the effects of temperature and solvent-solute interactions are ignored. Interaction-based molecular dynamics (MD) and Monte Carlo simulations offer a physically more realistic alternative for calculating molecular volumes.\textsuperscript{27,34,91–109}

Recently, a new model has been developed in our lab that utilizes MD simulations to accurately calculate molecular volumes\textsuperscript{83,110,111} When a solute molecule $X$ is inserted into $N$ molecules of solvent $S$, it causes displacement of the latter as illustrated by Figure 1.7. This displacement, combined with the solute-induced restructuring of the solvent, leads to the change in the overall volume of the solvent-solute system relative to the volume previously occupied by the pure solvent. The resulting incremental volume change represents the partial molar volume of the solute and can be used as a measure of the solute volume in a given solvent. Practically, this volume can be calculated by subtracting the volume of pure solvent from the volume of the solvent plus the target solute (eq. 1.8).
Figure 1.7 Four hydrocarbons (clockwise from top left corner: \textit{n}-hexane, cyclopentadiene, benzene and toluene) immersed in a model solvent represented here by an overlay of solvent configurations at different instants of time. The solvent particles (white) avoid the solute, forming a cavity which matches the size and shape of the solute molecule.

Molecular volume, so defined, is sensitive to temperature, pressure, the nature and strength of solvent-solute interactions, and most importantly, the geometrical configuration of the solute. This method, referred to as the Archimedean displacement model, has been shown to produce accurate results for molecular, reaction and activation volumes for a large variety of different molecules and reactions in solvents of different polarity and at a variety of temperatures.\textsuperscript{93,110,111}

1.2.3. Volume profiles

When activation and reaction volumes are used to discuss reaction mechanisms, the concept of a volume profile is often invoked.\textsuperscript{112–116} A volume profile describes how the partial molar volume of a reaction system varies along its reaction coordinate, and serves

\[ V(X) = V(N \cdot S + X) - V(N \cdot S) \] (1.8)
as a visualization of the volume changes that occur during a reaction. Since the only transient state that has an experimentally measurable volume is the TS, experimentally-determined volume profiles are limited to only 3 points as can be seen in Figure 1.8, and thus provide only limited information about the volume changes along the reaction coordinate.

![Figure 1.8](image)

**Figure 1.8** Experimentally-determined 3-point volume profile for the Diels-Alder reaction between isoprene and methyl acrylate. Figure from ref. 117, Copyright © 2002 by John Wiley & Sons, Inc. Reprinted by permission of John Wiley & Sons, Inc.

Similarity in volume between the TS and either the reactant or product state has been used in the past to discriminate between proposed reaction mechanisms\(^{22,26,27}\) as discussed in section 1.1.2, but detailed determination of the structural characteristics of the TS was not possible. With the development of the Archimedean displacement model, this is no longer the case. By calculating the volume of a set of molecular structures taken sequentially along the reaction coordinate, it is now possible to fill in the missing points on the volume profile to generate a smooth curve as shown in Figure 1.9. These volume profiles are valuable mechanistic tools not only because they allow for a more detailed picture of how the size of a system changes as the reaction progresses, but also because they offer a method for constructing high pressure reaction profiles, as discussed in the next section, and because they can be used to assess the structure of an unknown TS, detailed in Chapter 4.
1.2.4. High pressure reaction profiles

An important application of volume profiles is their use in the calculation of high pressure Gibbs energy profiles. When pressure is applied to a reaction system, it modifies the Gibbs energy landscape, resulting in an alteration of reactant, product and TS structures and a change in the reaction barriers. This effect is described by eq. 1.9, which is obtained by integration of eq. 1.2. Here $\Delta G(x; P)$ is the elevated pressure Gibbs energy profile along reaction coordinate $x$, $\Delta G_o(x)$ is the Gibbs energy profile at a reference pressure, and $\Delta V(x; P)$ is the pressure-dependent volume profile for the process that can be calculated using our Archimedean displacement model.

$$\Delta G(x; P) = \Delta G_o(x) + \int_{P_o}^{P} \Delta V(x; P) dP$$  \hspace{1cm} (1.9)$$

Although the volume of a molecular system displays a significant dependence on pressure, this dependence is different for different degrees of freedom. The reaction coordinate is typically the softest degree of freedom, and if we assume that the other degrees of freedom do not contribute significantly to the volume change, \textit{i.e.} that the volume profile is independent of pressure, eq. 1.9 can be modified to produce eq. 1.10,
\[ \Delta G(x; P) \approx \Delta G_o(x) + (P - P_o)\Delta V_o(x) \]  

(1.10)

where \( \Delta V_o(x) \) is the reference pressure volume profile. This assumption has been tested by its application to collinear exchange reactions in a number of triatomic systems, and was found to work well.

Figure 1.10  An illustration of the use of eq. 1.10 for a hypothetical two-state system. Left: the reference-pressure \( \Delta G_o(x) \) (blue) and \( \Delta V_o(x) \) (red dashed) profiles for the system. Right: a series of high pressure \( \Delta G(x; P) \) profiles showing a change in the relative stabilities of the reactant and product state, as well as the pressure dependence of the reaction barriers. At the highest pressure, the less compact state ceases to exist.

The use of eq. 1.10 is illustrated in Figure 1.10 for the case of a hypothetical two-state system where the state that is more stable at ambient conditions has a higher volume. As pressure increases, the relative Gibbs energy of the higher volume state begins to increase due to the larger contribution of the \( (P - P_o)\Delta V_o(x) \) term. At the highest pressures, the barrier separating the two states completely disappears and the system becomes trapped in the more compact state.

We used this approach to investigate pressure-dependent Gibbs energy landscapes in reactive and conformationally flexible systems exemplified by a study of hydrogen transfer at high pressures (Chapter 2) and pressure-induced conformational changes in molecular machines (Chapter 3).

\[ \text{Note that this may not be the case for more conformationally rich systems like polypeptides and proteins.} \]
1.3. Computational methodologies

In this work, we utilized two of the most common methodologies in computational chemistry: classical molecular dynamics simulations and quantum mechanical calculations. A brief overview of these two methodologies is presented here.

1.3.1. Molecular dynamics simulations

Classical MD simulations are the technique of choice for systems where dynamic information is required, solvent-solute interactions are important or where finite temperature and pressure are needed. The bulk of the computation performed in this work was done using MD simulations, from which volumes, Gibbs energies, potential energies, enthalpies and other properties of chemical systems were obtained.

1.3.1.1. The molecular dynamics algorithm

In MD simulations, the motion of each atom \( i \) in the system is described by Newton’s equation (eq. 1.11), where \( t \) is time, \( m_i \) is the atomic mass, and \( r_i \) and \( F_i \) are the atomic position and force vectors, respectively.

\[
m_i \frac{\partial r_i^2}{\partial t^2} = F_i \quad (1.11)
\]

The force on each atom \( F_i \) is obtained as the negative gradient of potential energy \( U \) (eq. 1.12):

\[
- \frac{\partial U}{\partial r_i} = F_i \quad (1.12)
\]

The time dependence of the atomic positions \( r_i \) is obtained through numerical integration of eq. 1.11 & 1.12 using small time steps, typically of the order of 1 fs. We used the leapfrog algorithm for time integration.\(^{119}\) The general workflow of an MD simulation is outlined in Figure 1.11. In this work, the GROMACS\(^{120-122}\) software package was used for all MD simulations.
1.3.1.2. Interaction potentials

The potential energy function $U$ used in classical MD simulations includes contributions of two types: non-bonded interactions such as van der Waals and electrostatics, and bonded interactions such as bond stretching, angle bending and torsions (eq. 1.13). The set of parameters for $U$ is known as a force field.
The van der Waals interaction $U_{vdW}(r_{ij})$ between two atoms $i$ and $j$ is modeled with the Lennard Jones potential (eq. 1.14).

$$U_{vdW}(r_{ij}) = 4\varepsilon_{ij} \left( \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right)$$ (1.14)

A sample Lennard Jones potential is shown in Figure 1.12(a). The twelfth power term represents repulsion between the two atoms at close distances, and the negative sixth power term represents the long-range attraction. The $\sigma_{ij}$ parameter is the distance at which the potential is zero. It is related to the equilibrium distance $r_e$ between the two atoms by eq. 1.15. The $\varepsilon_{ij}$ parameter is the depth of the attractive well.

$$r_e = 2^{1/6}\sigma_{ij}$$ (1.15)

Parameters $\varepsilon_{ij}$ and $\sigma_{ij}$ for atoms of different types are obtained as a geometric mean of the individual $\varepsilon$ and $\sigma$ values of the atoms involved (eq. 1.16).

$$\sigma_{ij} = \sqrt[6]{\sigma_i \sigma_j}, \quad \varepsilon_{ij} = \sqrt[12]{\varepsilon_i \varepsilon_j}$$ (1.16)
The electrostatic interaction $U_{es}(r_{ij})$ between two charged atoms is modeled by the Coulomb potential (eq. 1.17)

$$U_{es}(r_{ij}) = f \frac{Q_i Q_j}{r_{ij}}$$  \hspace{1cm} (1.17)

where $Q_i$ and $Q_j$ are the charges on each atom, and $f = \frac{1}{4\pi\varepsilon_o} = 138.94 \text{ kJ mol}^{-1} \text{ e}^{-2}$ is a conversion factor. A sample Coulomb potential is shown in Figure 1.12(b). Note that both van der Waals and electrostatic interactions are limited to interactions between atoms of different molecules, or between atoms of the same molecule that are at least 3 atoms away from each other.

The harmonic potential $U_{bond}(r)$ (eq. 1.18) is most commonly used to describe bond stretching energy. It is illustrated in Figure 1.13.

$$U_{bond}(r) = \frac{1}{2}k_b(r - r_o)^2$$  \hspace{1cm} (1.18)
Figure 1.13  The harmonic potential, which is used to describe both bond stretching and angle bending interactions. Note that the x-axis can be either $r$ or $\theta$, depending on the interaction being modeled. The equilibrium bond or angle value is located at the bottom of the parabola.

In this potential, $k_b$ is the bond stretching force constant and $r_o$ is the equilibrium bond length. This potential works well for small-amplitude vibrations but is a poor approximation to highly stretched or highly compressed bonds (i.e. the anharmonic region), in which case more sophisticated models, such as the Morse potential $U_{morse}(r)$ (eq. 1.19, Figure 1.14), can be used. For this potential, $D$ and $\beta$ control the depth and width of the attractive well respectively, and $r_o$ is the equilibrium bond length.

$$U_{morse}(r) = D(1 - \exp[-\beta(r - r_o)])^2$$  \hspace{1cm} (1.19)

Figure 1.14  The Morse potential, used to describe bond stretching for systems that cannot be accurately represented by the harmonic potential of Figure 1.13.
The angle bending interaction $U_{angle}(\theta)$ is given a similar treatment to the bond stretching interaction and is represented by a harmonic potential (eq. 1.20, Figure 1.13) with force constant $k_a$ and equilibrium angle $\theta_o$.

$$U_{angle}(\theta) = \frac{1}{2} k_a (\theta - \theta_o)^2$$ (1.20)

Dihedral angle interactions are periodic in nature, and thus cannot be modeled with a harmonic potential. Instead, the Ryckaert-Bellemans potential\textsuperscript{124} (eq. 1.21) is frequently used.

$$V_{torsion}(\phi) = \sum_{n=0}^{5} C_n \cos(\phi)^n$$ (1.21)

By different choice of $C_n$ the shape of the torsion profile can be adjusted to what is appropriate for the identity of the atoms involved in a specific dihedral (Figure 1.15).

![Sample Ryckaert-Bellemans potentials for rotation around a single bond (three-fold potential on the left) and a double bond (two-fold potential on the right).](image)

The force field parameters for these different potentials are optimized to reproduce experimental data such as density and heat of vaporization,\textsuperscript{125,126} or to fit to gas phase ab
*initio* potential energies.\textsuperscript{127} For our simulations, we used the Optimized Potential for Liquid Simulation (OPLS) force field\textsuperscript{125,126} unless otherwise stated.

### 1.3.1.3. Periodic boundary conditions

To improve the computational efficiency of MD simulations, periodic boundary conditions are typically employed.\textsuperscript{119} This technique allows for a large system to be described by a relatively small number of particles. The unit cell, referred to as the simulation box, is surrounded by translated copies of itself to yield an essentially infinite system. Unfortunately, long-range interactions such as electrostatics pose a problem, as self-interaction through the periodic boundary would result in serious artifacts. Therefore, all long-range interactions are terminated beyond a user-defined cut-off radius, as illustrated in Figure 1.16. The chosen cut-off length must be long enough to encapsulate all interactions of interest, but short enough that a particle cannot interact with its own periodic image. Here, a cut-off length of 0.9 nm was used for all simulations.

![Figure 1.16](image.png)

**Figure 1.16** The use of periodic boundary conditions allows particle $i$ to interact with a translated image of particle $j$. In order to eliminate self-interaction, a cut-off radius is imposed for all through-space interactions (dashed circle).

### 1.3.1.4. Temperature and pressure control

In this work, simulations were performed in either the canonical $NVT$ ensemble (constant number of particles, volume, and temperature) or the isobaric-isothermal $NPT$ ensemble (constant number of particles, pressure, and temperature). In MD simulations, the temperature $T$ of an $N$ particle system is calculated from the average kinetic energy
using eq. 1.22, where \( k_B \) is the Boltzmann constant and \( N_{df} \) is the number of degrees of freedom in the system.

\[
T = \frac{\sum_{i=1}^{N} m_i v_i^2}{N_{df} k_B} \tag{1.22}
\]

The hydrostatic (isotropic) pressure \( P \) is calculated according to the virial theorem,\(^{119}\) and consists of a contribution from the kinetic energy and from the forces between atoms in the system (eq. 1.23).

\[
P = \frac{2}{3V} \left[ E_{kin} + \frac{1}{2} \sum_{i<j}^{N} r_{ij} F_{ij} \right] \tag{1.23}
\]

To maintain a constant temperature or pressure, the system is coupled to an external bath referred to as a thermostat or a barostat. We chose to use the Berendsen algorithm\(^{128}\) for both temperature and pressure coupling. The deviation of pressure or temperature from the desired values is corrected by either rescaling the velocities of all atoms, or by rescaling the volume of the simulation box, respectively. This is controlled according to eq. 1.24, where \( X \) is either temperature or pressure, \( X_0 \) is the desired value and \( \tau \) is the coupling constant, which determines how often the quantity is updated.

\[
\frac{\partial X}{\partial t} = \frac{X_0 - X}{\tau} \tag{1.24}
\]

A smaller \( \tau \) value indicates a stronger coupling, as the pressure or temperature is updated more frequently. Unless otherwise stated, values of \( \tau_T = 0.1 \) ps and \( \tau_P = 1.0 \) ps were used for temperature and pressure control, respectively.

**1.3.1.5. Thermodynamic integration**

Calculation of Gibbs energy \( \Delta G \) was accomplished using thermodynamic integration.\(^{119}\) For this, the Gibbs energy difference \( \Delta G_{A \rightarrow B} \) between two states \( A \) and \( B \) is assessed by slowly tuning the Hamiltonian \( \mathcal{H} \) of the system from that describing state \( A \), to that describing state \( B \). Practically, this involves the introduction of a coupling parameter
\( \lambda \) such that \( \mathcal{H}(\lambda = 0) = \mathcal{H}_A \) and \( \mathcal{H}(\lambda = 1) = \mathcal{H}_B \). A series of simulations are run for systems with \( \lambda \) values ranging from 0 to 1, and the average derivative with respect to \( \lambda \) is obtained for each simulation. The Gibbs energy difference \( \Delta G_{A \rightarrow B} \) can then be assessed from these partial derivatives via numerical integration, according to eq. 1.25.

\[
\Delta G_{A \rightarrow B} = \int_{0}^{1} \left( \frac{\partial \mathcal{H}}{\partial \lambda} \right)_{\lambda} \, d\lambda
\]  

(1.25)

1.3.2. Quantum mechanical calculations

In this work, QM calculations were used to obtain gas-phase potential energy profiles and surfaces, to optimize TS structures and also to generate force field parameters for chemical species that are not parameterized in the standard OPLS parameter set. All calculations were performed using Gaussian 09\textsuperscript{129} at the B3LYP/6-31++G(d,p) level, unless otherwise specified. All TS structures obtained using QM calculations were verified using frequency calculations.

1.4. Motivation and objectives

The concept of a reaction profile, describing the change of potential energy, free energy, or Gibbs energy along the reaction coordinate, has been widely used in chemical kinetics for the discussion of chemical and biochemical reaction mechanisms. However, the closely related concept of a volume profile has not received the same level of recognition, mostly due to the lack of a theoretical methodology that could effectively utilize this concept. The goal of this work is to fill this void by developing the necessary computational protocols and thus to pave the way towards interpreting the large amount of experimental high pressure kinetic data in the literature\textsuperscript{11–13,40–52} which has, so far, remained largely unutilized at a mechanistic level.

Two novel applications of volume profiles are explored in this work. The first is their use for the calculation of elevated pressure Gibbs energy profiles, as introduced in section 1.2.4. This enables one to predict the structural changes that occur in molecular systems with an increase in pressure. Such ability to predict these changes enables one to design systems with pressure-sensitive properties and to assess the range of pressures.
necessary to achieve the desired effect. The second application of volume profiles formulated in this work is their use, in combination with experimentally determined activation volumes, for the elucidation of unknown TSs or TS ensembles in flexible systems. Although this methodology is ultimately targeted at large biochemical systems, such as the folding of proteins, here we focus primarily on smaller systems where the accuracy of our predictions can be properly verified.

1.5. Brief outline of this work

In this work, volume profiles were used to predict and interpret the effects of pressure on different types of reactions, ranging from radical hydrogen abstraction to conformational changes in large flexible systems. A significant portion of this thesis has been published, and revised versions of these publications are presented where noted.


In Chapter 3, the ability of volume profiles to predict the structural properties of systems at elevated pressure is utilized in a discussion of pressure-controlled molecular machines. Using eq. 1.10, we predict pressure-induced conformational changes in model molecular wires, and design a prototype pressure-controlled unidirectional molecular rotor. The work presented here is adapted from Spooner, J.; Wiebe, H.; Louwerse, M.;

In Chapter 4, we formulate and test a novel approach towards the determination of TS ensembles in flexible systems, based on a combination of theoretical volume profiles with experimental activation volume data. We demonstrate its successful application to internal rotation in 1,12-dimethoxy-[12]-paracyclophane (adapted from Wiebe, H.; Louwerse, M.; Weinberg, N. “Theoretical volume profiles for conformational changes: Application to internal rotation of benzene ring in 1,12-dimethoxy-[12]-paracyclophane” *J. Chem. Phys.* **2017**, *146*(10), 104107) and the unfolding of a model chain system, serving as a prototype for macromolecular chains (adapted from Wiebe, H.; Weinberg, N. “Theoretical volume profiles as a tool for probing transition states: Folding kinetics” *J. Chem. Phys.* **2014**, *140*(12), 124105).

In order to apply the method developed in Chapter 4 to analysis of conformational changes in highly complex systems such as proteins, a reaction coordinate for the folding process in such systems must be defined. Therefore, in Chapter 5, we investigate the different collective variables traditionally used as reaction coordinates for multidimensional Gibbs energy surfaces, discuss their limitations, and propose a collective coordinate with a new functional form. In Chapter 6, some preliminary results towards the definition of a reaction coordinate for biological systems, such as helical polypeptides and the staphylococcal nuclease protein, are presented and discussed.
Chapter 2.

High pressure effect on radical hydrogen abstraction†

2.1. Radical hydrogen abstraction

The kinetic effect of pressure on chemical reactions can manifest through two different mechanisms. The first, as detailed in section 1.2.4, is the pressure-induced modification of the Gibbs energy surface, which results in a change in the activation barrier. This can lead to either an increase or a decrease in the reaction rate depending on the volumetric properties of the system in question. The second mechanism occurs through the pressure-induced increase in solvent viscosity, as described in section 1.1.4. When noticeable, this effect always results in a decrease in reaction rate. The interplay between these two effects can result in complex dependences of experimentally observed rate constants.65–69 To investigate this interplay and to illustrate the utility of MD-calculated volume profiles for high pressure kinetic analysis, we performed an extensive study of these effects on radical hydrogen abstraction reactions in hydrocarbon systems.

Radical hydrogen abstraction is an important elementary step that is found in a wide variety of chemical reactions, ranging from the relatively simple halogenation of saturated hydrocarbons to the vastly complex petrochemical processes of natural oil formation.130 Since many of such processes occur at elevated pressures and in viscous environments,131 it is important to understand how pressure affects the kinetics of these reactions. As a model system, we have chosen to study the hydrogen transfer between methane and a methyl radical, shown in Figure 2.1.

† Portions of this chapter are adapted from previously published work. The parameterization scheme of section 2.2.2 and the activation volume calculation presented in section 2.3.1 were originally published in Spooner, J.; Wiebe, H. et al, Phys. Chem. Chem. Phys. 2012, 14 (7), 2264–2277 and Wiebe, H. et al, J. Phys. Chem. C 2012, 116 (3), 2240–2245. In addition, the viscosity effect discussed in section 2.4 is adapted from Wiebe, H.; Prachnau, M.; Weinberg, N. Can. J. Chem. 2013, 91 (9), 787–794.

All calculations and analysis in this chapter were performed by H. Wiebe apart from the elevated pressure enthalpy profiles of section 2.3.3 and the nonequilibrium solvation surfaces of section 2.4 which were calculated by undergraduate students A. Sherwood and M. Prachnau under the supervision of H. Wiebe.
The hydrogen abstraction reaction between methane and a methyl radical.

A recent ab initio study\textsuperscript{132} of this system in a compressed medium has shown that with increased pressure, the positions of the reactant and product on the potential energy surface shift towards the TS, with an eventual collapse into a single minimum as illustrated in Figure 2.2. However, this result was obtained using a static approach with pressure imposed by compression of an inert solid matrix, and thus the dynamic effects of temperature and solvent-solute interactions were ignored. We extend this study here using MD simulations to obtain a better understanding of the process by including these dynamic effects.

![Figure 2.2](image-url)

**Figure 2.2** The effect of compression on the PES of the methyl-methane hydrogen abstraction system for (a) ambient conditions, (b) low, (c) medium, and (d) high compression. As compression increases, the reaction barrier decreases and the positions of the reactant and product begin to shift towards the TS. The blue arrows trace the position of the TS. The contour spacing is 10 kJ/mol. Figure reprinted from ref. 132, © 2016 Canadian Science Publishing or its licensors. Reproduced with permission.
2.2. Description of the system

2.2.1. Reaction coordinate

A B3LYP/6-31++G(d,p) potential energy surface was obtained for this system in $r_1$ and $r_2$ coordinates, defined in Figure 2.3(a). This surface is shown in Figure 2.3(b), and the TS was identified at the saddle point with $r_1 = r_2 = 0.1346$ nm.

![Figure 2.3](image.png)

(a) The two C-H bond lengths labelled $r_1$ and $r_2$, which are used in the definition of the reaction coordinate for this system. (b) Gas phase B3LYP/6-31++G(d,p) potential energy surface in $r_1$ and $r_2$ coordinates. The white dashed line is the reaction path.

The reaction path (white dashed line) was described parametrically in terms of the C-H bond order $n$ using the bond energy bond order (BEBO) equations (eq. 2.1), with parameters $r_e = 0.1091$ nm and $\Lambda = 0.037$ fitted to reproduce the reactant ($n = 0$), TS ($n = 0.5$) and product ($n = 1$) structures.

$$r_1 = r_e - \Lambda \ln n$$

$$r_2 = r_e - \Lambda \ln(1 - n) \quad (2.1)$$

The bond order $n$ is non-uniformly scaled along the reaction path. An alternative uniformly scaled reaction coordinate $x$ can be defined as the signed length along the reaction path, using eq. 2.2.
To obtain a one-dimensional potential energy profile along the $x$ coordinate, 10 evenly spaced structures were selected on either side of the TS ($x = 0$) to yield a total of 21 structures along the reaction path. These structures were chosen such that $r_1$ and $r_2$ did not exceed a value of 0.25 nm ($0.0221 \leq n \leq 0.9779$). The resulting gas phase potential energy profile $\Delta U_{gas}(x)$ calculated at the B3LYP/6-31++G(d,p) level is shown in Figure 2.4.

\[ x(n) = r_e \int_{0.5}^{n} \sqrt{n^2 + (1-n)^2} \frac{dn}{n(1-n)} \]  

(2.2)

![Figure 2.4](image_url)  

**Figure 2.4** Gas phase B3LYP/6-31++G(d,p) energy profile $\Delta U_{gas}(x)$ along reaction coordinate $x$.

### 2.2.2. Force field parameterization

For MD calculations, force field parameters are required for all molecules in the system. The OPLS force field\textsuperscript{125,126} was used to describe the $n$-hexane solvent and the reactant and product states (i.e. methane and the methyl radical). Since standard force fields like OPLS are only parameterized for stable species, new parameters had to be generated for the transient structures along the reaction coordinate.\textsuperscript{83}

For the non-bonded parameters, such as the Lennard Jones $\sigma$ and $\varepsilon$ and the charges $Q_i$ on the atoms, a linear interpolation approach was used based on the hybridization of the carbon atoms. The intermediate degrees of hybridization for the transient structures were assessed via the pyramidality parameter $\gamma$ defined by eq. 2.3, where $\theta_{sp^2}$ is the trigonal planar angle of 120°, $\theta_{sp^3}$ is the tetrahedral angle of 109.47° and
\[ \sum \theta \] is the sum of the three adjacent HCH angles in the transient state excluding the transferred hydrogen, as illustrated in Figure 2.5.

\[
y = \frac{3\theta_{sp^2} - \sum \theta}{3\theta_{sp^2} - 3\theta_{sp^3}} \tag{2.3}
\]

The \( y \) parameter is equal to 0 in a pure \( sp^2 \) state, as in the methyl radical, and equal to 1 in a pure \( sp^3 \) state, as in methane. The non-reactive hydrogens were assigned the \( y \) value of the carbon they were bonded to.

**Figure 2.5** The pyramidal parameter \( y \) of each carbon atom was assessed using the sum of the three H-C-H bond angles labelled in yellow or green.

The Lennard-Jones parameters \( \sigma \) and \( \varepsilon \) for the atoms in the transient structures were then smoothly interpolated between their respective values \( x_R \) and \( x_P \) in the reactant and product states according to eq. 2.4, where \( y_R \) and \( y_P \) are the pyramidal parameters of the atom in question in the reactant and product states.

\[
x(y) = \frac{(y - y_R)x_P + (y_P - y)x_R}{y_P - y_R} \tag{2.4}
\]

The charges on the carbon atoms were also smoothly interpolated between their reactant and product values according to eq. 2.4. For the reactive hydrogen, the \( \sigma \), \( \varepsilon \) and charge were kept constant at the standard OPLS \( sp^3 \) hydrogen value. The charges on the remaining hydrogens were set such that they compensated the charge of the carbon atom to which they were attached plus half the charge of the reactive hydrogen.
For bonded parameters, such as bond stretching and angle bending, the force constants were obtained by fitting to QM deformation energies using the ForceBalance software package. Random conformations of the system were obtained from MD simulations using dummy force field parameters, and the potential energy of these conformations was obtained via QM B3LYP/6-311++G(d,p) single point energy calculations. The force constants $k_i$ were then fitted to minimize the difference between the QM and MD energy responses according to eq. 2.5, under the assumption that the energy response is harmonic for each geometrical parameter $x_i$.

$$U_{QM} - U_{MD} = \frac{1}{2} \sum_i k_i (x_i - x_o)^2$$

(2.5)

In order to maintain a constant value of $x$ for each structure during the simulation, the $r_1$ and $r_2$ bonds were constrained using the LINCS algorithm. The force constant for the intermolecular C-H-C angle was set to a constant value of 276.144 kJ mol$^{-1}$ rad$^2$, which is the standard value for the H-C-H bending force constant in the OPLS force field.

2.3. High pressure reaction profiles

2.3.1. Activation volume and volume profile

The volume profile $\Delta V_o(x)$ for this system was calculated at 1 bar and 298 K using the Archimedean displacement model in a solvent consisting of 256 molecules of $n$-hexane. Due to the symmetry of this system, calculations were performed for the first 11 structures along the $x$ coordinate, and the remaining 10 were mirrored across $x = 0$. Fifty parallel seeds were used for each calculation. The resulting volume profile is shown in Figure 2.6, scaled relative to the structures furthest from the TS ($x = \pm 0.11$). The error bars were calculated as the standard error of the mean using the block averaging technique.
The ambient pressure volume profile $\Delta V_o(x)$ for the methyl-methane system (left). The dotted line is a fit to the profile obtained from a linear plot of volume against the distance $L$ between carbon atoms, $L = r_1 + r_2$ (right). Expectedly, the volume profile reaches its minimum value at $x = 0$, representing the TS. Direct calculation of $\Delta V^\ddagger$ as the difference in volume between the TS ($x = 0$) and the reactant species (eq. 2.6) gives a $\Delta V^\ddagger$ value of $-22 \pm 3 \text{ cm}^3/\text{mol}$. Since the activation volume $\Delta V^\ddagger$ is negative, this reaction is accelerated by pressure. While an experimentally-determined $\Delta V^\ddagger$ for this system does not exist, this value is in line with measured values for similar reactions, and the obtained computational error is within the errors typically obtained in high pressure experiments. The 5.5 cm$^3$/mol difference between this $\Delta V^\ddagger$ and the minimum value of $\Delta V_o(x)$ reflects the difference in the choice of a reference point: the reactant ($x = -\infty$, $n = 0$) for $\Delta V^\ddagger$ and $x = -0.11$ ($n = 0.019$) for $\Delta V_o(x)$.

2.3.2. High pressure Gibbs energy profile

The high pressure Gibbs energy profiles $\Delta G(x; P)$ for this reaction were calculated using eq. 2.7 by a combination of the ambient pressure Gibbs energy profile $\Delta G_o(x)$ and volume profile $\Delta V_o(x)$. 

\[
\Delta V^\ddagger = V^\ddagger - (V_{\text{methane}} + V_{\text{methyl}}) \tag{2.6}
\]
The required ambient pressure Gibbs energy profile $\Delta G_o(x)$, was obtained by adding the solvation Gibbs energy $\Delta G_{solv}(x)$ to the gas phase potential energy profile $\Delta U_{gas}(x)$ (Figure 2.4) according to eq. 2.8.

$$\Delta G_o(x) = \Delta U_{gas}(x) + \Delta G_{solv}(x)$$  \hspace{1cm} (2.8)

For each of the 21 structures along the reaction coordinate, the solvation Gibbs energy was calculated using thermodynamic integration with respect to solvent-solute interactions scaled between $\lambda = 0$ (no interaction) and $\lambda = 1$ (full interaction) over 21 points. For each point, 1.0 ns trajectories were run in triplicate. The resulting $\Delta G_{solv}(x)$ profile is shown in Figure 2.7 along with the final $\Delta G_o(x)$. As this is a nonpolar reaction in a nonpolar solvent, the solvation energy is almost negligible in comparison to the $\Delta U_{gas}(x)$ term, and the resulting $\Delta G_o(x)$ profile is nearly indistinguishable from the QM-calculated potential energy profile.

![Figure 2.7](image)

**Figure 2.7** The ambient pressure Gibbs energy profile $\Delta G_o(x)$ (solid purple line) obtained as a sum of the gas phase potential energy $\Delta U_{gas}(x)$ (blue data points) and the solvation Gibbs energy $\Delta G_{solv}(x)$ (red data points).

The resulting high pressure $\Delta G(x; P)$ profiles were calculated according to eq. 2.7 and are shown in Figure 2.8. As pressure increases, two effects are seen. First, the reaction barrier decreases dramatically as shown in Figure 2.9, requiring a pressure of
125 kbar to eliminate the barrier entirely. Secondly, the reactant and product minima shift towards $x = 0$ while the TS remains stationary, with an eventual merge into a single minimum occurring at the highest pressure. This is in agreement with the original results obtained using the ab initio approach, but now we are able to assess a pressure range for this transition. Similar results have recently been reported for pericyclic reactions.

Figure 2.8 The calculated $\Delta G(x; P)$ profiles show that as pressure increases, the reaction barrier decreases. A pressure of 125 kbar was required to eliminate the reaction barrier. Above that pressure, the Gibbs energy profile possesses a single minimum at $x = 0$ representing a symmetric structure $\text{CH}_3\text{HCH}_3$ as a single stable state of the system.
Figure 2.9  The effect of pressure on the calculated $\Delta G^\ddagger$ values. The reaction barrier becomes practically negligible above 100 kbar.

2.3.3. High pressure effect on activation enthalpy

The effect of pressure on the Gibbs energy profile largely depends on the shape of the volume profile. For systems with negative $\Delta V^\ddagger$ values, like the methyl-methane hydrogen abstraction reaction or Diels-Alder reactions, the activation Gibbs energies $\Delta G^\ddagger$ decrease with pressure due to the increasingly negative contribution of the $(P - P_0)\Delta V_0(x)$ term in eq. 2.7. Interestingly, it has been observed that activation enthalpies $\Delta H^\ddagger$ can increase with pressure for systems with negative $\Delta V^\ddagger$, as illustrated by the experimental data in Table 2.1 for the Diels-Alder dimerization of cyclopentadiene.\(^{138}\)

<table>
<thead>
<tr>
<th>Pressure (kbar)</th>
<th>$\Delta \Delta G^\ddagger$ (kJ/mol)</th>
<th>$\Delta \Delta H^\ddagger$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.000</td>
<td>-1.01</td>
<td>1.26</td>
</tr>
<tr>
<td>2.000</td>
<td>-1.89</td>
<td>2.09</td>
</tr>
<tr>
<td>3.000</td>
<td>-2.77</td>
<td>5.44</td>
</tr>
</tbody>
</table>

Table 2.1  Experimentally measured pressure-induced changes in activation Gibbs energy ($\Delta \Delta G^\ddagger$) and activation enthalpy ($\Delta \Delta H^\ddagger$) relative to ambient pressure for the Diels-Alder dimerization of cyclopentadiene. Data from ref. 138.

El'yanov and Gonikberg,\(^{139}\) rationalized this in terms of the thermodynamic relationship (eq. 2.9) between pressure derivatives of $\Delta H$ and $\Delta G$.

$$
\left( \frac{\partial \Delta H}{\partial P} \right)_T = (1 - \kappa T) \left( \frac{\partial \Delta G}{\partial P} \right)_T
$$  (2.9)
The thermal expansion factor $\kappa$, defined in eq. 2.10, describes how the reaction volume $\Delta V$ for a process is affected by temperature. These authors analyzed $\Delta V$ data for 34 organic reactions and found the average value for $\kappa$ to be 0.0044 K$^{-1}$ at 20°C and 1 bar, which makes the $1 - \kappa T$ factor negative at ambient conditions.

$$\kappa = \frac{1}{\Delta V} \left( \frac{\partial \Delta V}{\partial T} \right)_P$$

(2.10)

They further assumed that $\kappa^\ddagger$ has a similar value, thus explaining the inverse relationship between the behaviour of $\Delta H^\ddagger(P)$ and $\Delta G^\ddagger(P)$.

However, it needs to be stated that thermal expansion coefficients of pure liquids decrease significantly with pressure, as shown in Figure 2.10 for the case of $n$-hexane at 300 K. It can therefore be expected that the value of $\kappa^\ddagger$ will likewise decrease with pressure, in which case the $1 - \kappa^\ddagger T$ term may become positive at sufficiently high pressures, and the sign of the pressure derivative of $\Delta H^\ddagger$ will match the sign of the pressure derivative of $\Delta G^\ddagger$. That is, the $\Delta H^\ddagger$ of a reaction with a negative $\Delta V^\ddagger$ may be expected to start decreasing with pressure at sufficiently high compressions.

![Figure 2.10](image)

**Figure 2.10** The thermal expansion coefficient $\alpha = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_P$ for $n$-hexane decreases with increasing pressure, due to the tighter packing of the molecules at higher pressures. The $\alpha$ values were obtained by numerical differentiation of the equation of state from data in ref. 140.

To investigate this effect for our system, we calculated enthalpy profiles for pressures ranging from 1 bar to 5 kbar, according to eq. 2.11.
The potential energy profile was broken up into two terms, the QM-calculated gas phase profile $\Delta U_{gas}(x)$ from Figure 2.4 and the MD-calculated non-bonded potential energy profile $\Delta U_{nb}(x)$, which describes the solvent-solute and solvent-solvent interactions obtained by averaging over 1.0 ns trajectories for the first 11 structures, with the remaining 10 obtained via symmetry across $x = 0$.

\[ \Delta H(x) = \Delta U(x) + P \Delta V_o(x) = \Delta U_{gas}(x) + \Delta U_{nb}(x) + P \Delta V_o(x) \]  

(2.11)

The resulting profiles are shown in Figure 2.11 with explicit pressure dependence of the activation enthalpies $\Delta H^\dagger$ listed in Table 2.2. An initial increase in $\Delta H^\dagger$ up to 500 bar is followed by a decrease at higher pressures, which indicates that the switch in the sign

![Figure 2.11](image)

**Figure 2.11** Enthalpy profiles for the methyl-methane system at four different pressures. The MD-calculated data points were fit with a Lorentzian function as a visualization aid.

**Table 2.2** Barrier heights $\Delta H^\dagger$ as a function of pressure.

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>$\Delta H^\dagger$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>61</td>
</tr>
<tr>
<td>500</td>
<td>72</td>
</tr>
<tr>
<td>1000</td>
<td>64</td>
</tr>
<tr>
<td>5000</td>
<td>57</td>
</tr>
</tbody>
</table>
of the $1 - \kappa^+ T$ term from negative to positive occurs for this system between 500 bar and 1 kbar.

### 2.4. Pressure-induced viscosity effect

In nonviscous media, the solvent is fast enough to restructure synchronously with the reaction system, and the reaction rate is dependent only on the activation barriers for the process. In viscous media, however, the solvent is slower than the reaction system, which can result in a situation where the size and shape of the solvent cavity no longer matches the geometry of the solute. First described by Kramers,\textsuperscript{53,54} this viscosity-induced effect, known as nonequilibrium solvation, leads to the interference of the solvent with the restructuring of the reaction system and can result in a significant reduction in reaction rates. Since pressure invariably increases the viscosity of the reaction medium,\textsuperscript{141} pressure-induced viscosity effects become significant at sufficiently high compressions.\textsuperscript{65–69,142,143} Here, the importance of these effects is assessed for the methyl-methane hydrogen transfer system.\textsuperscript{144}

#### 2.4.1. Solute and solvent coordinates

The strength of nonequilibrium solvation effects in a particular reaction can be evaluated by analysis of its 2D Gibbs energy surface (GES) in solute-solvent coordinates.\textsuperscript{145,146} If the GES possesses a consecutive arrangement of reactant and product valleys as shown in Figure 2.12(a), reaction can occur only through a synchronized restructuring of the solute and solvent.\textsuperscript{30} This solvent–solute system is therefore quasi-one-dimensional, and its classical reaction trajectories must pass from the reactant to the product in the vicinity of the TS. As a result, the kinetic effects of viscosity for this system are expected to be strong. A different type of surface, which possesses reactant and product valleys that are parallel, is shown in Figure 2.12(b). Reaction trajectories here can cross the barrier at multiple points representing a wide range of solvent configurations, and thus can deviate far from the TS.\textsuperscript{31,32} The effects of viscosity on this type of system will be weaker, as the solute and solvent are less strongly coupled.
Figure 2.12  Two types of Gibbs energy surfaces in solvent-solute coordinates: (a) strong solute-solvent coupling; (b) weak solute-solvent coupling.

The reaction coordinate $x$, as defined in section 2.2.1, is a natural choice to represent the solute configuration. The solvent coordinate is defined using the approach described in ref. 144 and outlined below.

In an MD simulation, the trajectories of the solvent $Z(t)$ and solute $z(t)$ are interdependent due to the solvent-solute interactions in the system. If the solute is frozen in some geometry $z(x)$, determined by the solute coordinate $x$, then the solvent trajectory will become parametrically dependent on $x$ as well: $Z(t|x)$. The total energy of the system will also become $x$ dependent, as it is averaged over both solute and solvent trajectories (eq. 2.12).

$$E(x) = \langle E(z(x), Z(t|x)) \rangle$$  \hspace{1cm} (2.12)

To describe nonequilibrium solvation, a mismatch needs to be introduced between $Z(t|x)$ and $z(x)$. To do so, the solvent-solute system is first run with the solute at a given value of the solute coordinate, $y$, referred to as the “pilot” solute. This produces a solvent trajectory that is equilibrated to the pilot solute configuration: $Z(t|y)$. The pilot solute is then removed, and the “true” solute is added at a different configuration, $x$. The nonequilibrium solvation energy $E(x,y)$ can then be assessed according to eq. 2.13 as the interaction between solute in one configuration $x$ and solvent equilibrated to the pilot solute at configuration $y$.
Parameters $x$ and $y$ of eq. 2.13 can serve as the solute and solvent coordinates, respectively. As seen in Figure 2.13, the equilibration of the solvent trajectory around the pilot solute results in a solvent cavity that is determined by the size and shape of the solute. Replacement of the pilot solute with the true solute shows the mismatch in both size and shape of the solvent cavity, indicating the nonequilibrium solvation.

$$E(x,y) = \langle E(z(x), Z(t|y)) \rangle$$  \hspace{1cm} (2.13)

To obtain the GES for the methyl-methane system in solvent-solute coordinates, each of the 21 structures along the solute coordinate $x$ were frozen in space and inserted as a pilot solute into a cubic MD simulation box containing 256 hexane molecules as solvent. MD runs with a duration of 1.0 ns were then performed for each of these structures and the solvent trajectories were stored. The pilot solutes were then removed from the solvent trajectories and replaced with true solutes in various configurations, $x$. To minimize the degree of misfit between the solute and solvent, the position and orientation of the true solute in configuration $x$ was optimized with respect to the solvent in configuration $y$ by translating and rotating the solute until the lowest energy state was reached. The energy of the combined system, $\Delta U_{solv}(x,y)$, which includes all solvent–solvent and solvent–solute interactions, was then averaged over the entire trajectory to give the surface shown in Figure 2.14. The nonequilibrium solvation energy was highest at the points where the reactant- and product-like configurations of the solute ($x \sim \pm0.1$) were combined with a solvent trajectory equilibrated to a TS-like structure ($y \sim 0$).
Figure 2.14  Nonequilibrium solvation energy for the methyl-methane system in solvent-solute coordinates. The properly solvated reactant is in the bottom left corner, and the properly solvated product in the top right.

The GES was obtained according to eq. 2.14, by combining the nonequilibrium solvation energy $U_{solv}(x,y)$ with the gas phase potential energy profile of the solute $U_{gas}(x)$ and the Gibbs energy of the solvent configuration $\Delta G_{solv}(y)$ of Figure 2.7.

$$\Delta G(x, y) = \Delta U_{solv}(x,y) + \Delta U_{gas}(x) + \Delta G_{solv}(y)$$  \hspace{2cm} (2.14)

To minimize random errors, the energy values were smoothed out by averaging over four adjacent points and by using the symmetry condition $\Delta G(-x, -y) = \Delta G(x, y)$. The resultant GES is shown in Figure 2.15, with the properly solvated reactant in the bottom left corner and the properly solvated product in the top right corner. The surface displays a parallel arrangement of reactant and product valleys, which indicates that barrier crossing along solute coordinate $x$ may occur at multiple configurations of the solvent $y$. 
Figure 2.15  Gibbs energy surface for the methyl-methane system in solvent-solute coordinates. The properly solvated reactant is in the bottom left and the properly solvated product is in the top right. This surface has two parallel valleys separated by the nearly uniform activation barrier, which implies that the kinetics of this reaction is nearly independent of solvent viscosity.

The pressure-induced viscosity effect for this system is therefore described by the Agmon-Hopfield model,\textsuperscript{57,58} according to which the rate constant \( k \) can be found as a weighted average of the partial rate constants \( k_i(y) \) over an ensemble of solvent configurations described by the normalized viscosity-dependent probability distribution \( P(y) \), per eq. 2.15.

\[
k = \int k_i(y)P(y)dy
\]  

(2.15)

The partial rate constants \( k_i(y) \) can be described by eq. 2.16, with constant frequency factor \( \nu \) and solvent-configuration-dependent activation energy, \( \Delta G^\ddagger(y) \).

\[
k_i(y) = \nu e^{-\frac{-\Delta G^\ddagger(y)}{RT}}
\]  

(2.16)
For this system, the GES possesses an energy ridge of nearly uniform altitude, and therefore the activation energies $\Delta G^\dagger(y)$ are practically independent of $y$, which according to eq. 2.16, makes partial rate constants $k_i(y)$ also $y$-independent. As a result, the overall rate constant, $k$, becomes insensitive to the solvent distribution function, $P(y)$, and is thus practically independent of the solvent viscosity. Therefore, the net results of application of pressure to this system consists only of an increase in reaction rate due to the deformation of the Gibbs energy profile, as described in section 2.3, with the pressure-induced increase in viscosity having no significant effect on the reaction rate.

2.5. Conclusions

The utility of the MD displacement volume method has been demonstrated in a complete analysis of the various effects of pressure on a model reaction system: the hydrogen transfer between methane and a methyl radical in hexane solvent.

The activation volume for the system was calculated to be $-22 \pm 3$ cm$^3$/mol, indicating that the reaction system decreases in volume as it approaches the TS, and that pressure accelerates the reaction. The volume profile for the system was also calculated and was used in conjunction with the ambient-pressure Gibbs energy profile to calculate high pressure Gibbs energy profiles. The Gibbs activation energy was found to decrease with pressure, accompanied by a shift in reactant and product minima towards the TS structure. A pressure of 125 kbar was required to completely eliminate the barrier, resulting in stabilization of the TS and destabilization of all other species. The activation enthalpy, on the other hand, was found to initially increase with pressure followed by a decrease between 500 bar and 1 kbar. The manipulation of Gibbs energy barriers and stabilization of transient species at high pressure has many interesting potential applications, and will be discussed further in Chapter 3.

An increase in pressure has the secondary effect of increasing the viscosity of the solvent, and this effect was investigated by construction of a 2D Gibbs energy surface in solvent-solute coordinates. The observed parallel orientation of reactant and product valleys along with the uniform energy barrier lead to the conclusion that viscosity does not significantly affect the kinetics of this reaction at high pressure. This is likely a result of rather weak solvent-solute interactions. Stronger solvent-solute interactions, perhaps due
to a change in polarity or the size of the system, would lead to more significant viscosity effects.
Chapter 3.

Pressure-induced conformational changes: Application to molecular machines‡

3.1. Molecular conformations and molecular machines

Crowned with the 2016 Nobel Prize in Chemistry,\textsuperscript{147} molecular machines have been a subject of interest in experimental and theoretical research for quite some time.\textsuperscript{148–151} Molecular machines are a class of molecules that perform an output function for a given input stimulus. These machines can be biological in origin, such as enzymes, ribosomes or motor proteins,\textsuperscript{152} or they can be synthetically designed.\textsuperscript{148–151} Recent years have seen the development of a wide variety of synthetic molecular machines including molecular switches,\textsuperscript{153,154} wires\textsuperscript{155,156} and rotors\textsuperscript{157} for potential use in nanodevices.

The output function of a molecular machine is accomplished through a conformational change which results in a useful change in the properties of the molecule. This can involve the electronic properties of the molecule, such as its conductivity or luminescence, or it can be more mechanical in nature, such as the walking motion exhibited by the motor proteins kinesin and dynein.\textsuperscript{158,159} Some examples of input stimuli used to activate molecular machines are the application of electromagnetic fields, a change in temperature or pH, chemical modification, or mechanical force.\textsuperscript{148–152} One input stimulus that has, thus far, not been applied to molecular machines is pressure.

Since different conformations of molecules are likely to have different volumes, pressure is an ideal tool to drive these conformational changes. Here, the use of pressure to control two different types of molecular machines is demonstrated.\textsuperscript{160} The first are polythiophenes, molecular wires whose $\pi$ electron conjugation is dependent on their conformation, and thus their electrical and luminescent properties are available for

\footnote{The work presented in this chapter was published as part of a study of the effects of pressure on different conformational equilibria: Spooner, J.; Wiebe, H.; Louwerse, M.; Reader, B.; Weinberg, N. \textit{Can. J. Chem.} \textbf{2017}, \textit{Ahead of print}, DOI: 10.1139/cjc-2017-0411. All calculations and analysis presented in this chapter were performed by H. Wiebe apart from the volume profiles for the proposed rotor in section 3.3.2, which were calculated by undergraduate student M. Louwerse under the supervision of H. Wiebe.}
pressure control. The second is a preliminary design for a pressure-driven unidirectional molecular rotor.

3.2. Bithiophene as a prototype for molecular wires

Polythiophenes belong to a class of molecular machines known as molecular wires. The $\pi$-electron conjugation between the thiophene rings in these polymers makes them capable of conducting electricity, but the level of conjugation in the polymer is dependent on the relative alignment of the thiophene rings. A fully planar conformation would have the highest $p$ orbital overlap and thus the highest conductivity. However, polythiophenes have been observed to adopt a twisted conformation in solution.\textsuperscript{161–163} The ability to drive the thiophene rings in and out of a planar conformation would allow for control of electrical conductivity in the system.

To investigate the effect of pressure on the conformational dynamics of polythiophenes, we have chosen to use a series of 2,2'-bithiophenes 1-3 shown in Figure 3.1 as models. The substitution at the 3 position has been demonstrated to increase the solubility of these compounds.\textsuperscript{164–167}

![Figure 3.1: The three bithiophene systems used as models for polythiophene molecular wires.](image)

3.2.1. Reference pressure torsion profiles

For these systems, the mutual orientation of the two thiophene rings is described by the S-C-C-S torsion angle, $\phi$, which serves as a reaction coordinate for the conformational change. The QM B3LYP/6-31++G(d,p) potential energy profiles $\Delta U_{gas}(\phi)$ for rotation around $\phi$ are shown in Figure 3.2.
The relative stability of various conformations of these systems is controlled by two competing effects: \( \pi \)-electron conjugation and the steric repulsion between the two rings. The stabilizing effect of conjugation is greatest at the two planar conformations \( \phi = 0^\circ, 180^\circ \), but the destabilizing effect of steric repulsion is highest at those same conformations. Therefore, the stable minima are twisted conformations that fall between 120-150\(^\circ\) for the \textit{trans} state and between 30-60\(^\circ\) for the \textit{cis} state. These minima drift further from the planar conformations with increasing substitution at the 3 position. The dramatic decrease in barrier height at \( \phi = 90^\circ \) between model 1 and models 2 and 3 can also be understood as a result of the increasing contribution of steric repulsion. At \( \phi = 90^\circ \) the inter-ring steric repulsion is at its minimum. Therefore, as the size of the substituent group grows, the conformation at \( \phi = 90^\circ \) is stabilized despite the loss of \( \pi \)-electron conjugation, leading to an overall decrease in the barrier height.

Since the potential energy barrier at 180\(^\circ\) is lower than the barrier at 0\(^\circ\) and the \textit{trans} minimum is lower in energy and is therefore more highly populated than the \textit{cis} minimum at ambient conditions, its movement as a function of pressure is of greater interest. To obtain the reference pressure Gibbs energy profile \( \Delta G_\alpha(\phi) \), around \( \phi = 180^\circ \) the solvation Gibbs energy \( \Delta G_{\text{solv}}(\phi) \) must be added to the \( \Delta U_{\text{gas}}(\phi) \) profile according to eq. 3.1.

\[
\Delta G_\alpha(\phi) = \Delta U_{\text{gas}}(\phi) + \Delta G_{\text{solv}}(\phi)
\] (3.1)
The $\Delta G_{\text{solv}}(\phi)$ term was obtained using thermodynamic integration in a solvent of 256 toluene molecules at 300 K and 1 bar pressure. The simulations were run in triplicate for each of the 21 $\lambda$ points, and data were collected for 2.5 ns preceded by 100 ps of equilibration. The results are shown in Figure 3.3 for the three models.

**Figure 3.3** Gas phase potential energy (light data points, dotted lines) and solvation Gibbs energy (dark data points, dashed lines) summed to yield the reference pressure Gibbs energy profiles (solid lines) for the three bithiophene models. Dashed and dotted lines are fit to smooth computational errors.
In all cases, the $\Delta G_{solv}(\phi)$ term is on the same scale as the $\Delta U_{gas}(\phi)$ term, which means that the contributions from solvation are significant in this system. The minimum in $\Delta G_{solv}(\phi)$ does not match the minimum in $\Delta U_{gas}(\phi)$, and so when the two terms are added together to produce $\Delta G_o(\phi)$ the trans conformation becomes shifted even further from $180^\circ$.

3.2.2. High pressure profiles and pressure controlled conformational changes

The effect of pressure on these models was obtained by combination of the reference pressure Gibbs energy profile $\Delta G_o(\phi)$ with the pressure-dependent contribution from the volume profile $\Delta V_o(\phi)$ via eq. 3.2.

$$\Delta G(\phi; P) = \Delta G_o(\phi) + (P - P_o)\Delta V_o(\phi)$$ (3.2)

The $\Delta V_o(\phi)$ for these systems were obtained using the Archimedean displacement model. The calculations were performed for systems of 1 solute and 256 toluene solvent molecules, and were run in parallel with 50 seeds for a total simulation time of 2-4 µs. During the simulations, the $\phi$ angle was held constant in a steep harmonic potential with a force constant of 10,000 kJ mol$^{-1}$ rad$^2$. This produced the volume profiles shown in Figure 3.4, with a quadratic function fitted to the data in order to smooth out computational errors. The three volume profiles are similar in shape and magnitude, indicating that the substituents do not have a major contribution to the volume change.

The fitted $\Delta V_o(\phi)$ segments were combined with the corresponding $\Delta G_o(\phi)$ of Figure 3.3 according to eq. 3.2 at a series of different pressures to obtain the high pressure $\Delta G(\phi; P)$ shown in Figure 3.5, Figure 3.6 and Figure 3.7 for models 1, 2 and 3 respectively. In all cases, as the pressure increases, the trans minimum shifts closer to $180^\circ$, eventually becoming fully planar at the highest pressure.
Figure 3.4  Volume profiles $\Delta V_o(\phi)$ for rotation around $\phi$ in bithiophene models 1, 2, and 3. Error bars were calculated using block averaging. The portion of the volume profile around $180^\circ$ was fitted with a quadratic function to smooth out computational errors (dotted line).
Figure 3.5 High pressure Gibbs energy profiles $\Delta G(\phi; P)$ for bithiophene 1. Increasing pressure to 80 kbar causes the minimum of $\Delta G(\phi; P)$ to shift from 151° to 180°.
Figure 3.6  High pressure Gibbs energy profiles $\Delta G(\phi; P)$ for bithiophene 2. A pressure of 160 kbar is required to shift the minimum of $\Delta G(\phi; P)$ from $128^\circ$ to $180^\circ$. 
Figure 3.7  High pressure Gibbs energy profiles $\Delta G(\phi; P)$ for bithiophene 3. The increase in the Gibbs energy barrier at 180° in $\Delta G_\phi(\phi)$ coupled with the relatively small volume change from model 2 means that model 3 requires a high pressure of 500 kbar to drive the system into its planar conformation.
The change in the electronic properties of the models as a function of pressure was assessed by calculating the change in the HOMO-LUMO gap for the twisted ambient pressure structure and the planar high pressure structure. The results are shown in Table 3.1, with a comparison made for a similar conformational change in butadiene. These data suggest that increasing pressure, which favours planar conformations, enhances the level of \( \pi \)-conjugation and thus modifies the electronic properties of substituted thiophene dimers.

**Table 3.1** The change in the electronic properties of the models assessed by change in HOMO-LUMO energy gap \( \Delta \Delta E_{\text{HOMO/LUMO}} \) between the conformation at ambient pressure \( (\phi_o) \) and the high pressure structure \( (\phi = 180^\circ) \). For reference, the \( \Delta \Delta E_{\text{HOMO/LUMO}} \) for the same structural change in butadiene is provided. Energies were calculated at the B3LYP/6-31++G(d,p) level.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \phi_o ) (deg)</th>
<th>( \Delta \Delta E_{\text{HOMO/LUMO}} ) model (kJ/mol)</th>
<th>( \Delta \Delta E_{\text{HOMO/LUMO}} ) butadiene (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>151</td>
<td>-20.3</td>
<td>-6.9</td>
</tr>
<tr>
<td>2</td>
<td>128</td>
<td>-52.9</td>
<td>-28.6</td>
</tr>
<tr>
<td>3</td>
<td>125</td>
<td>-62.0</td>
<td>-33.8</td>
</tr>
</tbody>
</table>

Admittedly, the required pressure of 500 kbar for model 3 is too high for practical use. The pressure required to drive the system into its planar conformation depends both on the magnitude of the reference pressure Gibbs energy barrier, and the difference in volume between the reference pressure minimum and the 180\(^\circ\) state. For model 3, the increase in steric interaction between the larger ethyl substituent and the neighbouring ring resulted in the barrier height doubling relative to model 2 with almost no change in the volume profile. Therefore, the required pressure to overcome the barrier was greatly increased. To reduce the pressure requirement, the system must be modified to either reduce the barrier, or increase the difference in volume between the planar and non-planar states.

### 3.3. Molecular rotors

Molecular rotors are another type of molecular machine which have received considerable attention in the literature.\(^{157}\) Unidirectional rotors, which sustain rotation in a single direction, are of particular interest due to their potential application as synthetic motors for nanoscale machines.\(^{148–151,157}\) These molecules typically consist of a bulky aromatic “rotor” which revolves around a stationary axle. Current prototypes for
unidirectional molecular rotors fall into two classes: chemically-driven and photo-driven. The first two examples in each category were published in the same issue of Nature in 1999.\textsuperscript{168,169}

Drawing inspiration from biological rotors such as the F\textsubscript{1} subunit of ATP synthase\textsuperscript{170} and bacterial flagella,\textsuperscript{171} Kelly and coworkers proposed and synthesized the first chemically-driven rotor.\textsuperscript{168,172} In this system, a series of chemical modifications provided the driving force for one 120° rotation of the three-bladed rotor (Figure 3.8). Unfortunately, the high reaction barriers (~100 kJ/mol) and the need for a different chemical environment for each step resulted in very slow rotation, and repeated rotation beyond the initial 120° was not possible. Improvements to this initial design\textsuperscript{172} along with alternative models\textsuperscript{173–175} have been proposed, but all suffer from similar drawbacks of long reaction times or reliance on the chemical environment.

\textbf{Figure 3.8} The first synthetic chemically-driven rotor.\textsuperscript{168} This system relies on a series of chemical modifications to the amine group to promote rotation of the three bladed propellor 120° in the clockwise direction. Reprinted by permission from Springer Nature: Nature, Unidirectional rotary motion in a molecular system, T. Ross Kelly, Harshani De Silva and Richard A. Silva. © 1999
Photo-driven rotors, on the other hand, promise a much faster rotation than chemically-driven rotors. Feringa and coworkers proposed the first photo-driven rotor in 1999\textsuperscript{169} (Figure 3.9). This rotor consists of two bulky aromatic groups connected by a carbon-carbon double bond. Crucially, this structure also possesses axial chirality as well as two stereogenic centers. Irradiation of the rotor with UV light allows for isomerization around the central bond, and the fast relaxation of the methyl groups from the sterically-hindered equatorial position into the more favourable axial position prevents rotation in the reverse direction. This initial model has since been significantly improved upon, and more complex rotors have been designed that follow the same basic cycle.\textsuperscript{176,177} However, repeated exposure to high energy UV light can lead to photodegradation, and the long term stability of these rotors has not been studied.\textsuperscript{157}

Figure 3.9  The first photo-driven rotor.\textsuperscript{169} Irradiation results in isomerization around the central double bond, and steric interactions promote rotation in a single direction. Reprinted by permission from Springer Nature: Nature, Light-driven monodirectional molecular rotor, Nagatoshi Koumura, Robert W. J. Zijlstra, Richard A. van Delden, Nobuyuki Harada & Ben L. Feringa. © 1999
Through its ability to continuously tune molecular conformations, pressure seems to offer an alternative mechanism of sustaining perpetual unidirectional motion in a molecular rotor system. Pressure has the possible advantage of providing a faster rotation than the chemically-driven systems, as the pressure effect on the reaction profiles is almost instantaneous and a change in chemical environment is not necessary. In addition, since pressure is sensitive only to the change in volume of the system, the use of pressure may allow for the design of rotors possessing a wider variety of molecular structures and functional groups, as the requirement of specific chemical interactions or photosensitivity is removed.

3.3.1. Mathematical model of pressure-controlled rotor

To demonstrate the feasibility of a pressure-controlled molecular rotor, we first considered a hypothetical prototype system. The ability of pressure to control molecular rotors is based on eq. 3.2, and thus the shapes of the $\Delta G_o(\phi)$ and $\Delta V_o(\phi)$ profiles will determine the behaviour of the rotor. As pressure increases, the $(P - P_o)\Delta V_o(\phi)$ term will eventually dominate over $\Delta G_o(\phi)$ and ultimately the minimum of $\Delta G(\phi; P)$ will correspond to the minimum of volume. Alternatively, if high negative pressure is applied instead of positive pressure, the maximum of volume will be preferred as the negative $(P - P_o)\Delta V_o(\phi)$ term overtakes the $\Delta G_o(\phi)$ term. Therefore, based on the arrangement of extrema in $\Delta G_o(\phi)$ and $\Delta V_o(\phi)$, a properly designed pressure pulse should be able to bias the movement of a $\Delta G(\phi; P)$ minimum in a single direction.

![Figure 3.10](image-url)  
A schematic of a hypothetical pressure-driven molecular rotor with energy and volume profiles shown in Figure 3.11. The mobile part (red) rotates within the stationary strap (blue) by a properly designed pressure pulse (see text).
One possible design for a unidirectional rotor is shown in Figure 3.10, with $\Delta V_o(\phi)$ and $\Delta G_o(\phi)$ profiles in Figure 3.11. The rotor consists of a mobile part (red) which rotates inside of a stationary strap (blue). The angle $\phi$ between the mobile and stationary parts of the rotor serves as a reaction coordinate for the process. The system is designed so that it is the most compact when it is flat, thus giving $\Delta V_o(\phi)$ minima near $\phi$ of $0^\circ$ (A), $180^\circ$ (E), and $360^\circ$ (I). Due to steric repulsion between the static and moving parts of the rotor, the $\Delta G_o(\phi)$ function has maxima near those points. Its additional maxima at $90^\circ$ (C), and $270^\circ$ (G) are due to disruption of a different type of interaction favoring planar conformations, for example, $\pi$-electron conjugation or specific chemical interactions of properly positioned functional groups. As a result, the minimum energy conformations (B, D, F, H) are twisted, as in the case of the bithiophene models above.

![Diagram of molecular rotor system](image)

**Figure 3.11** A hypothetical molecular rotor system described by a four-fold ambient Gibbs energy profile $\Delta G_o(\phi)$ (blue) and a two-fold volume profile $\Delta V_o(\phi)$ (red). For convenience, both $\Delta G_o(\phi)$ and $\Delta V_o(\phi)$ are dimensionless. Labels A to I serve to relate conformations of the rotor to the respective maxima and minima of $\Delta G_o(\phi)$. 
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Figure 3.12  The periodic two stage pressure pulse sequence. The first part of the pulse (dashed line) is in the negative direction, followed by a positive pressure pulse (dotted line).

A periodic pressure pulse sequence designed to propel this molecular rotor system in the clockwise direction is shown in Figure 3.12. This pulse sequence can be separated into two stages: a negative downward pressure pulse followed by restoration back to ambient conditions, and a positive upward pressure pulse followed by restoration of ambient pressure.

The general schematic explaining the mechanism of the propelling effect is presented in Figure 3.13, where the red circles label the current configuration of the system at a given time. Initially, the system is assumed to be in its leftmost minimum B, separated from the next minimum D by maximum C at $\phi = 90^\circ$. With application of negative part of the pressure pulse, the increasingly negative $(P - P_0)\Delta V_0(\phi)$ term in eq. 3.2 biases $\Delta G(\phi; P)$ towards the D state, eventually eliminating barrier C and leaving D the only minimum between $0^\circ$ and $180^\circ$ (Figure 3.13a). The system is now in minimum D and the remaining part of the negative pressure pulse restores the ambient pressure without any further significant conformational changes (Figure 3.13b). The subsequent positive pressure pulse pushes the system to minimum F by destabilizing minimum D to push it over barrier E. (Figure 3.13c). As with the negative part of the pressure pulse, the restoration of ambient pressure does not result in significant conformational changes and the system remains in minimum F (Figure 3.13d). After this two-pulse pressure cycle, the system has been shifted continuously and in a clockwise manner from minimum B to its periodically related minimum F. Further two pulses of the pressure cycle will rotate the system a full $360^\circ$. 
Figure 3.13 Progression of the pressure-dependent Gibbs energy profiles $\Delta G(\phi; P)$ for the hypothetical molecular rotor utilising the two stage pressure pulse of Figure 3.12. The red circles trace the shift in the position of the system with pressure. The conformational changes of the rotor for each pressure pulse are illustrated near their respective minima.

For this design, the extrema of $\Delta G_o(\phi)$ and $\Delta V_o(\phi)$ were slightly shifted relative to each other. If the extrema of $\Delta G_o(\phi)$ and $\Delta V_o(\phi)$ were exactly matching, application of the pressure pulse would result in either no movement of $\Delta G(\phi; P)$ or a 50% chance of motion in the opposite direction. As illustrated in Figure 3.14(a), if the maximum of $\Delta G_o(\phi)$ was aligned with the minimum of $\Delta V_o(\phi)$, it would result in the high pressure $\Delta G(\phi; P)$ minimum corresponding with the ambient pressure $\Delta G_o(\phi)$ maximum and so upon release of pressure the system has a 50% chance of moving forward and a 50% chance of moving backwards. In the other case where the minimum of $\Delta G_o(\phi)$ is aligned with the minimum of $\Delta V_o(\phi)$, there is no change in the conformation of the system at high pressure as shown in Figure 3.14(b).
Figure 3.14  An exact alignment of extrema in $\Delta V_0(\phi)$ (red) and $\Delta G_0(\phi)$ (blue solid) produces unwanted behaviour in the high pressure $\Delta G(\phi; P)$ (blue dashed). (a) The maximum of $\Delta G_0(\phi)$ aligned with the minimum of $\Delta V_0(\phi)$ results in a 50% chance of reverse rotation. (b) The alignment of the minima of both profiles results in no change in the conformation of the system at high pressure.

In addition, in this model the $\Delta G_0(\phi)$ is a four-fold profile (two maxima and two minima), while $\Delta V_0(\phi)$ is two-fold (one maximum and one minimum), i.e. a 2:1 ratio. To test if there are other ratios that could also result in sustained rotation, we applied the pressure pulse of Figure 3.12 to two other models. The first possessed a 1:1 ratio, and the result is shown in Figure 3.15. Application of pressure to this model resulted in no net rotation of the system, as the high pressure minimum is located before the $\Delta G_0(\phi)$ maximum.

Figure 3.15  A 1:1 ratio between $\Delta G_0(\phi)$ (blue solid) and $\Delta V_0(\phi)$ (red) results in insufficient movement of the high pressure $\Delta G(\phi; P)$ minimum (blue dashed). Therefore, upon release of pressure, the system returns to the previous minimum of $\Delta G_0(\phi)$. 
We also tested a 3:1 ratio (Figure 3.16), which resulted in the system becoming trapped in a loop upon application of the pressure pulse, cycling between the minima at 120° and 180°. In both of these cases, the failure of the model is due to the system encountering an extremum of $\Delta V_o(\phi)$ before passing the maximum of $\Delta G_o(\phi)$. Therefore, we can conclude that for unidirectional pressure-driven motion, the extrema of $\Delta V_o(\phi)$ must be slightly “ahead”, or at a larger value of $\phi$ than the maxima of $\Delta G_o(\phi)$.

![Graph](image)

**Figure 3.16** A 3:1 ratio between $\Delta G_o(\phi)$ (blue solid) and $\Delta V_o(\phi)$ (red) results in the system becoming stuck between 120° and 180°. (a) A negative pressure pulse (dark blue dashed) eliminates the barrier at 150° and causes the system to fall into the 180° minimum, where it remains. (b) The next positive stage of the pressure pulse (light blue dashed) results in the 180° minimum becoming destabilized, and the system falls back into the 120° minimum.

### 3.3.2. Energy and volume profiles of possible molecular candidates

As a next step, we attempted to design a real pressure-controlled unidirectional rotor, with properties based on the model system described above. The rotor 4, shown in Figure 3.17, has a design directly inspired by the hypothetical model and consists of a benzene ring rotating inside of a pericondensed strap. For rotation, the reaction coordinate is considered to be the angle $\phi$ between the benzene ring and the edge of the strap as shown in Figure 3.17(a), while the mutual orientation of the two sides of the strap is fixed by restraining the angle $\tau$ to 0°, as illustrated in Figure 3.17(b).
Figure 3.17 A real molecular rotor 4 designed based on the hypothetical system of section 3.3.1. Torsion angles $\phi$ and $\tau$ are shown in blue and green respectively. Both angles use the two yellow carbons as reference.

The B3LYP/6-31++G(d,p) potential energy profile for rotation in 4 (Figure 3.18a) shows 180° periodicity and barriers at $\phi = 0^\circ$ and $90^\circ$, matching the hypothetical model. Steric interaction between the hydrogens of the benzene ring and those of the strap are the cause of the barrier at $0^\circ$, and the barrier at $90^\circ$ is due to loss of conjugation between the benzene ring and the pericondensed strap. The minima are at the twisted conformations of $\phi = 40^\circ$ and $140^\circ$. Since this system is nonpolar with relatively large energy barriers, the contribution of solvation to $\Delta G_o(\phi)$ was assumed to be negligible.

Figure 3.18 (a) The gas phase potential energy profile $\Delta U_{gas}(\phi)$ of 4, showing 2-fold periodicity as with the hypothetical rotor. (b) Volume profile $\Delta V_o(\phi)$ for 4 obtained using 1000 Lennard-Jones particles as solvent with $\sigma = 0.35$ nm. Error bars are too small to be seen on this scale.

The volume profile for 4 was obtained using the Archimedean displacement model with a simple Lennard-Jones solvent ($\sigma = 0.35$ nm, $\epsilon = 2.0$ kJ/mol, 1000 solvent:1 solute). The profile is shown in Figure 3.18(b), and displays an increase in volume as the ring
becomes orthogonal to the strap, as in the hypothetical model. However, this system also demonstrates a small decrease in volume immediately prior to and after 90°. The cavity images in Figure 3.19 provide an explanation for this decrease in volume – as the ring rotates, the void volume between the ring and the strap becomes large enough for solvent to penetrate, which results in an overall reduction in the volume of the rotor. Due to these dips in volume, application of pressure pulses like one shown in Figure 3.12 will not result in unidirectional motion.

![Cavity images for rotor 4 with a σ = 0.35 nm solvent: Top – flat conformation (ϕ = 0°); bottom – orthogonal conformation (ϕ = 90°); left – front view; right – side view.](image)

To further investigate this unwanted behavior of the volume profile around ϕ = 90°, the σ parameter of the Lennard-Jones potential was varied to imitate smaller- or larger-size solvent. An increase in solvent size to σ = 0.45 nm (Figure 3.20a) exacerbated the void volume effect, producing an even larger decrease in volume around ϕ = 90°. On the other hand, a decrease in solvent size to σ = 0.25 nm (Figure 3.20b) resulted in the desired smoothing of the volume profile toward a single maximum.
Figure 3.20  Volume profiles $\Delta V_\phi(\phi)$ for 4 obtained with (a) $\sigma = 0.45$ nm solvent and (b) with $\sigma = 0.25$ nm solvent. The larger solvent exacerbates the unwanted volume dip near $\phi = 90^\circ$ whereas the smaller solvent smoothes $\Delta V_\phi(\phi)$ towards a single maximum at $\phi = 90^\circ$ (the dashed line, showing the general shape of the “ideal” profile of Figure 3.11).

Examination of the cavity images for $\sigma = 0.25$ nm in Figure 3.21 shows that this may be due to the fact that the solvent particles are now small enough to penetrate between the strap and the benzene ring at all conformations.

Figure 3.21  Cavity images for rotor 4 with a $\sigma = 0.25$ nm solvent: Top – flat conformation ($\varphi = 0^\circ$); bottom – orthogonal conformation ($\varphi = 90^\circ$); left – front view; right – side view.
As the extrema of $\Delta V_o(\phi)$ and $\Delta G_o(\phi)$ are currently aligned, further modification must be made to the rotor prototype in order to shift these profiles relative to each other, as discussed in section 3.3.1. This could be achieved by the addition of chemical interactions between the ring and the strap that would stabilize or destabilize certain conformations, or by a change in size or shape of the rotating ring to shift the extrema of $\Delta V_o(\phi)$. In addition, a $\Delta G_o(\phi)$ energy barrier of 18 kJ/mol with a $\Delta V_o(\phi)$ maximum of 31 cm$^3$/mol would require that $P - P_o = -5.8$ kbar in order to overcome the first barrier. From a practical point of view, this magnitude of negative pressure cannot be produced due to the inevitable formation of vapour bubbles within the liquid solvent. Therefore, the $P - P_o$ requirement must be reduced in order to produce a functioning unidirectional pressure-driven rotor. This could be accomplished by either reducing the $\Delta G_o(\phi)$ energy barrier or by increasing the volume change in $\Delta V_o(\phi)$. While this rotor is a good proof of concept, it is clear that further investigations are necessary to construct a functioning pressure-driven unidirectional rotor.

3.4. Conclusions

The power of pressure to control molecular machines has been demonstrated for the examples of bithiophene molecular wires and for a model unidirectional molecular rotor. The key to this approach is the fact that applied pressure modifies the Gibbs energy profile to favour the lowest volume conformation at high pressures, or the highest volume conformation at negative pressures. With this in mind, systems can be designed with useful properties that can be tuned with pressure.

The application of high pressures to the three bithiophene models resulted in a change in all models from a twisted conformation to a planar conformation, which in turn resulted in an increase in the $\pi$-electron conjugation, as evidenced by the decrease in the HOMO-LUMO gaps. Even though the three systems tested are small models, they show that pressure control of electronic properties is possible, and a larger system could be designed which would change their conductivity, colour or fluorescence with the application of pressure.

The idea of pressure-controlled conformation was taken one step further, and a sequence of positive and negative pressure pulses was designed to continuously propel a properly constructed molecular system through a series of conformational changes.
adding up to a continuous unidirectional rotation. A model rotor was proposed and tested, and further work must be undertaken to introduce a proper shift between extrema of the profiles.
Chapter 4.

Theoretical volume profiles as tools for probing transition states and transition state ensembles§

4.1. The concept

Transition states (TSs) play a central role in theories of rate processes as gatekeeper species, controlling the saddle point passages between the reactant and product domains. For elementary unimolecular processes, TS theory relates the rate constant $k$ to the activation Gibbs energy $\Delta G^\ddagger$ by the Eyring equation (eq. 4.1), where $T$ is the temperature and $k_B$, $h$, and $R$ are the Boltzmann, Planck, and gas constants, respectively.

$$
    k = \frac{k_B T}{h} e^{-\frac{\Delta G^\ddagger}{RT}}
$$

(eq. 4.1)

For conformationally flexible and other non-rigid systems, where reactive transformations can be achieved through a variety of parallel pathways, eq. 4.1 remains valid if the overall rate constant $k$ is taken to be the sum of partial rate constants $k_i$, enumerated over all possible reaction pathways. The $\Delta G^\ddagger$ value must therefore be re-interpreted as a weighted average of Gibbs activation energies $\Delta G_i^\ddagger$ of individual TSs constituting a TS ensemble (TSE). Although identification of an isolated TS is a routine task easily accomplished by standard QM methods, enumeration of all important TSs constituting a TSE for a non-rigid system is a far less trivial problem requiring a substantial computational effort and quickly becoming a daunting problem even for relatively small systems.

§ The work presented in this chapter is adapted from two publications: Wiebe, H.; Weinberg, N. J. Chem. Phys. 2014, 140 (12), 124105, wherein the volume profile method is formulated and applied to the model chain system of section 4.2, and Wiebe, H.; Louwerse, M.; Weinberg, N. J. Chem. Phys. 2017, 146 (10), 104107, wherein the method is applied to the paracyclophane system of section 4.3. All calculations and analysis are contributed by H. Wiebe, except for the volume and Gibbs energy profiles of section 4.3 which were obtained by undergraduate student M. Louwerse under the supervision of H. Wiebe.
Volume provides us with an alternative way to identify the TS, as the activation volume $\Delta V^\dagger$ is an indirect measurement of the volume of the TS. As discussed in section 1.2.3, the Archimedean displacement model allows us to calculate the volume of any transient structure and thus a full volume profile, $\Delta V(x)$, which completely describes how the volume of a reaction system varies along reaction coordinate $x$ (eq. 4.2).

$$\Delta V(x) = V(x) - V_R$$  \hspace{2cm} (4.2)

If the $\Delta V^\dagger$ has been experimentally determined for a reaction system with an unknown TS, then the position $x^\dagger$ of the TS along the reaction coordinate can be determined by locating $\Delta V^\dagger$ on the theoretically calculated profile using eq. 4.3. This concept is illustrated in Figure 4.1 for a hypothetical volume profile.

$$\Delta V(x^\dagger) = \Delta V^\dagger$$  \hspace{2cm} (4.3)

![Figure 4.1](image.png)

**Figure 4.1**  An illustration of the use of eq. 4.3. Combination of the experimentally determined $\Delta V^\dagger$ and the MD-calculated $\Delta V(x)$ yields the location of the unknown TS.

This approach promises an exceptional computational efficiency, as it only requires simulation of individual structures, not full reactive dynamics, and thus the timescale of the reaction is unimportant. As a proof of concept, the volume profile method is used here to identify the TSE for unfolding of a model flexible chain\textsuperscript{201} and for internal rotation of benzene ring in 1,12-dimethoxy-[12]-paracyclophane.\textsuperscript{202}
4.2. Model flexible chain as a prototype for protein folding

4.2.1. System

As an initial test of the volume profile method, we required a system with well controlled kinetic parameters, an easily defined reaction coordinate, and a predictable TSE. As such, we chose to use a model system consisting of a 30-unit chain with strongly interacting terminal atoms. Similar systems have previously been used to model conformational dynamics in proteins and other polymers.203–207 Since the terminal atoms were chosen to be the only atoms to display a strong through-space interaction, the choice of reaction coordinate for the folding process was straightforward and it could clearly be identified as the distance $r$ between the terminal atoms (Figure 4.2).

Figure 4.2. 30 unit model chain. The distance, $r$, between terminal atoms serves as the reaction coordinate for the unfolding process.

The interaction between terminal atoms was described by a Morse potential with $D = 10 \text{ kJ mol}^{-1}$, $\beta = 20 \text{ nm}^{-1}$, $r_o = 0.440 \text{ nm}$, modified to reach zero at a finite separation $r = \rho < 0.9 \text{ nm}$ between termini (eq. 4.4). Parameters $\rho = 0.800 \text{ nm}$ and $k = 10.94 \text{ kJ mol}^{-1} \text{ nm}^{-2}$ were fitted to provide a smooth transition at the junction point of 0.7 nm.

$U(r) = \begin{cases} 
D[1 - \exp(-\beta(r - r_o))]^2 - D & \text{for } r < 0.7 \\
-k(r - \rho)^2 & \text{for } 0.7 \leq r \leq \rho \\
0 & \text{for } r > \rho 
\end{cases}$

(4.4)
For all other interactions within the model chain, the bonded and non-bonded force field parameters were taken from the literature, wherein these parameters were successfully used to model the kinetics of conformational changes in \( n \)-butane.\(^{208}\) The solvent was a Lennard-Jones liquid consisting of 1500 neutral monatomic particles with \( \sigma = 0.35 \) nm and \( \varepsilon = 2.0 \) kJ mol\(^{-1}\). Unless otherwise stated, all simulations were run at 300 K and 1 kbar pressure required for the solvent to remain liquid.

4.2.2. Gibbs energy profile and expected TSE

Since this system is simple, it is feasible to directly obtain the exact location \( r^\ddagger \) of the TSE along the unfolding reaction coordinate \( r \) as the position of the maximum on the Gibbs energy profile, \( \Delta G(r) \). This profile was calculated using eq. 4.5 from the probability distribution function, \( P(r) \), accumulated over a sufficiently long MD trajectory. These computationally expensive calculations were performed solely to provide a benchmark against which to test our volume approach and are therefore not a required step in the process.

\[
\Delta G(r) = -RT \ln(P(r))
\]  
(4.5)

Figure 4.3  (a) The averaged Gibbs energy profile for unfolding of the model chain (black), fitted with a cubic parabola (grey) to obtain the maximum. (b) The quality of the profile is assessed by the level of convergence between data from three MD trajectories with the initial \( r \) values of 0.44 nm (blue), 0.9 nm (red) and 1.5 nm (green).
To ensure that $\Delta G(r)$ was free of memory effects from the starting configurations, calculations were performed with three different initial values of $r$ until the distribution functions obtained from these three trajectories converged. This required 3 $\mu$s of simulation time for each trajectory and gave the Gibbs energy profiles shown in Figure 4.3. The final profile, obtained by averaging the three converged trajectories, had two stable minima (the folded state at $r = 0.44$ nm and the unfolded state at $r \approx 2.5$ nm). To remove the residual noise, the top of the barrier was approximated by a cubic parabola, locating the TSE at $r^\dagger = 0.638$ nm.

### 4.2.3. MD high pressure kinetics

The experimental activation volume $\Delta V^\dagger$ is an essential component of this method. However, due to the artificial nature of our model system, an experimental value is unavailable. Therefore, we used MD simulations to mimic the kinetic experiment and obtained the pressure-dependent rate constants $k(P)$ necessary for determination of $\Delta V^\dagger$.

In these simulations, the model chain was equilibrated with the solvent for 100 ps at a given pressure $P$, while confined to the folded state with a harmonic restraint. The restraint was then removed and the system was allowed to evolve in time for 1.0 ns. The reaction events were identified as the instance of the first exit from the reactant well. The simulation was repeated 3600-4200 times (depending on $P$) in order to obtain good statistics. Plotting the natural logarithm of the number of unreacted trajectories $N$ vs. time yields a first order survival probability curve, a typical example of which is shown in Figure 4.4. The pressure-dependent rate constant $k(P)$ was obtained as the negative slope of this plot.

The process was repeated at different pressures to produce a series of pressure-dependent rate constants, $k(P)$. Due to the slightly curved nature of this plot, the data were approximated using both linear and quadratic regression, with fits shown in Figure 4.5. The activation volumes were found by differentiation of the fitted equations, which gave $3.83$ cm$^3$/mol for linear and $4.06$ cm$^3$/mol for quadratic fit.
Figure 4.4  A sample survival probability plot, $\ln N$, for $x^\ddagger = 0.638$ nm and $P = 1$ kbar.

Figure 4.5  Fit to MD simulated high pressure kinetic data with linear (red) and quadratic (green) regression functions.
4.2.4. Volume profile and predicted TSE

The volume profile $\Delta V(r)$ for the model chain was obtained from a series of conformational ensembles along the unfolding coordinate $r$. These ensembles were chosen to have $r$ values ranging from 0.5 nm to 2.4 nm with an increment of 0.1 nm. The inclusion of the reactant ensemble at $r = 0.44$ nm yielded a total of 21 points. To maintain constant $r$ for a given ensemble, we used a steep harmonic constraint imposed on the distance between terminal atoms. All remaining degrees of freedom of the chain were unconstrained, allowing for conformational flexibility. The volume of each ensemble was calculated using the Archimedean displacement model with 50 parallel seeds, and sufficiently long MD trajectories were generated to ensure convergence of the average volume. The resulting volume profile is displayed in Figure 4.6 and shows that the volume of the system increases along the unfolding coordinate.

![Figure 4.6](image)

**Figure 4.6** Volume profile for the unfolding of the model chain system. The region of interest (between 0.44 nm and 1.20 nm) was fitted with both a linear (red) and quadratic (green) regression function.

The specific shape of a volume profile depends on the nature of the process as well as on strength and type of the solute-solvent interactions. For nonpolar reactions in nonpolar solvents, the volume of a reaction system correlates with its linear dimension,\textsuperscript{118} as was the case for the methyl-methane system of Chapter 2. As a result, the typical values of activation volumes for bimolecular reactions, such as Diels-Alder or hydrogen transfer, are negative, whereas the activation volumes for homolytic bond cleavage
processes are positive\textsuperscript{1,3,11–13,210,211}. These simple trends can be reversed by strong solvation effects, as in heterolytic bond cleavage, where the observed activation and reaction volumes are negative\textsuperscript{1,3,11–13,210,211}. In the more complex cases of conformational changes in large flexible systems, such as protein unfolding, the activation and reaction volumes are negative\textsuperscript{40,41,43,44,46–51,212,213} primarily due to opening of the solvent-excluded void volume and, to a lesser degree, due to solvent restructuring\textsuperscript{34,35,37}. Neither of these effects is present in this relatively short nonpolar model chain immersed in a nonpolar model solvent. As a result, the volume changes associated with the unfolding of our model chain are primarily due to the geometric and entropic factors. The entropy profile for our system can be approximated by eq. 4.6, utilizing the bond potential $U(r)$ (eq. 4.4), the calculated volume profile $\Delta V(r)$ and Gibbs energy profile $\Delta G(r)$.

\begin{equation}
T \Delta S(r) \approx U(r) + P \Delta V(r) - \Delta G(r) \tag{4.6}
\end{equation}

A strong correlation between the calculated $\Delta V(r)$ and $T \Delta S(r)$ shown in Figure 4.7 supports the hypothesis that the volume change of unfolding is mostly due to entropic effects.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4_7}
\caption{Correlation between volume profile $\Delta V(r)$ (blue) and the entropy profile $T \Delta S(r)$ (green) for the unfolding of the model chain. The inset shows a direct linear correlation between the two.}
\end{figure}
To locate the “experimental” activation volume $\Delta V^\dagger$ on the theoretical volume profile of Figure 4.6, we used linear and quadratic approximation to its segment between 0.44 and 1.2 nm. The values of the TSE parameter $r^\dagger$ thus obtained are listed in Table 4.1 and agree well with the benchmark $r^\dagger = 0.638$ nm obtained from the Gibbs energy profile of Figure 4.3. The results are generally better when the same level of approximation (linear or quadratic) is used to describe the volume profile $\Delta V(r)$ and to obtain activation volumes $\Delta V^\dagger$ from the pressure dependences of rate constants $k(P)$, likely due to cancellation of matching errors. In the best case scenario, the error in recovery of $r^\dagger$ was as small as 2 pm, which is good even by the high standards of ab initio TS calculations for small systems.$^{214,215}$

<table>
<thead>
<tr>
<th>Table 4.1</th>
<th>TSE positions $r^\dagger$ (in nm) for the unfolding of the model chain with different fitting methods. Deviations from the TSE predicted by the Gibbs energy profile are listed in parentheses.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear $\Delta V(r)$</td>
<td>Linear $k(P)$</td>
</tr>
<tr>
<td>Linear</td>
<td>0.633 (-0.005)</td>
</tr>
<tr>
<td>Quadratic $\Delta V(r)$</td>
<td>0.625 (-0.013)</td>
</tr>
</tbody>
</table>

4.3. Conformational changes in paracyclophane

4.3.1. System

After a successful proof of concept in a test with a model system with a simulated $\Delta V^\dagger$, we proceed here to apply this method to a real system with an experimentally-determined $\Delta V^\dagger$. The chosen system is 1,12-dimethoxy-[12]-paracyclophane 1 (Figure 4.8). This molecule consists of a benzene ring, connected at the para positions to a flexible 12-unit methylene tether. The benzene ring can rotate within the molecule along its C2 axis, and the high pressure kinetics of this internal rotation has been studied by Yamada and coworkers.$^{216,217}$
Figure 4.8 The structure of 1,12-dimethoxy-[12]-paracyclophane.

A natural choice for a coordinate to describe the rotation of the benzene ring is the torsion angle \( \phi \), shown in Figure 4.9(a), which describes the mutual orientation of the ring and one of the terminal segments of the tether. In addition to the movement of the ring itself, the two terminal segments may move relative to each other to accommodate the rotating ring, which is described by a second torsion angle \( \tau \), shown in Figure 4.9(b) with a Newman projection of \( \phi \) and \( \tau \) in Figure 4.10.

Figure 4.9 The torsion angles that control the rotation of the benzene ring: (a) \( \phi \), in blue, and (b) \( \tau \), in green. Both angles are defined relative to one terminal segment of the tether, shown in yellow.
Figure 4.10  A Newman projection showing the relationship between $\phi$ and $\tau$. Benzene ring is represented as the bold line.

A scan of the potential energy surface in $\phi$ and $\tau$ coordinates at the semi-empirical AM1 level (Figure 4.11) shows that the reaction path is mainly controlled by $\phi$, with the $\tau$ contributions being negligible. In fact, the value of $\tau = 3^\circ$ at the TS is quite close to the value of $\tau = 6.5^\circ$ at the minima. Therefore, we decided to restrain the value of $\tau$ to its energy minimized value of $6.5^\circ$ and use $\phi$ as the sole contributor to the reaction coordinate. This reaction path, shown as the white dotted line in Figure 4.11, is a reasonable approximation to the minimum energy path.

Figure 4.11  Gas phase AM1 potential energy surface of 1 in $\phi$ and $\tau$ coordinates. The chosen constant $\tau$ reaction path (dotted line) has its highest point (white diamond) at $\phi = 34.5^\circ$ and $\tau = 6.5^\circ$, which is a reasonable approximation of the true TS (white star) at $\phi = 30^\circ$ and $\tau = 3^\circ$.

A gas phase B3LYP/6-31++G(d,p) potential energy profile along the chosen reaction path (Figure 4.12) shows a reaction barrier of roughly 80 kJ/mol, with minima at $-69^\circ$ and $111^\circ$ matching those of the lower level AM1 surface.
The slight deviations from perfect 180° periodicity can be understood as being the effect of the flexible methylene tether. As the ring rotates, it begins to interfere with the tether, causing a change in the conformation of the latter. As proof of this, we recalculated the potential energy profile for para-di(1'-methoxyhexyl)benzene 2 (Figure 4.13), where the tether has been severed into two independent 1'-methoxyhexyl chains.

As shown in Figure 4.14, the removal of the tether has the effect of both significantly reducing the reaction barrier to 25 kJ/mol and restoring perfect periodicity. This interference from the tether is consistent with the experimental observation that reduction in the size of the tether by a single CH₂ unit results in a reduction of the rate by a factor of 10-1000.\textsuperscript{217}
Figure 4.14 The gas phase B3LYP/6-31++G(d,p) potential energy profile for rotation in 2. The severing of the tether into two independent chains has restored the perfect periodicity of the profile.

Figure 4.15 The MD-calculated potential energy profile (red) agrees well with the QM-calculated profile of Figure 4.12 (black).

To capture the effects of the dynamics of the flexible methylene tether on the potential energy profile, we calculated an MD potential energy profile in 1,1,2,2-tetrachloroethane-\textit{d}2 solvent (the same solvent as was used in the experimental work\textsuperscript{217}). The resulting profile, shown in Figure 4.15, has minima, maxima and barrier heights that
match closely with the QM profile of Figure 4.12. The periodicity is much more imperfect in the MD profile, due to the dynamics of the flexible tether, illustrated in Figure 4.16 by overlays of the instantaneous conformations of paracyclophe 1 sampled along the MD trajectories generated for constant $\tau = 6.5^\circ$ and $\phi = -150^\circ$ and $30^\circ$, two periodically separated maxima, and $\phi = -70^\circ$, a minimum. These conformational ensembles display different behavior of the methylene tether in response to the position of the benzene ring. As expected, the pattern is repeated with a period of $180^\circ$.

**Figure 4.16** The effect of the position of the ring on the conformational ensemble of the tether illustrated here for $\phi = -150^\circ$ (red), $-70^\circ$ (green) and $30^\circ$ (red). The front (left) and side (right) views were generated as overlays of instantaneous conformations of 1 sampled along MD trajectories generated for constant $\tau = 6.5^\circ$. 
4.3.2. Experimental high pressure kinetic data

The high pressure kinetics of internal rotation in 1 was studied by Yamada and coworkers at 406.5 K in 1,1,2,2-tetrachloroethane-d2 solvent. Their data, in Figure 4.17, shows a non-linear dependence of ln $k$ on pressure, which is quite typical of experimental high pressure kinetic data. The authors assessed a series of average activation volumes $\Delta V_{\text{ave}}$ over 1 kbar ranges and obtained a value of $\Delta V^\ddagger = -11$ cm$^3$/mol for the 0-1 kbar range. However, this value is not appropriate for our purposes, as it more adequately describes the value of $\Delta V^\ddagger$ closer to the midpoint of 0.5 kbar, rather than the desired $\Delta V^\ddagger$ at zero pressure.

![Image of experimental high pressure kinetic data](image)

**Figure 4.17** Experimental high pressure kinetic data (black data points) from ref. 217, fitted with eq. 4.7.

To obtain the value of $\Delta V^\ddagger$, it is a common practice to fit the kinetic data with one of many proposed empirical correlation functions. This allows for ln $k(P)$ to be extrapolated to $P = 0$ bar and the derivative can then be calculated analytically. We chose to use the El’yanov-Gonikberg correlation function (eq. 4.7) with adjustable parameters $a = 1.128$ and $b = 0.285$ kbar$^{-1}$ optimized to fit the experimental data. This equation provides a good fit to the experimental data as shown in Figure 4.17, and differentiation at $P = 0$ bar results in a $\Delta V^\ddagger$ value of -12.8 cm$^3$/mol.
\[ \ln k = \ln k_0 - \frac{\Delta V^{\dagger}}{RT} \left[ (1 + a)P - \left( \frac{a}{b} \right) (1 + bP) \ln(1 + bP) \right] \quad (4.7) \]

The relationship between our \( \Delta V^{\dagger} \) and the \( \Delta V_{\text{ave}}^{\dagger} \) calculated by the authors can be understood by differentiation of eq. 4.7 with respect to pressure, which yields an expression for \( \Delta V^{\dagger} \) as a function of pressure (eq. 4.8).

\[ \Delta V^{\dagger}(P) = \Delta V_0^{\dagger} [1 - a \ln(1 + bP)] \quad (4.8) \]

As can be seen from Figure 4.18, there is a close agreement between eq. 4.8 and the literature \( \Delta V_{\text{ave}}^{\dagger} \). This indicates that our assessment of \( \Delta V^{\dagger} \) is consistent with the experimental data.

![Figure 4.18](image)

**Figure 4.18** The pressure dependence of \( \Delta V^{\dagger} \) as described by eq. 4.8 (red line). Our calculated zero pressure value \( \Delta V_0^{\dagger} = -12.8 \text{ cm}^3/\text{mol} \) (blue diamond) constitutes a starting point. The experimentally-determined \( \Delta V_{\text{ave}}^{\dagger} \) values (black squares) are consistent with the graph.

### 4.3.3. MD volume profile and predicted TSE

The volume profile \( \Delta V(\phi) \) for 1 was calculated using the Archimedean displacement model. To maintain constant \( \phi \) during the calculation, a harmonic restraint was imposed with force constant 10,000 kJ mol\(^{-1}\) rad\(^{-2}\). A cumulative simulation time of
150 ns over 25 parallel trajectories was required to obtain sufficiently converged average volumes for each point. The resulting volume profile is shown in Figure 4.19, with MD-calculated data points in black and the experimental value of $\Delta V^\ddagger$ shown in red.

![Figure 4.19](https://example.com/image.png)

**Figure 4.19** Volume profile $\Delta V(\phi)$ (black data points) for one 180° rotation of the ring along the $\phi$ reaction coordinate. The experimental $\Delta V^\ddagger$ value is shown in red. Top: solvent cavities corresponding to selected values of $\phi$.

The intersection point is at approximately $\phi = 0^\circ$, but a more detailed $\Delta V(\phi)$ is needed to locate the TSE more accurately. Therefore, more points were added to the volume profile in the transition state region between -11° and +11° (Figure 4.20).
Figure 4.20  Further detail in the TSE region of the volume profile. There are four points, indicated by arrows, at which $\Delta V(\phi)$ (black data points) appears to cross the experimental $\Delta V^\dagger$. The value of $\phi$ at the intersection points was determined using linear interpolation (blue dashed lines).

According to Figure 4.20, there are 4 points at which $\Delta V(\phi)$ crosses $\Delta V^\dagger$. Only one of these points is the true TSE, the one that possesses the highest Gibbs energy. To assist in this determination, single point Gibbs energy estimates were obtained for these points using eq. 4.9 as the sum of the average potential energy $U_{MD}(\phi)$ and the solvation Gibbs energy $\Delta G_{solv}(\phi)$. $\Delta G_{solv}(\phi)$ was calculated using thermodynamic integration. The results of this calculation are summarized in Table 4.2. From these results, we concluded that the TSE is located at $\phi^\dagger \approx 6^\circ$.

$$G(\phi) \cong U_{MD}(\phi) + \Delta G_{solv}(\phi)$$  \hspace{1cm} (4.9)
Table 4.2  Gibbs energies for four TSE candidates calculated using eq. 4.9.

<table>
<thead>
<tr>
<th>$\phi$ (deg)</th>
<th>$G(\phi)$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>222.9</td>
</tr>
<tr>
<td>-5</td>
<td>225.6</td>
</tr>
<tr>
<td>1</td>
<td>228.4</td>
</tr>
<tr>
<td>6</td>
<td>237.9</td>
</tr>
</tbody>
</table>

4.3.4. Validation from Gibbs energy profile

For comparison, we also found the TSE for internal rotation in 1 via the Gibbs energy profile calculated using umbrella sampling along the reaction coordinate $\phi$. These simulations were run in triplicate for 1.0 ns with a 200 ps equilibration period. Sampling windows were placed 10° apart and a force constant of 1000 kJ/mol/rad$^2$ was used. MD simulations were run within each sampling window for 1.0 ns and the value of torsion angle $\phi$ collected. The Weighted Histogram Analysis Method (WHAM)\textsuperscript{221} was used to align the sampling windows and 100 bootstrap samples were used to determine the errors. To ensure good overlap, two additional sampling windows were placed at -171° and 90°. This gave the profile shown in Figure 4.21. The barrier region was fit with a quadratic function and the TS was determined as the maximum at $\phi^\dagger = 10°$.

![Figure 4.21](image)

Figure 4.21  Gibbs energy profile for a single 180° rotation of the benzene ring (left) and its expansion (red rectangle) in the vicinity of the maximum (right). The TSE (the maximum of the profile) is located at $\phi^\dagger = 10°$.

The four degree difference between the values of $\phi^\dagger$ predicted by our method and obtained from the Gibbs energy profile is very reasonable, considering the “soft” nature of this angular coordinate and the fact that a constant $\tau$ approximation was used in defining
the reaction path. Indeed, the experimental $\Delta V^\ddagger$ refers to the true TSE on the Gibbs energy surface, located slightly off the linear reaction path for which the Gibbs energy profile was obtained and, according to Figure 4.11, this may result in a 4-5° difference in $\phi^\ddagger$ values.

4.4. Conclusions

Here, the volume profile method has been shown to accurately locate the position of TSEs along a defined reaction coordinate for both a flexible model chain using simulated high pressure kinetic data, and for internal rotation in 1,12-dimethoxy-[12]-paracyclophane using experimentally-determined high pressure kinetic data. A next step would be the application of this method to larger, more complex systems for which traditional TSE searching methods fail, such as the folding of proteins. In addition to the MD-calculated volume profile $\Delta V(x)$, application of this method to protein folding would also require an experimentally determined activation volume $\Delta V^\ddagger$ and a properly defined reaction coordinate $x$. The experimental $\Delta V^\ddagger$ for protein folding can be obtained relatively easily using established high pressure techniques, and are in fact already available for many proteins. Of course, such profiles can be used for the TSE identification only if the experimental values of activation volumes of protein folding can be reproduced sufficiently well by MD simulations. Our experience with calculations of $\Delta V^\ddagger$ for relatively simple chemical reactions was positive; the calculated values matched experimental activation volumes very closely and the solvent effects were also well reproduced. The remaining component of the proposed protocol – identification of a proper reaction coordinate – presents a significant challenge and will be explored further in the next chapter.
Chapter 5.

Reaction coordinates for systems with multiple reaction pathways

5.1. Introduction

Proteins are large, flexible polymers consisting of several hundred to several thousand atoms. The folding process, by which the protein transitions from a random coil to its characteristic three-dimensional structure, occurs via the breakage and formation of through-space contacts between amino acid residues, such as hydrogen bonds and electrostatic interactions. Due to the high dimensionality of these systems, combined with the relatively low strength of the individual interactions, this transformation occurs through a multiplicity of possible reaction pathways on a highly rugged free energy surface, as illustrated in Figure 5.1.

![Figure 5.1](image1.png)

Figure 5.1  (a) Schematic free energy surface for the folding of a protein, showing an extremely rugged landscape. (b) Transformations between the folded (F) and unfolded (U) domains can occur through a number of different reaction pathways.
Despite this apparent complexity, the experimentally observed kinetics of protein folding is often found to be first order and the process is frequently described by a two-state model: $^{28}$ reactant $\rightarrow$ TS $\rightarrow$ product. For this, the reactant and product are considered as domains in conformational space consisting of many local minima separated by relatively low barriers, allowing fast equilibrium between them. In the same way, the TS is interpreted to be a TS ensemble (TSE), consisting of various possible TS structures controlling the rates of the partial processes along individual reaction pathways. $^{180,181,222-224}$ In this context, a reaction coordinate is a one-dimensional parameter that collectively describes the overall process. Accordingly, the reaction coordinate must satisfy two conditions: it should clearly differentiate between reactant and product domains, and it should also produce a Gibbs energy profile with a kinetically relevant activation barrier at the TSE, where all TS structures are clustered over a narrow range of the coordinate. $^{8,53,225-228}$ Since a reaction coordinate is required for the application of the volume profile method of Chapter 4 to the unfolding of proteins, here we explore the reaction coordinates traditionally used to describe this process, discuss their functional forms and limitations thereof, and propose a novel formulation of the reaction coordinate for systems with multiple minima and multiple reaction pathways.

5.2. Collective variables

5.2.1. Brief overview

Over the past twenty years, many different definitions of reaction coordinates for complex flexible systems have been proposed. One of the earliest and most widely used approaches is that of collective variables, also often referred to as order parameters. A collective variable is a one-dimensional coordinate consisting of a combination of various geometrical parameters of the system, typically through-space distances and torsion angles. These geometrical parameters are readily available in MD simulations, and so collective variables are easy to obtain during protein folding simulations. The choice of collective variable is typically made in an ad hoc manner, as there is no generally accepted method for choosing which variable is the most suitable.

Of the commonly used collective variables, the two with the most transparent definition are the root mean square deviation ($R_{\text{MDS}}$) from a reference structure $^{229-236}$ and radius of gyration ($R_g$). $^{233,237,238}$ The $R_{\text{MDS}}$ coordinate describes the similarity between the
current structure and a reference structure, typically the folded state. It is calculated using eq. 5.1, where \( N \) is the total number of atoms, \( r_i \) is the position vector for the \( i^{th} \) atom, \( r_i^0 \) is the position vector for this atom in the folded state and \( w_i \) are weighting factors, typically proportionate to the masses \( m_i \) of the atoms. The RMSD equals zero in the folded state and acquires a large value in the unfolded state.

\[
RMSD = \sqrt{\frac{\sum_{i=1}^{N} w_i (r_i - r_i^0)^2}{\sum_{i=1}^{N} w_i}} \tag{5.1}
\]

The \( R_g \) coordinate describes the average size of the system, and is calculated according to eq. 5.2 as the mass-weighted RMSD of each atom from the center of mass of the protein, where, \( N \), and \( r_i \) are as in eq. 5.1, \( M \) is the total mass of the protein, \( m_i \) is the mass of the \( i^{th} \) atom, and \( r_{COM} \) is the position vector for the center of mass of the protein. Since proteins become less compact as they unfold, an increase in \( R_g \) indicates the unfolding of a protein.

\[
R_g = \sqrt{\frac{1}{M} \sum_{i=1}^{N} m_i (r_i - r_{COM})^2} \tag{5.2}
\]

While RMSD and \( R_g \) are enumerated over all atoms in the protein, there are other collective coordinates that are more focused on specific structural aspects. One example that is very widely used is the fraction of native contacts \( Q \). For this coordinate, only the important contacts in the protein are considered, such as hydrogen bonds between atoms in different amino acid residues. \( Q \) scales from a value of 0 in the unfolded state, where no contacts are taking place, to a value of 1 in the folded state with all contacts properly formed. Helicity is an example of a collective variable that focuses on the secondary structure of the protein, specifically the amount of \( \alpha \)-helical content in a given system, and is typically calculated as the average of the protein backbone angles \( \psi \) and \( \phi \). Another type of collective variable that is occasionally used is the solvent accessible surface area. The enthalpy and conformational entropy of the protein backbone have also been explored as potential collective variables.
Although collective variables are often useful at a qualitative level as a means to differentiate between folded and unfolded states, they do not necessarily produce kinetically relevant activation barriers.\textsuperscript{251,252} Moreover, the physical picture of the process generated by one coordinate may be quite different from that produced by another. This can be illustrated by an example of the model chain system of Chapter 4. If radius of gyration $R_g$ is used instead of the distance between terminal atoms $r$ as the reaction coordinate for this system, the Gibbs energy profiles look quite different as can be seen in Figure 5.2. Not only is the barrier height significantly reduced when $R_g$ is used, but also the relative stability of the folded and unfolded states is reversed.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5_2.png}
\caption{Gibbs energy profiles for the model chain system of Chapter 4 as a function of (a) $R_g$ and (b) $r$. A change of coordinate results in dramatic changes in both the barrier height and the relative stability of the reactant and product states.}
\end{figure}

This situation can be better understood in terms of a two-dimensional Gibbs energy surface $\Delta G(r, R_g)$ shown in Figure 5.3. This surface displays two stable domains that can be identified as the folded and unfolded states of the chain, separated by a bottleneck region where the TSE (black circle) is located. It can be seen that $r$ is a good reaction coordinate since it practically coincides with the negative curvature mode of the saddle point at the TSE, and the hypersurface orthogonal to $r$ (vertical dashed line) properly separates the folded and unfolded domains. The folded minimum and the saddle point (TSE) of $\Delta G(r, R_g)$ are properly projected into the folded minimum and TS of $\Delta G(r)$. On the contrary, there is no separation between folded and unfolded domains by a hypersurface orthogonal to the $R_g$ coordinate (horizontal dashed line).
Figure 5.3  A 2D Gibbs energy surface for the model chain system in $r$ and $R_g$ coordinates. The position of the TSE is denoted by the black circle and hypersurfaces orthogonal to $r$ and $R_g$ are denoted by the dashed lines.

As a result, when $\Delta G(r, R_g)$ is projected into $\Delta G(R_g)$, the folded and unfolded states become mixed together, and both the position of the TS and the barrier height assessed by $\Delta G(R_g)$ appear notably different from those assessed from $\Delta G(r, R_g)$. Therefore, $R_g$ is not suitable for describing the unfolding process in this system. Similar artifacts rooted in a wrong choice of collective variable has also been reported for ion pair dissociation, isomerization in an alanine dipeptide, and for more complex systems such as the folding of a small protein.

5.2.2. Best-Hummer optimization

Several procedures have been proposed to guide the choice of collective variables as reaction coordinates. One such approach, proposed by Best and Hummer, involves the optimization of a collective variable by minimizing the width of the transition region separating the reactant and product domains. In brief, this approach is illustrated in Figure 5.4. The configurational space of a reaction system is divided into three regions – the reactant domain (bottom left, blue), the product domain (top right, green), and the transition path (TP) region (grey). The red circles represent individual TSs which make up the TSE. Conformations of the system are described by structural parameters $q_1$ and $q_2$, which can be important distances, angles, or other geometrical parameters. These parameters can be used as components of different collective variables to describe transformations in the system. Two examples of possible collective variables $x = q_1$ (Figure 5.4a) and $x = 1/2 (q_1 + q_2)$ (Figure 5.4b) are shown by the black arrows, accompanied by a system of orthogonal hypersurfaces of constant $x$. 
Figure 5.4  Schematic of the configurational space of a flexible system with two choices of collective variables: (a) $x = q_1$ and (b) $x = 1/2 (q_1 + q_2)$. See text for details.

Depending on the choice of collective variable, these hypersurfaces sample the $TP$ region differently (solid line segments). Figure 5.5 displays the probability $P(TP|x)$ that a point on a hypersurface lies in the $TP$ region for each collective variable. The horizontal coordinate samples the $TP$ region at all values of $x$, and so the distribution is broad and the TSs (red circles) are spread over a wide range of values of $x$. The diagonal coordinate, on the other hand, samples the $TP$ region more efficiently and produces a narrower distribution with the individual TSs of the TSE clustering closer together, as should be expected from a good reaction coordinate.^[225]

Figure 5.5  Probability that a point on a hypersurface of constant $x$ lies in the transition path region for (a) $x = q_1$ and (b) $x = 1/2 (q_1 + q_2)$ as defined in Figure 5.4. Red circles label positions of the individual TSs of the TSE.
Best and Hummer proposed that the reaction coordinate for a given system is defined as the collective variable that produces the narrowest $P(TP|x)$ distribution and that these distributions could be calculated using sufficiently long equilibrium trajectories, which visit reactant $R$ and product $P$ domains multiple times. A schematic depicting one such sampling trajectory is shown in Figure 5.6. The green lines represent the segments of the trajectory that proceed from one state to the other without returning, known as transition paths. The red segments represent non-reactive parts of the trajectory, where the system returns to the state from which it departed. Although the overall density of trajectory segments is higher in the vicinity of the reactant and product domains, the relative density of transition paths is higher in the middle. Therefore, the probability $P(TP|x)$ is low near the reactant and product domains, and reaches a peak in the middle of the $TP$ region.

![Figure 5.6](image)

**Figure 5.6** Long equilibrium trajectory that visits reactant ($R$) and product ($P$) domains multiple times. The transition path segments of this trajectory are shown in green, and non-reactive segments are shown in red. The $P(TP|x)$ distribution (bottom) reaches its highest value in the middle of the $TP$ region.

From these trajectories, the $P(TP|x)$ distribution for a given collective variable $x$, can be calculated from the Bayesian relationship of eq. 5.3,\textsuperscript{24}
\[ P(TP|x) = \frac{P(x|TP)P(TP)}{P(x)} \]  

(5.3)

where \( P(x) \) is the equilibrium distribution of \( x \) calculated on the entire trajectory, \( P(TP) \) is the probability that a point of the trajectory is on one of its transition path segments, and \( P(x|TP) \) is the distribution of \( x \) calculated only for transition path segments. In the original work\textsuperscript{225}, the collective variable \( x \) was chosen to be a weighted average of structural parameters and a Monte Carlo procedure was used to obtain the weights that gave the optimal \( P(TP|x) \) distribution. However, neither of these specific circumstances is central to the approach, which has been used with success for some biological systems\textsuperscript{260–262}.

### 5.3. Comparative analysis of reaction coordinates for transformations in a four-state system

#### 5.3.1. Chemical prototypes

To test different collective variables and to explore how the Best-Hummer process allows for their optimization, we chose to study their application to simple two-dimensional models with multiple-minima potential energy surfaces (PESs). An example of a chemical system with a four-minima PES is terephthalic acid and its derivatives undergoing conformational transformations through rotation of the carboxylic acid groups, as shown in Figure 5.7 for 2,5-dihydroxyterephthalic acid.

![Figure 5.7](image_url)  

**Figure 5.7** Two possible reaction pathways for the rotation of the carboxylic acid groups in 2,5-dihydroxyterephthalic acid resulting in restructuring of the two intramolecular hydrogen bonds (red dashed lines).
Gas phase PESs for terephthalic and 2,5-dihydroxyterephthalic acid as functions of the two torsion angles $\phi_1$ and $\phi_2$ obtained using QM calculations at the B3LYP/6-31++G(d,p) level are shown in Figure 5.8. The surfaces possess four stable states matching those shown in Figure 5.7, with the reactant $R$ in the bottom left and the product $P$ in the top right. The other two states are intermediates, labelled $I_1$ and $I_2$, and four TSs are located between the adjacent minima. Reactions on this surface can proceed through two reaction paths, indicated by the arrows.

![Diagram](image)

**Figure 5.8** Four-state B3LYP/6-31++G(d,p) PESs for terephthalic acid (top) and 2,5-dihydroxyterephthalic acid (bottom) showing two possible reaction pathways. Torsion angles $\phi_1$ and $\phi_2$ are as defined on the left.

Other suitable cases can be found among various examples of chemical systems with two essential torsional degrees of freedom, such as substituted and unsubstituted isophthalic acid, terphenyls and their derivatives.
5.3.2. Model system

The simplest model system possessing a similar PES is a linear triatomic, with two bonds $r_1$ and $r_2$, each of which is described by a double well potential (Figure 5.9). For computational convenience, we selected this model to study the suitability of various collective variables as reaction coordinates describing transformations in a four-state system. The double-well potential was constructed from three parabolic segments, smoothly connected to create a barrier of 10 kJ/mol at $r = 0.40$ nm between two stable minima — a “short” state at $r = 0.35$ nm and a “long” state at $r = 0.45$ nm. The non-bonded parameters were the same as those used for the model chain of Chapter 4, and the angle was kept at 180° using a harmonic potential with force constant of 500.0 kJ mol$^{-1}$ rad$^{-2}$. Simulations were performed with the model triatomic in 350 molecules of a monoatomic Lennard-Jones solvent ($\varepsilon = 2$ kJ/mol, $\sigma = 0.35$ nm) at $T = 300$ K and $P = 1$ kbar required to keep the solvent liquid.

![Diagram of model linear triatomic system](image)

**Figure 5.9** Top: Model linear triatomic system with two bonds labelled $r_1$ and $r_2$. Bottom left: The double well 1D potential used to describe interactions between neighboring ("bonded") atoms in this system. Bottom right: the four-state 2D PES for the triatomic obtained as a combination of the 1D potentials.

The Gibbs energy surface (GES) $\Delta G(r_1, r_2)$ of this system in $r_1$ and $r_2$ coordinates was calculated according to eq. 5.4 from a probability distribution function $P(r_1, r_2)$ accumulated over equilibrated MD trajectories with a total length of 8.9 $\mu$s.
\[ \Delta G(r_1, r_2) = -RT \ln(P(r_1, r_2)) \] (5.4)

The resultant \( \Delta G(r_1, r_2) \), displayed in Figure 5.10, shows a total of four stable states matching those of the PES of Figure 5.9: state \( A \) with \( r_1, r_2 < 0.4 \) nm, state \( D \) with \( r_1, r_2 > 0.4 \) nm, state \( B \) with \( r_1 > 0.4 \) nm, \( r_2 < 0.4 \) nm and state \( C \) with \( r_1 < 0.4 \) nm, \( r_2 > 0.4 \) nm. The “flattening” of the GES that occurs in the regions far from the minima is due to insufficient sampling of these high energy states during the MD simulation.

Figure 5.10 MD-generated Gibbs energy surface \( \Delta G(r_1, r_2) \) for the triatomic system, labelled with the location of states \( A, B, C \) and \( D \).

5.3.3. 2D Kinetics

By analogy with Figure 5.8, the \( A \) state was considered to be the reactant, and the \( D \) state was considered to be the product. Kinetics of the depletion of the \( A \) state and of the accumulation of the \( D \) state was obtained using the COPASI software\(^{263} \) for 2D networks shown in Figure 5.11.
Figure 5.11  Kinetic schemes for the depletion of the $A$ state (left) and for the accumulation of the $D$ state (right).

The necessary partial rate constants were calculated from the relevant Gibbs energy barriers $\Delta G^\ddagger$ assessed on the GES using the Eyring equation (eq. 5.5), where $k_B$, $h$ and $R$ are the Boltzmann, Planck and gas constants, respectively.

$$k = \frac{k_B T}{h} \exp \left(\frac{-\Delta G^\ddagger}{RT}\right)$$  \hspace{1cm} (5.5)

For comparison, the kinetics was also assessed using MD simulations.\textsuperscript{209} To obtain the necessary kinetic data, 885 1.0 ns segments of trajectories initiated from within the $A$ state were followed and the amount of time required for the system to exit the $A$ state and to enter the $D$ state was recorded thus generating the MD kinetic curves. Comparison between these curves and the kinetic curves produced from the GES and the Eyring equation is shown in Figure 5.12.

Figure 5.12  Kinetic curves for (a) exit from the $A$ state and (b) entry into the $D$ state, determined using MD simulations (grey circles) and the kinetic schemes of Figure 5.11 (black squares).
The difference in the kinetic curves, which should probably be attributed to dynamic effects,\textsuperscript{264–266} is unimportant in the context of our further discussion since only the TS theory results are needed as a benchmark for assessing the kinetic quality of the Gibbs energy profiles generated by various choices of reaction coordinates.

5.3.4. Linear combination coordinate

Following Best and Hummer,\textsuperscript{225} we began with the simplest collective variable – a linear combination of the $r_1$ and $r_2$ coordinates (eq. 5.6), where $w_1$ and $w_2$ are the relative weights of the two coordinates.

\begin{equation}
    x = w_1 r_1 + w_2 r_2
\end{equation}

To find the weighting that produces the optimal reaction coordinate, the $P(TP|x)$ distribution was assessed via eq. 5.3 using the same MD trajectories that were used to build the GES. The boundary of the reactant state $A$ and the product state $D$ were chosen to be $r_1, r_2 < 0.4$ nm and $r_1, r_2 > 0.4$ nm respectively, consistent with the GES of Figure 5.10. Monte Carlo optimization produced an optimal weighting of $w_1 = 0.53, w_2 = 0.47$, which is consistent with $w_1 = w_2 = 0.5$ expected due to the symmetry of the system.

Figure 5.13 (a) The optimized coordinate (white dashed line) shown on the GES for the triatomic system. (b) The one-dimensional $\Delta G(x)$ profile along this coordinate.
The one-dimensional Gibbs energy profile $\Delta G(x)$ along this optimized reaction coordinate, calculated from the probability distribution $P(x)$ using eq. 5.7, is shown in Figure 5.13. This profile has 3 minima representing reactant, intermediate and product states, respectively.

$$\Delta G(x) = -RT\ln P(x) \quad (5.7)$$

The 2D reaction networks of Figure 5.11 project into the 1D kinetic schemes of Figure 5.14. The rate constants $k_i$ of these 1D kinetic schemes can be calculated using the Eyring equation (eq. 5.5) from the Gibbs energy barriers on the 1D reaction profile of Figure 5.13(b). For this profile to be considered kinetically adequate, the kinetic curves for depletion of reactant and accumulation of product must match those obtained on the underlying 2D kinetic networks.

$$R \xrightarrow{k_I} I \xrightarrow{k_2} P \quad (5.5)$$

**Figure 5.14** 1D kinetic scheme representing projections of 2D reaction networks of Figure 5.11 onto the optimized reaction coordinate for depletion of the reactant state (left) and accumulation of the product state (right).

A comparison of the kinetic curves from $\Delta G(x)$ with the curves generated from the full 2D surface (Figure 5.15) shows that kinetics on the 1D profile is significantly faster than on the 2D surface due to the fact that the 1D reaction barriers ($\sim 5 \text{ kJ/mol}$) are notably lower than the barriers on the 2D GES ($\sim 10 \text{ kJ/mol}$).

**Figure 5.15** Kinetic curves for (a) depletion of the reactant state and for (b) accumulation of the product state for the kinetic network from the 2D surface (black) and for the 1D profile for the optimized linear coordinate (red).
The reason for this becomes clear upon consideration of the cross sections of the surface at constant $x$, as illustrated in Figure 5.16. The Gibbs energy profiles along these hypersurfaces of constant $x$, which are orthogonal to the optimized $x$ coordinate, are plotted as a function of $r_1 - r_2$ for two different values of $x$.

Figure 5.16  (a) Hypersurfaces of constant $x$ at the reactant $x = 0.35$ (black), and the TS $x = 0.375$ (grey). (b) The Gibbs energy profiles along these hypersurfaces. The maxima and minima of the $x = 0.375$ profile are labeled by red triangles and orange circles respectively.

The black curve, for constant $x = 0.35$ nm, corresponds to the reactant state on the 1D $\Delta G(x)$. This hypersurface shows a single minimum at $r_1 - r_2 = 0$, indicating that the dominant contribution to the energy of this point on the 1D reaction profile comes from the true 2D minimum of state $A$ at $r_1 = r_2 = 0.35$ nm. The grey curve, for constant $x = 0.375$ nm, corresponds to the first TS on the 1D $\Delta G(x)$. This hypersurface shows a more complex shape, with two maxima at $r_1 - r_2 = \pm 0.05$ nm, corresponding to the TSs on the 2D surface (at $r_1 = 0.40$, $r_2 = 0.35$ nm and at $r_1 = 0.35$, $r_2 = 0.40$ nm). The Best-Hummer procedure has therefore achieved the goal of producing a reaction coordinate such that all members of the TSE lie on the same hypersurface. However, the TSs are not energy minima on this hypersurface, and therefore do not give the major contribution to the average energy of the corresponding point of the 1D reaction profile. Instead, the major contributions to the average energy of this hypersurface come from the minima located within the $A$, $B$, and $C$ domains at $r_1 - r_2 = 0$ and $\pm 0.10$ nm, which artificially reduces the reaction barrier along $x$ and inflates the value of the rate constant.
5.3.5. RMSD coordinate

A linear combination of $r_1$ and $r_2$ fails to produce a kinetically adequate 1D reaction profile due to the fact that the contribution of the TSE to the reaction barrier is contaminated by contributions from lower-energy structures improperly sampled by the $x = x^\perp$ hypersurface in configurational space. As can be seen from Figure 5.17(a), an RMSD coordinate (eq. 5.8) centered at the bottom of the reactant well ($r_1 = r_2 = 0.35$ nm) may offer a better sampling.

$$x = \sqrt{w_1 (r_1 - 0.35)^2 + w_2 (r_2 - 0.35)^2}$$ (5.8)

Figure 5.17  (a) The optimized circular coordinate (white concentric circles) shown on the GES for the triatomic system. (b) The one-dimensional $\Delta G(x)$ profile along this coordinate.

Monte Carlo optimization gave $w_1 = 0.52$, $w_2 = 0.48$, consistent with symmetry-expected values of $w_1 = w_2 = 0.5$. This optimized coordinate produces the 1D $\Delta G(x)$ profile shown in Figure 5.17(b). Unlike the linear coordinate, this profile shows only two minima at $x = 0.01$ and $x = 0.07$, with a shoulder at $x = 0.1$, since the hypersurfaces of constant $x$ for this coordinate do not properly sample the configurational space outside of the reactant domain $A$. Yet for the depletion of state $A$, this coordinate was able to produce an excellent agreement with the kinetic curve from the 2D surface, as illustrated in Figure 5.18.
Figure 5.18  Kinetic curves for the depletion of the reactant state for the kinetic network from the 2D surface (black) and for the 1D profile for the optimized RMSD coordinate (red).

5.3.6. Piecewise defined coordinate

The RMSD coordinate is an example of a good reaction coordinate for the $A$ domain, as it provides good separation between reactant and product states as well as an accurate activation barrier for exit from that region. However, it is a poor coordinate for the rest of the surface due to its inappropriate shape, resulting in considerable overlap for the $B$, $C$, and $D$ domains. The situation could have been reversed if the reference point in eq. 5.8 was chosen to be $(0.45, 0.45)$ representing the minimum $D$ rather than $(0.35, 0.35)$ representing minimum $A$. In this case, the $D$ domain would be sampled properly, but at the expense of improper sampling of states $A$, $B$, and $C$. A coordinate that is appropriate for the entire configurational space could probably be found as an interpolation between these two limiting cases; however such an interpolation does not seem possible for the RMSD coordinate. Therefore, a good coordinate for the entire space will require a different functional form. An example of such coordinate, based on the $d_{\infty}$ metric$^{267,268}$ is described below.

The reaction coordinate $x \leq 1$ in the $A$ domain is defined according to eq. 5.9 with adjustable parameters $a$ and $b$. The hypersurfaces of constant $x$ defined by this equation are shown in Figure 5.19(a) for the symmetric case of $a = b$. 
\[ x = \max \left( \frac{r_1}{a}, \frac{r_2}{b} \right), \quad \text{if } \frac{r_1}{a} \text{ and } \frac{r_2}{b} \leq 1 \]  

(5.9)

**Figure 5.19** The hypersurfaces of constant \( x \) (dashed lines) for (a) \( x \) defined by eq. 5.9 (the \( A \) domain), and (b) \( x \) defined by eq. 5.10 (the \( D \) domain)

The functional form for \( x \) in the \( D \) domain is similar, but must be inverted for proper sampling. Its values are also shifted by 1 (\( x \geq 2 \)) to make room for \( x \) values describing the intermediates (domains \( B \) and \( C \)). This coordinate is defined by eq. 5.10, and illustrated in Figure 5.19(b).

\[ x = \min \left( \frac{r_1}{a}, \frac{r_2}{b} \right) + 1, \quad \text{if } \frac{r_1}{a} \text{ and } \frac{r_2}{b} \geq 1 \]  

(5.10)

In the intermediate region, \( (1 \leq x \leq 2) \) the constant \( x \) hypersurfaces must transition smoothly between their orientations suitable for domains \( A \) and \( D \) as illustrated in Figure 5.20. This interpolating function for \( x \) is given by eq. 5.11.

\[ x = \frac{2}{\pi} \sin^{-1} \left( \frac{\max(r_1-a, r_2-b)}{\sqrt{(r_1-a)^2 + (r_2-b)^2}} \right) + 1 \]  

(5.11)
Figure 5.20  Constant $x$ hypersurfaces in the intermediate zone (i.e., the $B$ and $C$ domains), providing an interpolation between the border of the $A$ domain (black) and the border of the $D$ domain (white).

Figure 5.21  Hypersurfaces of constant $x$ for the piecewise reaction coordinate defined by eq. 5.12.

The overall reaction coordinate $x$ can therefore be presented as the piecewise function of eq. 5.12.
The constant $x$ hypersurfaces for this coordinate are shown in Figure 5.21. The location of the “pivot point” at $r_1 = a$, $r_2 = b$ is considered to be the optimizable parameter for the Best-Hummer method.

Since the transition region is already defined as the fixed range of $1 < x < 2$, this width, and therefore the related height of the $P(TP|\mathbf{x})$ distribution, can no longer be used as the target function for optimization. Instead, the location of the pivot point $r_1 = a$, $r_2 = b$ was optimized to achieve the maximum integrated area under $P(TP|\mathbf{x})$ within $1 < x < 2$, or in other words, to maximize the total probability of finding transition paths within the pre-defined intermediate region. The sample $P(TP|\mathbf{x})$ distributions of Figure 5.22 show that the optimal pivot point of $a = b = 0.4$ nm produces the desired shape while the other pivot points produce distributions that are skewed towards the reactants or products.

\[
x = \begin{cases} 
  \max\left(\frac{r_1}{a}, \frac{r_2}{b}\right), & \text{if } \frac{r_1}{a} \text{ and } \frac{r_2}{b} \leq 1 \\
  \min\left(\frac{r_1}{a}, \frac{r_2}{b}\right) + 1, & \text{if } \frac{r_1}{a} \text{ and } \frac{r_2}{b} \geq 1 \\
  \frac{2}{\pi} \sin^{-1}\left(\frac{\max(r_1 - a, r_2 - b)}{\sqrt{(r_1 - a)^2 + (r_2 - b)^2}}\right) + 1, & \text{otherwise}
\end{cases}
\]  

Figure 5.22 Sample $P(TP|\mathbf{x})$ distributions for the piecewise coordinate of eq. 5.12. Only $a = b = 0.4$ nm produces a distribution contained entirely within the intermediate region of $1 < x < 2$. 
The 1D $\Delta G(x)$ profile for this optimal coordinate is shown in Figure 5.23. Unlike the two previous coordinates (linear combination and RMSD), this profile looks extremely symmetrical, as expected due to the symmetry of the GES. The kinetic curves for decomposition of the reactant and accumulation of the product in Figure 5.24 show good agreement with the kinetics obtained from the full 2D surface.

Figure 5.23 One dimensional profile $\Delta G(x)$ along the optimal two dimensional coordinate.

Figure 5.24 Comparison of the kinetic curves derived from the 2D kinetic networks of Figure 5.11 (black) and from the 1D profile for the optimized piecewise coordinate of eq 5.12 (red) for (a) the decomposition of the reactant and (b) the accumulation of the product.
5.4. Reaction coordinates for multi-minima domains

While the 4-state linear triatomic provides a model for systems with multiple reaction pathways, it fails to capture the multi-minima nature of the reactant and product states on the free energy landscape for protein folding or other highly flexible systems. To assess the efficacy of the $d_\infty$-metric coordinate for multiple-minima reactant domains, we consider a 16-minima model surface described below.

5.4.1. Model surface

A Gibbs energy surface in generic structural coordinates $q_1$ and $q_2$ was constructed for $0 \leq q_1, q_2 \leq 4$ using eq. 5.13, with a barrier height $V$ of 10.8 kJ/mol, matching the average barrier height of the triatomic GES of Figure 5.10. The resulting surface contains 16 minima, labeled as $S_{ij} (i, j = 1, 2, 3, 4)$, and 16 maxima as shown in Figure 5.25.

$$\Delta G(q_1, q_2) = 0.5V(2 - \cos(2\pi q_1 - \pi) - \cos(2\pi q_2 - \pi))$$  \hspace{1cm} (5.13)
Due to the symmetry of this surface, the activation barriers for transition between two adjacent minima are all equal to 10.8 kJ/mol. The value of the rate constant $k$ for these transitions was obtained using the Eyring equation (eq. 5.5) and found to be $8.23 \times 10^{10}$ s$^{-1}$. The 1D and 2D kinetics for the depletion of the reactant was compared for four differently defined reactant domains as discussed below.

5.4.2. A single-minimum reactant domain

The first reactant domain ($R_1$, shown in Figure 5.26), encompasses only the $S_{11}$ minimum and thus matches the previously discussed case of exit from the $A$ state of the triatomic model system. As with the triatomic system, the reaction coordinate $x_{R_1}$ is defined in eq. 5.14 and is scaled to be equal to 0 at the origin and equal to 1 at the $R_1$ boundary.

$$x_{R_1} = \max(q_1, q_2)$$

Figure 5.26  The boundary of the $R_1$ domain (white solid line) with hypersurfaces of constant $x_{R_1}$ (white dashed lines). Note that for clarity the surface has been zoomed in.
A one-dimensional probability density function (PDF) $P(x_{R_1})$ for the $x_{R_1}$ coordinate was generated by summing the probabilities along each hypersurface of constant $x_{R_1}$ on the two-dimensional PDF $P(q_1,q_2)$ obtained for $T=300K$ from the 2D GES $\Delta G(q_1,q_2)$ using eq. 5.15.

$$P(q_1, q_2) = \exp\left(\frac{-\Delta G(q_1,q_2)}{RT}\right)$$ (5.15)

The $P(x_{R_1})$ was then normalized and transformed according to eq. 5.16 to obtain the 1D Gibbs energy profile $\Delta G(x_{R_1})$. This method was used to obtain Gibbs energy profiles for all subsequent cases of multi-minima domains as well.

$$\Delta G(x_{R_1}) = -RT \ln\left(\frac{P(x_{R_1})}{\int P(x_{R_1})dx_{R_1}}\right)$$ (5.16)

The resultant $\Delta G(x_{R_1})$ is shown in Figure 5.27 and as expected, has a single minimum and a maximum at $x_{R_1} = 1$.

![Figure 5.27 Gibbs energy profile $\Delta G(x_{R_1})$ along the $x_{R_1}$ coordinate for the $R_1$ domain.](image)

The rate constant for exit from the $R_1$ state, obtained from the activation barrier using the Eyring equation (eq. 5.5), was used to generate the first order kinetic curve for $x_{R_1}$. For comparison, the kinetic curve for exit from the $R_1$ domain on the original 2D GES
was calculated according to the kinetic scheme of Figure 5.28(a). The 1D and 2D results, shown in Figure 5.28(b), are in good agreement.

![Kinetic scheme](image_url)

**Figure 5.28** (a) Kinetic scheme for exit from the $R_1$ domain (represented by the grey square) on the 2D GES. (b) Comparison of the kinetic curves derived from the 2D kinetic network (black) and from the 1D $\Delta G(x_{R_1})$ (red).

### 5.4.3. A two-minima reactant domain

A two-minima reactant domain $R_2$, that encompasses both the $S_{11}$ and the $S_{21}$ minima is shown in Figure 5.29(a). The kinetic network on the 2D surface for the $R_2$ boundary therefore follows the scheme in Figure 5.29(b).
The reaction coordinate for the $R_2$ domain was defined according to eq. 5.17.

$$x_{R_2} = \max\left(\frac{q_1}{2}, q_2\right)$$  \hspace{1cm} (5.17)

Figure 5.30   (a) Gibbs energy profile $\Delta G(x_{R_2})$ for the $R_2$ domain along the $x_{R_2}$ coordinate defined by eq. 5.17. (b) A comparison of the kinetic curve derived from the full reaction network of Figure 5.29(b) (black) with the two-state kinetics from $\Delta G(x_{R_2})$ (red) shows a poorer quality match.

The Gibbs energy profile $\Delta G(x_{R_2})$ was calculated along the $x_{R_2}$ coordinate and is shown in Figure 5.30(a). It is very similar in shape to the profile obtained for the $x_{R_1}$ coordinate. The 1D and 2D kinetics for exit from the $R_2$ domain was calculated as in the
case of the \( R_1 \) domain discussed in section 5.4.2. The resultant kinetic curves, shown in Figure 5.30(b), do not agree well with each other. The agreement improves substantially, as can be seen from Figure 5.31, when the \( x_{R_2} \) coordinate is redefined by shifting the reference point from (0,0) to (1,0) using eq. 5.18.

\[
x_{R_2} = \max(q_1 - 1, q_2)
\] (5.18)

![Figure 5.31](image)

(a) The hypersurfaces of constant \( x_{R_2} \) (white dashed lines) for the redefined coordinate of eq. 5.18. The boundary of the \( R_2 \) domain (solid line) has not changed. (b) Gibbs energy profile \( \Delta G(x_{R_2}) \) for the \( R_2 \) domain along redefined \( x_{R_2} \) coordinate. (c) A comparison of the kinetic curves derived from the 2D reaction network of Figure 5.29(b) (black) and from the new 1D profile \( \Delta G(x_{R_2}) \) (red).
5.4.4. A three-minima reactant domain

An L-shaped three-minima reactant domain $R_3$, shown in Figure 5.32(a), contains the $S_{11}$, $S_{21}$ and $S_{12}$ minima. There are four possible exits from this domain: from state $S_{21}$ to state $S_{31}$, from state $S_{21}$ to state $S_{22}$, from state $S_{12}$ to state $S_{13}$ and from state $S_{12}$ to state $S_{22}$. The exit kinetics from the $R_3$ domain thus follows the reaction network scheme of Figure 5.32(b).

![Figure 5.32](image)

**Figure 5.32** (a) The boundary of the $R_3$ domain (white solid line), encapsulating the $S_{11}$, $S_{21}$ and $S_{12}$ minima. Hypersurfaces of constant $x_{R_3}$ are shown as white dashed lines. (b) The 2D reaction network for exit from the $R_3$ domain (grey).

A more complex shape of the boundary results in a more convoluted definition of the reaction coordinate $x_{R_3}$ (eq. 5.19) that produces a system of constant $x_{R_3}$ hypersurfaces parallel to the domain boundary.

\[
x_{R_3} = \begin{cases} 
q_1, & q_1 > q_2 + 1 \\
q_2, & q_2 + 1 \geq q_1 > q_2 \\
q_1 + 1 \geq q_2 > q_1 \\
q_2, & q_2 \geq q_1 + 1 
\end{cases}
\] (5.19)

The one-dimensional Gibbs energy profile obtained for hypersurfaces of constant $x_{R_3}$ is shown in Figure 5.33(a). This profile produces a kinetic curve for depletion of reactant in Figure 5.33(b) that is somewhat faster than that obtained for the 2D reaction network.
Figure 5.33  (a) The Gibbs energy profile $\Delta G(x_{R_3})$ for the $R_3$ domain along the $x_{R_3}$ coordinate defined by eq. 5.19. (b) A comparison of the kinetic curves derived from the 2D reaction network of Figure 5.29(b) (black) and from the 1D profile $\Delta G(x_{R_3})$ (red).

5.4.5. A four-minima reactant domain

A four-minima reactant domain $R_4$, which contains the $S_{11}, S_{21}, S_{12}$ and $S_{22}$ states is shown in Figure 5.34(a). Four exits from the $R_4$ domain are possible: from $S_{21}$ to $S_{31}$, from $S_{12}$ to $S_{13}$, from $S_{22}$ to $S_{32}$ and from $S_{22}$ to $S_{23}$. The kinetic reaction network for exit from this domain is shown in Figure 5.34(b).

Figure 5.34  (a) The boundary of the $R_4$ domain (white solid line), encapsulating the $S_{11}, S_{21}, S_{12}$ and $S_{22}$ minima. Hypersurfaces of constant $x$ are shown as white dashed lines. (b) The 2D reaction network for exit from the $R_4$ domain (grey square).
Since the shape of the boundary of the $R_4$ domain is similar to that of the $R_1$ domain, the same definition of the reaction coordinate can be used (eq. 5.14). The resultant Gibbs energy profile is shown in Figure 5.35(a) and contains two minima, interconversion between which should be considered reversible in accordance with the underlying 2D kinetic scheme of Figure 5.34(b).

**Figure 5.35**  (a) The Gibbs energy profile for the $R_4$ domain. (b) A comparison of the kinetic curves derived from the 2D reaction network (black) and from the 1D profile (red).

The kinetic curves obtained for the 1D three-state model and the 2D reaction network are compared in Figure 5.35(b), showing an excellent agreement.

**5.4.6. The piecewise coordinate**

We now divide the model 16-minima surface into 4 domains consisting of 4 minima each, as shown in Figure 5.36, and apply the piecewise coordinate $x$ of eq. 5.12 with $a = b = 2$ to describe transition from the reactant domain $A$ to the product $D$ domain via the intermediate domains $B$ and $C$. 
Figure 5.36  (a) The reactant $A$, intermediate $B,C$ and product $D$ domains for the 16-state surface, each domain consisting of 4 minima. (b) The hypersurfaces of constant $x$ for the piecewise coordinate.

Figure 5.37  The Gibbs energy profile $\Delta G(x)$ along the piecewise coordinate $x$, with minima labelled R-1 to P-2.

The resulting Gibbs energy profile $\Delta G(x)$ is shown in Figure 5.37, and contains multiple minima. The first two of these minima (R-1 and R-2) are reactant minima and match those of the 1D profile of Figure 5.35. Similarly, the last two minima (P-1 and P-2) belong to the product, and the remaining minima I-1, I-2, and I-3 constitute the intermediate state.
As the $x$ coordinate covers the entire surface, we can use the $\Delta G(x)$ profile to calculate kinetic curves both for the depletion of the reactant state $A$, and for accumulation of the product state $D$. The depletion kinetics from state $A$ has already been discussed in the preceding section. To complement that result, the kinetics for accumulation of the product state $D$ was calculated for the 1D and 2D reaction networks shown in Figure 5.38(a) and 5.38(b). The resultant kinetic curves, shown in Figure 5.38(c), display a good match.

\[
\begin{align*}
\Delta G(q_1, q_2) &= 0.5V(2 - \cos(2\pi q_1 - \pi) - \cos(2\pi q_2 - \pi)) \\
&\quad + V\left(e^{-\alpha_1(q_1-q_1^0)^2} + e^{-\alpha_2(q_2-q_2^0)^2}\right)
\end{align*}
\] (5.20)

In real systems, GESs are naturally split into multi-minima domains by higher barriers, and as a result the time required to cross between domains is longer than the time of interconversion between individual local states within a domain. To mimic this, we modified our 16-well surface by increasing the barriers between the four domains, as shown in Figure 5.39, by the addition of Gaussian functions along the border between domains. The resultant $\Delta G(q_1, q_2)$ is described by eq. 5.20, with $V = 10.8$ kJ/mol, $\alpha_{q_1} = \alpha_{q_2} = 50$ and $q_1^0 = q_2^0 = 2$. 

![Figure 5.38](image)

**Figure 5.38** Kinetic schemes for accumulation of product for (a) the Gibbs energy profile $\Delta G(x)$ and (b) the 2D surface. The states that comprise the D domain are highlighted with the grey square. (c) The resulting kinetic curves obtained from the 1D profile (red) and the 2D surface (black) agree well with each other.
The modified 16-well surface with increased activation barriers between the domains.

The rate constants for intra-domain transitions have not changed and are still equal to $8.23 \times 10^{10} \text{ s}^{-1}$ but the rate constants for transition between domains are now equal to $1.08 \times 10^9 \text{ s}^{-1}$, nearly two orders of magnitude smaller.

The piecewise coordinate (eq. 5.12) was applied to this system in the same manner as above. The resultant Gibbs energy profile $\Delta G(x)$ is shown in Figure 5.40(a), and looks similar to the original Gibbs energy profile of Figure 5.37(a) but with a notably higher barrier separating reactant, product, and intermediate states. A comparison of the kinetic curves obtained for the full reaction network and along the piecewise coordinate shows an excellent agreement for both the depletion of the reactant (Figure 5.40b) and accumulation of the product (Figure 5.40c). Thus, the piecewise coordinate is potentially a good reaction coordinate for systems with multiple minima and multiple reaction pathways.
5.5. Conclusions

Reaction coordinates are difficult to define for flexible systems with multiple reaction pathways due to the multiplicity of reaction paths that must be taken into account. The Best-Hummer procedure provides a useful instrument for optimization of collective variables, but does not guarantee kinetic adequacy of the generated 1D profiles, which strongly depends on the chosen functional form of the optimized collective variable. We proposed a new reaction coordinate based on the $d_{\infty}$ metric and demonstrated its efficiency in describing kinetics in selected model systems.
Chapter 6.

Towards applications to biological systems

While biological systems are an attractive target for the volume profile method of Chapter 4, the high level of complexity in these systems, particularly in the definition of the reaction coordinate, makes the calculation of a volume profile quite challenging. In this concluding chapter, some preliminary results are presented for biological systems ranging in complexity from model peptides to full proteins.

6.1. Reaction coordinate for the unfolding of a model helix

6.1.1. System

One of the most basic three-dimensional structures found in proteins is the alpha helix. Therefore, as a first step we chose to investigate the form of the reaction coordinate for unfolding of a model helix, illustrated in Figure 6.1.

Figure 6.1  The model helix system showing the five dihedral angles $\phi_1 - \phi_5$ (left) and the two hydrogen bonds $r_1$ and $r_2$ (right).

The bond and angle force field parameters are the same as those used for the model chain. The 5 dihedral angles in the system ($\phi_1$ to $\phi_5$) are described by the double well
potential of Figure 6.2(a), with minima at 60° and 180° degrees. If all dihedral angles are in the 60° minimum, the 8-atom chain twists itself into a two-turn helical conformation. The favourability of this folded state is increased by the addition of two “hydrogen bonds” in the system ($r_1$ and $r_2$). These interactions are described by the Morse-like potential of Figure 6.2(b), with interaction energy of -50 kJ/mol and equilibrium bond length $r_e = 0.46$ nm. This potential was fitted to match the combined Lennard-Jones and Coulombic interaction energy of the NH-O hydrogen bond in the OPLS force field.

Figure 6.2  (a) Double well potential for the dihedral angles in the model helix. The unfolded state at 180° is slightly lower in energy than the folded state at 60°. (b) The Morse bond potential for the two hydrogen bonds in this system.

This system was restrained to its folded state and was inserted in a box of 1000 Lennard-Jones particles at $P = 1$ kbar, $T = 300$ K. Once equilibrated, the restraint was released and a total of 2425 10.0 ns trajectories were initiated from the folded ensemble for use in the reaction coordinate analysis. Figure 6.3 shows probability distribution functions for each dihedral angle obtained over the course of these trajectories.
The outermost angles, $\phi_1$ and $\phi_5$, favour the $180^\circ$ conformation because they do not affect either of the “hydrogen bonded” distances, while the innermost angle $\phi_3$ favours the $60^\circ$ conformation as it affects both $r_1$ and $r_2$. Angles $\phi_2$ and $\phi_4$ have population in both the $60^\circ$ and $180^\circ$ states since each of them affects only one of those distances.

### 6.1.2. Definition of reactant and product states

We chose to use the Best-Hummer optimization procedure,\(^225\) described in section 5.2.2, to determine the optimal reaction coordinate for this model system. To do so, we needed to determine the important structural parameters for the system in order to define nonoverlapping reactant and product domains in terms of these parameters, and also to select a suitable functional form to combine these parameters into an optimizable collective variable $x$. Torsion angles, with their distinct preference for either $60^\circ$ or $180^\circ$ conformation, naturally lend themselves as the required structural parameters.

To define the reactant and product domains, we studied the time evolution of the average of all 5 dihedral angles $\langle \phi \rangle_5$ and of only the middle 3 angles $\langle \phi \rangle_3$. A surface plot showing the population density of $\langle \phi \rangle_5$ and $\langle \phi \rangle_3$ vs. time for ten 10.0 ns trajectories is shown in Figure 6.4. While there is no clear transition region in the $\langle \phi \rangle_5$ plot, as the density appears to be evenly spread across all values of $\langle \phi \rangle_5$, we do see a clear drop in density...
in the region between 70° and 90° for \( \langle \phi \rangle_3 \). The reactant (folded) domain can thus be defined by \( \langle \phi \rangle_3 < 70° \) and the product (unfolded) domain by \( \langle \phi \rangle_3 > 90° \).

6.1.3. Trial reaction coordinate: Weighted average angle

For the optimizable reaction coordinate \( x \), we chose to test the weighted average of the 5 dihedral angles (eq. 6.1). The initial weights were randomly selected and then optimized to satisfy the symmetry condition \( w_1 = w_5 \) and \( w_2 = w_4 \) reflecting the symmetry of the system. The optimal weights were determined as those that yielded the sharpest \( P(TP|x) \) distribution, calculated using eq. 6.2, via the same procedure as was used for the triatomic model system of Chapter 5.

\[
x = \sum_{i=1}^{5} w_i \phi_i
\]

\[
P(TP|x) = \frac{P(x|TP)P(TP)}{P(x)}
\]

The optimal weights were found to be \( w_1 = w_5 = 0.02, w_2 = w_4 = 0.25 \) and \( w_3 = 0.46 \). The resulting \( P(TP|x) \) distribution for this weighting is shown in Figure 6.5, along with the distributions for some sample non-optimal weights. The optimized weights have the highest and most narrow distribution, with almost all of the probability density existing in the transition region between \( 70° < x < 90° \).
Figure 6.5 $P(TP|x)$ distributions for a selection of different weights: equal weighting (green), only $\phi_1$ and $\phi_5$ (dark blue), only $\phi_2$ and $\phi_4$ (yellow) only $\phi_3$ (light blue) and the optimized weighting (red).

The low weights obtained for angles $\phi_1$ and $\phi_5$ are not unexpected, given the high population of the unfolded state relative to the folded state in their probability distributions of Figure 6.3. Therefore, the functional form of the optimizable reaction coordinate $x$ was changed to exclude $\phi_1$ and $\phi_5$ (eq. 6.3), with symmetry condition $w_2 = w_4$.

$$x = \sum_{i=2}^{4} w_i \phi_i$$  \hspace{1cm} (6.3)

Optimization of this redefined coordinate produced weights $w_2 = w_4 = 0.25$ and $w_3 = 0.50$. At first sight, the high weight placed on $\phi_3$ appears inconsistent with the fact that it is largely biased towards the $60^\circ$ conformation, as can be seen from the probability distributions of Figure 6.3, and is not therefore expected to be important for a description of the unfolding process. However, a comparison of $P(TP|x)$ and its components $P(x)$ and $P(x|TP)$ for the optimized case of $w_2 = w_4 = 0.25$, $w_3 = 0.50$ and for the case of $w_2 = w_4 = 0.5$, $w_3 = 0$, shown in Figure 6.6, explains this artifact as a consequence of the contraction of the scale of the $x$ coordinate.
Figure 6.6 The $P(TP|x)$ distribution (black) and the component distributions $P(x)$ (light grey dashed) and $P(x|TP)$ (dark grey dashed) for (a) sample weights $w_2 = w_4 = 0.5$, $w_3 = 0$ and (b) the optimized weights.

Indeed, since $\phi_3$ is practically constant, it does not contribute to the displayed probability distributions, which therefore show a remarkable similarity of shapes. At the same time, inclusion of $\phi_3$ into $x$ with a weight of $w_3$ reduces the range of $x$ over which $P(TP|x)$ evolves by a factor of $(1 - w_3)$. Since Best-Hummer optimization aims at reducing the width of this range, it inevitably favors greater values of $w_3$.

The above artifact is of a general nature - inclusion of any improper coordinate in the definition of $x$ can lead to an erroneous composition of the reaction coordinate if the target function of the Best-Hummer optimization is the width of the transient path range.
For systems that are more complex than this model helix, it may not be possible to know which coordinates to include in $x$ without prior knowledge of the full reactive dynamics. Therefore, this method should be used with caution when applied to biological systems.

### 6.2. Kinetic network analysis for an $\alpha$-helical peptide

#### 6.2.1. The Kiefhaber peptide

Thomas Kiefhaber and co-workers\textsuperscript{269–271} undertook an extensive kinetic study of a 21-residue alanine-based peptide which undergoes a helix to coil transition upon the application of pressure. The primary sequence for this peptide (referred below as the Kiefhaber peptide) is $^\text{+NH}_3$(A)$_5$-(AAARA)$_3$-A-$^\text{−NH}_2$ with the labelling groups xanthone and naphthalene added to the alanine side chain in residues 7 and 13 respectively (Figure 6.7a).

These large aromatic groups function as reporters of the folding process via triplet-triplet energy transfer (TTET),\textsuperscript{272} where xanthone acts as the donor and naphthalene the acceptor. The xanthone triplet state absorbs very strongly at 590 nm. However, when it is in van der Waals contact with naphthalene, the two groups can undergo TTET, during which the triplet excited state is transferred from the xanthone to the naphthalene, resulting in a decrease in the absorbance at 590 nm. In the folded peptide, the reporter groups are oriented on opposite sides of the helix. For TTET to occur, the helix must unfold at least in the region between the two reporter groups.

---

**Figure 6.7** (a) The three-state model used to describe the unfolding of the Kiefhaber peptide. The helix must unfold in the region between the xanthone (blue) and naphthalene (red) groups in order for triplet-triplet energy transfer (TTET) to occur. (b) Bi-exponential experimental kinetic data for TTET at different pressures. Figure reprinted from ref. 271 with permission.
The observed TTET kinetics for the Kiefhaber peptide is bi-exponential (Figure 6.7b) and was described by Kiefhaber et al. in terms of a three state model, with the unfolding occurring as the first (reversible) step. Local folding and unfolding of the helix occurs with rate constants $k_u$ and $k_f$, and contact formation and subsequent TTET between the two groups in the unfolded state is described by $k_c$. The experimental activation volumes for this process have been determined as $\Delta V^\ddagger_u = 3.3 \pm 0.3$ cm$^3$/mol, $\Delta V^\ddagger_f = 1.7 \pm 0.5$ cm$^3$/mol and $\Delta V^\ddagger_c = 3.6 \pm 0.4$ cm$^3$/mol and the reaction volume for the F $\rightarrow$ U step is $\Delta V = -1.6 \pm 0.6$ cm$^3$/mol.

The relatively small size of this peptide, combined with the experimentally available activation volumes make this system a good target for the application of our volume profile method. While the choice of reaction coordinate for the contact formation step is straightforward (it can be identified as the distance between the reporter groups), the reaction coordinate for the unfolding step is less obvious. There are no direct measurements for this step in the experiment, and all information pertaining to it is inferred from the bi-exponential behavior of the TTET kinetics. MD simulations can fill this void and provide additional useful information on the mechanism of the folding/unfolding step.

6.2.2. Model system: Polyalanine

To simplify the problem, we started with a smaller model closely mimicking the Kiefhaber peptide: an 11-residue polyalanine peptide with phenylalanines at positions 3 and 8, shown in Figure 6.8. The phenyl groups of the two phenylalanine residues provide proxies for the reporter groups used to measure the TTET kinetics. For the purpose of our simulations, when the phenyl groups were in van der Waals contact ($< 0.35$ nm), it was taken to be a TTET “quenching” event and the unfolding reaction was considered to be completed.
The structure of the model polyalanine peptide showing the orientation of the phenylalanine R groups in the folded state: (a) a side view and (b) a view from above.

The quenching kinetics of this system was simulated using the first exit method. For these simulations, the peptide was equilibrated with solvent in the folded state, with torsion angles along the protein backbone restrained to their energy-minimized values. The restraints were then released, and the system was allowed to evolve. The time it took for the phenyl groups to come within 0.35 nm of each other was recorded, and the simulation was repeated several thousand times to obtain good statistics. In the experimental setup, Kiefhaber et al. were not observing the product state directly; rather they were using absorbance to monitor the disappearance of all species except for the product. To mimic their kinetic setup, we followed the evolution of $[R]_o - [P]$, where $[R]_o$ is the sum of initial concentrations of all non-product species. The resulting plot of $[R]_o - [P]$ vs. time is shown in Figure 6.9. The kinetic curve is polyexponential, as in the case of the experimentally-measured quenching kinetics of the Kiefhaber peptide.
Figure 6.9  Polyexponential kinetic curve for the quenching of the polyalanine peptide obtained via first exit MD simulations.

The MD trajectories were also used to generate a Ramachandran plot,\textsuperscript{28} which is a 2D probability distribution function in $\phi$ and $\psi$ coordinates (protein backbone angles, defined in Figure 6.10a). Since only the 5 residues of the core region between the two reporter phenylalanine residues contribute to the TTET kinetics, only the backbone angles of these amino acids were used.

Figure 6.10  (a) The $\psi$ and $\phi$ backbone torsion angles. (b) Ramachandran plot for the polyalanine helix. The folded and unfolded domains are cleanly separated from each other along the $\psi$ axis.

The resulting plot, shown in Figure 6.10(b), has four distinct sub-domains bundled into two clusters visibly separated along the $\psi$ coordinate: the unfolded state at $\psi \geq 100^\circ$
and the folded state at $-70^\circ \leq \psi \leq 50^\circ$. Although the $\phi$ angles prefer gauche conformations in both states, the anti conformations of $\phi$ do become more prevalent in the unfolded state.

### 6.2.3. Coarse-grained kinetic network for polyalanine unfolding

A detailed kinetic network to describe conformational changes in the polyalanine backbone would involve all of its $\phi$ and $\psi$ angles, but a network built on such a large number of states does not seem practical for the purpose of identifying the appropriate reaction coordinate. To reduce the size of the network, we made two assumptions: (1) that only the changes in $\psi$ angles should be considered and (2) that only the total number rather than a detailed distribution of unfolded $\psi$ angles in the core region is sufficient to describe the unfolding process in rough terms.

The first assumption is consistent with the fact evident from the Ramachandran plot of Figure 6.10(b) that folded and unfolded states differ by the value of $\psi$ but not by the value of $\phi$. The second assumption is consistent with the design of the peptide, where van der Waals contacts of phenyl groups become possible as soon as at least one of $\psi$ angles in the core region switches to the unfolded conformation. Accordingly, the coarse-grained kinetic network shown in Figure 6.11 involves 6 unquenched states, labeled $S_0$ to $S_5$ by the number of unfolded $\psi$ angles in the core region, and one quenched state $Q$. We also assume that only transitions between states that differ by one unfolded $\psi$ angle are allowed, and that the irreversible quenching reaction can occur from any of these states.

![Figure 6.11 Coarse-grained kinetic network for the unfolding and quenching of polyalanine.](image)

To calculate the partial rate constants needed for this model, we utilized the trajectories previously used to calculate the kinetic curve of Figure 6.9 and determined the
distribution of times required for the system to exit out of each of the states $S_0 - S_5$ into other states, and survival probability curves were generated for each possible transition. These curves, some samples of which are shown in Figure 6.12(a) and Figure 6.12(b), exhibit polyexponential behavior, likely due to nonequilibrium dynamic effects. Removal of the initial fast crossing period of the graphs yields a quasi-linear plot for some transitions (e.g. Figure 6.12a), the slope of which can be used to obtain the rate constant. Other transitions are highly non-linear (e.g. Figure 6.12b), and a linear fit is likely not appropriate. The kinetic curve for $[R]_0 - [P]$ based on the coarse-grained kinetic network of Figure 6.11 displays a significantly faster kinetics than that based on the MD simulations of section 6.2.2 (Figure 6.12c).

**Figure 6.12** (a) Survival probability curve for the $S_0 \rightarrow S_1$ transition. The darker portion of the curve was used to determine the rate constant for the transition. (b) The survival probability curve for the $S_4 \rightarrow S_3$, showing highly nonlinear behaviour. (c) Comparison of the kinetic curves for the coarse-grained kinetic network (red) and MD simulations (black).

In an attempt to improve the accuracy of the determination of the partial rate constants, we decided to somewhat change our strategy. Survival probability plots were
now calculated for residence in each state $S_0 - S_5$, regardless of the direction of exit from the state. The net rate constants obtained from these kinetic curves were then partitioned into the individual rate constants for each transition, $k_i$, by eq. 6.4, where $n_i$ is the number of transitions into state $i$ from the state of interest, and $N$ is the total number of transitions. While this method does help linearize the survival probability plots for the higher states (Figure 6.13a and b), there is still considerable curvature in the plots.

$$k_i = \frac{n_i}{N} k$$

(6.4)

![Figure 6.13](image)

**Figure 6.13** Survival probability curves for residence in (a) the $S_0$ state and (b) the $S_4$ state. The darker portion of each curve was used to determine the rate constant. (c) Comparison of the kinetic curves for the new partitioning method (green) and MD simulations (black).

When the resulting rate constants are used to calculate $[R]_0 - [P]$, the network curve is now slower than the MD one (Figure 6.13c). A comparison of the values of the rate constants obtained by the survival probability method vs. the partitioning method showed that the rate constants for transitions between states were relatively unchanged,
while the rate constants for quenching changed by 2-3 orders of magnitude. This led us to believe that the quenching constants were the major source of error. To investigate this, we re-calculated the concentrations for all of our states using the revised coarse-grained kinetic network of Figure 6.14, where quenching transitions were ignored. As shown in Figure 6.15, some states are fairly well described by our model, while others predict completely wrong behavior.

\[
\begin{align*}
S_0 & \xrightarrow{k_1} S_1 & S_1 & \xrightarrow{k_2} S_2 & S_2 & \xrightarrow{k_3} S_3 & S_3 & \xrightarrow{k_4} S_4 & S_4 & \xrightarrow{k_5} S_5 \\
\end{align*}
\]

**Figure 6.14**  Markov chain model where quenching transitions are not considered.

![Figure 6.14](image)

**Figure 6.15**  Population vs. time curves for (a) \(S_0\), (b) \(S_1\), (c) \(S_2\), (d) \(S_3\), (e) \(S_4\) and (f) \(S_5\) based on the kinetic network of Figure 6.14 where quenching is no longer considered. For all plots, the black curve is from MD simulations and the green curve is from the kinetic network.

This may be due to relatively poor sampling of these states in our MD simulations, but it also may be due to a more fundamental flaw in the model. If the frequencies of specific transitions are plotted as a function of simulation time, we can see that these frequencies do not remain constant over the course of the simulation (Figure 6.16). Early in the trajectory the system is more likely to transition back into the state it just entered from, rather than transitioning forward into the next state. Our states are very broadly defined, so this time-dependent behavior can be understood by the system requiring time to diffuse within the current state from the border of the past state to the border of the next.
state. This diffusion through multidimensional states likely takes place via the changing of $\phi$ angles between the subdomains of each state.

![Figure 6.16](image)

**Figure 6.16** Probabilities of exit from state $S_2$ forward into state $S_3$ (black) and back into state $S_1$ (red).

![Figure 6.17](image)

**Figure 6.17** Population vs. time curves for (a) $S_0$, (b) $S_1$, (c) $S_2$, (d) $S_3$, (e) $S_4$ and (f) $S_5$. The black curves are obtained from MD simulations and the green curves are from the kinetic network of Figure 6.14 applied to the model helix of section 6.1.

This hypothesis was indirectly supported by application of the kinetic network of Figure 6.14 to the 8-atom model helix of section 6.1. As there are only 5 dihedral angles...
in that system, internal diffusion within states is not expected to be important. The rate constants for transitions between states were determined using the partitioning method (eq. 6.4). As shown in Figure 6.17, the kinetic curves for the populations of the 6 states determined from kinetic network exactly match the curves determined directly from MD simulations. Therefore, it seems that a finer definition of the kinetic network states for polyalanine is necessary to better reproduce MD kinetics.

6.3. Staphylococcal nuclease

Our final and most complex system of interest is the staphylococcal nuclease (snase) protein, a 149 residue protein whose structure is shown in Figure 6.18. The pressure unfolding behaviour of snase has been well-studied by Catherine Royer and co-workers using both tryptophan fluorescence techniques and small angle X-ray scattering (SAXS).

![Figure 6.18](a) The staphylococcal nuclease protein (PDB: 1SNO) shown in red at the N-terminus and blue at the C-terminus. (b) The tryptophan residue in snase is shown in the coloured space-filling representation.

The use of two experimental techniques allows for probing of both the local and global unfolding kinetics. The fluorescence emission maximum $\lambda_{max}$ of tryptophan (TRP) is highly sensitive to the local environment. Snase contains a single TRP residue, located at the base of one of the alpha helices (Figure 6.18b). In the folded state, the TRP residue is stacked against its neighbouring side chains, with one edge of the indole ring accessible to solvent. In this state, the fluorescence emission maximum is located at $\lambda_{max} = 340$ nm. Upon unfolding, the TRP residue becomes accessible to solvent, causing
a red-shift in the $\lambda_{\text{max}}$ which can be registered spectroscopically and used to monitor kinetics. Thus, this technique provides information about unfolding that occurs local to the TRP residue. SANS, on the other hand, allows for calculation of the radius of gyration ($R_g$) of the protein via the scattering vectors. As discussed in section 5.2.1, $R_g$ is defined as the root mean square deviation of each atom from the center of mass, and it provides a measure of relative size of the protein. A change in $R_g$, therefore, can be viewed as a measure of the global folding/unfolding of the protein. For both experiments, a two-state model was used to determine the rate constants $k_u$ and $k_f$, and the obtained activation volumes agree within experimental error (Table 6.1).

**Table 6.1 Experimental $\Delta V^\dagger$ and $\Delta V$ data for snase.**

<table>
<thead>
<tr>
<th>Technique</th>
<th>$\Delta V^\dagger$ (cm$^3$ mol$^{-1}$)</th>
<th>$\Delta V_u$ (cm$^3$ mol$^{-1}$)</th>
<th>$\Delta V_u$ (cm$^3$ mol$^{-1}$)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluorescence</td>
<td>92 ± 4</td>
<td>20 ± 3</td>
<td>-77 ± 8</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>99 ± 12</td>
<td>-</td>
<td>-81.6</td>
<td>44</td>
</tr>
<tr>
<td>SAXS</td>
<td>89 ± 10</td>
<td>-</td>
<td>-</td>
<td>44</td>
</tr>
</tbody>
</table>

Of the two available experimental techniques, the SAXS data provides the most easily interpretable reaction coordinate, since $R_g$ is readily calculated via MD simulations. To calculate a volume profile for the unfolding of snase, the value of the chosen reaction coordinate must be restrained for each volume calculation. It is possible to restrain $R_g$ in GROMACS using the PLUMED$^{275}$ plugin, but this is achieved through the application of a substantial restraining force which, in view of a considerable size of the protein molecule, results in a significant overestimation of pressure calculated using the virial. This, in turn, leads to a significant over-inflation of the volume of the simulated system aimed at reducing this perceived high pressure. As a test, we calculated the reaction volume for the unfolding of snase using $R_g$ as a reaction coordinate. The value of $R_g$ was restrained to the experimentally determined values for the folded and unfolded states: 1.8 nm and 2.9 nm respectively.$^{44}$ As a result, the $\Delta V_u = 3047$ cm$^3$ mol$^{-1}$, calculated by our method as the volume difference between the unfolded and folded states, was far larger than the experimental value. Therefore, in the context of our volume profile approach, the use of $R_g$ as a reaction coordinate faces serious technical difficulties until a more appropriate method of restraining $R_g$ is identified.

As an alternative, we turned to the TRP fluorescence experiments. This technique probes the solvent environment around TRP. Therefore, our reaction coordinate must be
somehow linked to the access of water to the face of the indole ring. To investigate this, we performed a high temperature unfolding simulation of snase. Over the course of 1.0 ns, the temperature was raised from 300 K to 500 K, resulting in the unfolding of the protein and exposure of the TRP group to water. The level of solvent exposure can be gauged by a radial distribution function (RDF) $g(r)$ of water around the center of the indole ring. Plotting the value of $g(r)$ at $r = 0.4$ nm, the approximate value for the first solvation shell, demonstrates that the proportion of water in close proximity to the TRP increases more rapidly after approximately 600 ps of simulation time (Figure 6.19).

![Figure 6.19](image)

**Figure 6.19** The value of the TRP-water RDF taken at $r = 0.4$ nm clearly shows an increasing access of water to the tryptophan as the trajectory progresses. The dashed and dotted lines show best fit lines to the data before and after 600 ps.

![Figure 6.20](image)

**Figure 6.20** Snapshots of the unfolding trajectory of snase at 0 ps (left), 600 ps (middle) and 1 ns (right). The amino acid side chains which are close to the tryptophan in the folded state are shown in the grey space-filling representation. At 600 ps, the surrounding residues have moved away from the TRP, allowing the access of water.
This was confirmed by a visual inspection of the trajectory (Figure 6.20). After 600 ps, the TRP residue is sufficiently mobile to rotate away from the surrounding side chains and become fully solvated.

Unfortunately, the TRP-water RDF value at a given distance cannot be constrained in MD simulations, so we cannot use it as our reaction coordinate. We must therefore find a geometrical parameter describing the snase protein that would directly correlate with the degree of water access to TRP. Inspection of the protein structure reveals that the TRP is surrounded by the side chains of five amino acids: lysine (LYS) 110, 133 and 136, glutamic acid (GLU) 129, and isoleucine (ILE) 139 (Figure 6.21a). As trial reaction coordinates, we tested a number of geometrical indexes describing the average distance between the aforementioned side chains and the center of mass of the tryptophan indole ring. A good correlation was achieved for the average distance between centers of mass, as shown in Figure 6.21(b).

Figure 6.21 (a) The amino acid side chains that are in close proximity to tryptophan in the folded structure of snase. (b) Correlation of the average distance between the centers of mass of these amino acids and tryptophan with the value of the TRP-water RDF \( g \) at 0.4 nm.

However, while Royer’s kinetic measurements probe the solvent exposure of TRP, they indirectly measure the restructuring of the entire protein since it is impossible to imagine that the TRP pocket is its only part that is unfolding in these experiments. It is equally unreasonable to expect that changing the average size of the TRP pocket will trigger global unfolding of the protein in MD simulations. Therefore, the ensembles that we would generate in our MD volume calculations using this reaction coordinate will not
match the ensembles that evolve under experimental conditions. Thus, the tryptophan environment may not be a useful reaction coordinate for the volume profile method.

6.4. Conclusions

Here, we presented some preliminary results towards understanding the reaction coordinate for the unfolding of model peptides and proteins. An analysis of the Best-Hummer optimization in its application to the unfolding of a model helix showed that this procedure can be vulnerable to a wrong choice of structural parameters, thus leading to an unwanted bias in the composition of the optimized reaction coordinate. Therefore, in application to the unfolding of a polyalanine alpha helix and the staphylococcal nuclease protein, we explored some alternative approaches of an \textit{ad hoc} nature, which were more system-dependent and closely linked to the type of techniques used in the kinetic experiments. Encouraging results were obtained for the unfolding of helical systems, where selection of the essential structural parameters describing the process was based on the quality of kinetic data generated on reaction networks defined by a particular choice of these parameters. Although further analysis and computations are necessary to fully develop this approach, these preliminary results provide a useful framework upon which future studies can be built.
Chapter 7.

Concluding remarks and outlook

The goal of this work was to develop a computational methodology which can be used to provide a mechanistic interpretation of the effects of pressure on reaction systems in terms of their MD-calculated volume profiles. Two novel approaches were formulated, aimed at predicting the behaviour of chemical systems at high pressures and at elucidating TS structures for systems of varying complexity. The results presented in this work clearly demonstrate the efficacy and accuracy of volume profiles as computational mechanistic tools.

As an example of the utility of MD-calculated volume profiles for high pressure analysis, a comprehensive investigation of the effects of pressure on the methyl-methane hydrogen transfer system was presented in Chapter 2. The volume profile for the system was calculated and used in conjunction with the ambient pressure Gibbs energy profile to calculate high pressure Gibbs energy profiles. Consistent with the negative sign of the activation volume, the Gibbs activation energy for this reaction was found to decrease with pressure, which resulted in a complete elimination of the reaction barrier at a pressure of 125 kbar. High pressure enthalpy profiles were also calculated, and a reversal in the trend of the pressure-dependent activation enthalpies was found to occur after a threshold pressure of 500 bar. The pressure-induced viscosity effects for this system were found to be insignificant due to a relatively weak solvent-solute coupling, manifesting through the parallel alignment of reactant and product states on the 2D Gibbs energy surface in solvent-solute coordinates.

The demonstrated ability of pressure to push molecular systems towards the conformation with the smaller volume was harnessed in Chapter 3 for the control of molecular machines. This was exemplified by low-molecular-weight models of polythiophene molecular wires, displaying a shift in the Gibbs energy minimum from a twisted conformation at ambient pressure to a planar conformation at high pressure. The pressure needed to drive this transition was observed to be dependent on the level of substitution in the systems, indicating that a reduction of the required pressure could be achieved through a structural modification which changes the level of steric interactions.
We also proposed the first prototype of a pressure-driven unidirectional molecular rotor, which utilizes the fact that, whereas application of positive pressure drives a system towards its lowest volume conformation, the application of negative pressure will similarly drive the system towards its highest volume conformation. Analysis of a hypothetical prototype showed that a molecular system possessing a volume profile with extrema slightly shifted ahead of those of the Gibbs energy profile can be continuously propelled in a single direction via a sequence of positive and negative pressure pulses. A molecular rotor based on this model was proposed and tested, but further work is needed to suggest a potential synthetic prototype.

In Chapter 4, we developed and tested a novel methodology for the identification of TS ensembles using MD-calculated volume profiles in conjunction with experimentally-determined activation volumes. This method is particularly useful for conformationally flexible systems, where the TS structures are not easily obtainable using traditional computational methods due to the high dimensionality of the systems and long timescales of the required reaction simulations. We demonstrated the predictive power of this method through the accurate determination of the TS ensembles for two flexible systems in comparison with those determined by traditional, but time-consuming, computational techniques. In order to use this method to find the TS ensembles for larger, more complex systems, a properly defined reaction coordinate is needed. Some preliminary work towards understanding the mathematical form of a suitable reaction coordinate for systems with multiple reaction pathways was undertaken in Chapter 5. Using the Best-Hummer optimization procedure, we found that the kinetic accuracy of 1D Gibbs energy profiles was highly dependent on the functional form of the collective variables along which they were generated. We proposed a reaction coordinate with a new functional form, and showed that a 1D Gibbs energy profile along this coordinate can be used to accurately model the kinetics across the entire 2D surface. In Chapter 6, we presented some preliminary results towards the definition of a reaction coordinate for conformational changes in biological systems, ranging from a model helix to the staphylococcal nuclease protein.

In summary, the new methodology presented here constitutes an important step in developing theoretical and computational techniques aimed at describing high pressure systems and their transformations. Of particular interest are our results pertaining to the rational design of pressure-driven molecular machines and the determination of the
structure of unknown TS ensembles for flexible systems. The biggest challenge in extending the latter to larger systems of biological relevance is the lack of a conventionally accepted method for selecting a suitable reaction coordinate. Our analysis presented in Chapter 5 and the preliminary results of Chapter 6 will hopefully provide a good point of departure for further investigations.
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