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Abstract

Nuisance parameters increase in number with additional data collected. In dynamic models, this typically results in more parameters than observations making direct estimation intractable. The Laplace Approximation is the standard tool for approximating the high dimensional integral required to marginalize over the nuisance parameters. However the Laplace Approximation relies on asymptotic arguments that are unobtainable for nuisance parameters. The way to assess the quality of the Laplace Approximation relies on much slower MCMC based methods. In this work, a probabilistic integration approach is used to develop a diagnostic for the quality of the Laplace Approximation.
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Chapter 1

Introduction

Nuisance parameters increase in number with additional data collected. In dynamic models, this results in more parameters than observations making direct estimation intractable. Typical strategies involve treating nuisance parameters as random effects in an EM formulation where evaluation of the expectation requires a high dimensional integral over the nuisance parameters or directly marginalizing out the nuisance parameters while optimizing over the structural parameters. When the required integral is analytically intractable, numerical methods can be applied over the high dimensional space. The computational power required to perform integration of a sufficiently dense grid of high dimensional points makes numerical solvers infeasibly slow. Using a less dense grid makes the numerical integration computationally feasible but results in a biased integral. Although, Monte Carlo integration is an option, the high dimensional nature of the problem makes it infeasibly slow to test and iterate a variety of model formulations.

Laplace approximations use a second order Taylor approximation to the nuisance parameter portion of the likelihood, which, under asymptotic arguments result in an analytic expression for the integral. The speed of the approach has led to the wide spread success of the Laplace Approximation and its versatility has seen its expansion into Bayesian methods via Integrated Nested Laplace Approximation [2]. Despite its success, the Laplace approximation relies on asymptotic arguments that are unattainable in the nuisance parameter case where the number of parameters grows with the number of observations. Coarse grid numerical integration or Laplace Approximation methods provide answers but do not provide a sense of how far it might be from the actual integral. Currently the only way to assess the quality of the Laplace approximation is to re-fit the model using MCMC, but that requires re-formulating the model into a Bayesian context to ensure ergodicity of the Markov Chain.

This paper explores the use of probabilistic numerical methods for producing diagnostics for the quality of the Laplace Approximation. The probabilistic integration based method evaluates the nuisance parameter integral while characterizing the uncertainty induced by
integrating over a computationally feasible coarse grid. The result is a diagnostic tool for assessing the quality of the Laplace Approximation.

1.1 Laplace Approximation

Consider the function \( f(\theta, t) \) with nuisance parameters \( t \) and structural parameters \( \theta \), where we wish to marginalize over \( t \)

\[
f(\theta) = \int_{T} f(\theta, t) dt,
\]

(1.1)

The Laplace approximation (LA) is used to approximate the integral in (1.1) using a Taylor expansion over \( \log[f(\theta, t)] \) around its maximum \( \hat{t} \) so that the first derivative term is zero,

\[
\log[f(\theta, t)] \approx \log[f(\theta, \hat{t})] - \frac{1}{2} (t - \hat{t})^2 \left(- \frac{d^2}{dt^2} \log[f(\theta, \hat{t})]\right).
\]

(1.2)

Exponentiating both sides of 1.2 and integrating gives the desired integral,

\[
\int_{T} \exp\{\log[f(\theta, t)]\} dt = \int_{T} f(\theta, t) dt
\]

\[
\approx \int_{T} \exp\left\{\log[f(\theta, \hat{t})] - \frac{1}{2} (t - \hat{t})^2 \left(- \frac{d^2}{dt^2} \log[f(\theta, \hat{t})]\right)\right\} dt
\]

\[
= f(\theta, \hat{t}) \int_{T} \exp\left\{- \frac{1}{2} (t - \hat{t})^2 \left(- \frac{d^2}{dt^2} \log[f(\theta, \hat{t})]\right)\right\} dt. \tag{1.3}
\]

The integrand in (1.3) is the kernel of a Normal distribution with an analytic solution,

\[
\int_{T} f(\theta, t) dt \approx f(\theta, \hat{t}) \sqrt{2\pi \left(- \frac{d^2}{dt^2} \log[f(\theta, \hat{t})]\right)^{-1}}. \tag{1.4}
\]

The advantages of using LA are the analytic expression and low computational cost because it only requires calculation of a second derivative [2, 6]. The approximation result is exact if \( f(\theta, t) \) an exponentiated quadratic over \( T \). Deviation from this necessary shape is a common occurrence in nuisance parameter, particularly when in non-linear state space models.

1.2 Motivation

This paper builds a fast diagnostic tool to assess the quality of the LA rather than reformulating the model for Monte Carlo nuisance parameter marginalization. Based on Chkrebtii et al [1], we use a probabilistic integrator over a coarse numerical grid of \( t \) in order to
approximate \( f(\theta, t) \) and its marginal \( f(\theta) \) while characterizing the uncertainty around a coarse resolution integral.
Chapter 2

Methodology

2.1 Probabilistic Solver

In this paper, we define a fast diagnostic tool for assessing the quality of the LA. Although LA is often used to marginalize a likelihood or posterior, for simplicity of terminology we consider the full function \( f(\theta, t) \) and the target function \( f(\theta) = \int_T f(\theta, t) dt \) for some value of \( \theta \).

The proposed probabilistic numerical integration strategy uses a Gaussian Process (GP) prior to model \( f(\theta, t) \) and \( f(\theta) \) as the random variables \([\mu, \mu_t|\theta, \Psi]\), where \( \mu_t \) is the random variable that will be used to model the full function \( f(\theta, t) \), and \( \mu \) models the target function \( f(\theta) \). The vector \( \Psi \) contains hyper-parameters for the Gaussian Process model and \( \theta \) is an auxiliary variable as define in Section 1.1. The GP prior is updated conditional on model interrogations \( f = \{ f(\theta, s) | s = s_1, \ldots, s_c \} \) evaluated over a coarse grid of values of \( s \in T \). The proposed approach can be performed in one shot rather than sequentially over \( T \) as was necessary in [1]. The Bayesian nature of the integration method produces posterior samples from \([\mu | f]\) which can be compared to the value approximated using LA in order to assess the validity of LA for this model. If \( f(\theta) \) is shaped sufficiently like an exponentiated quadratic function with respect to \( t \), then the LA will be consistent with \( \mu | f \). If LA is not a reasonable approximation, alternative, slower marginalization methods should be used instead.

2.2 Probabilistic Solver Prior

Using superscript 0 to represent that 0 additional data has been added to the model, the GP prior on \([\mu^0, \mu_t^0|\theta, \Psi]\), depends on hyper-parameters \( \Psi = [m^0, m_t^0, C^0, C_t^0, \alpha, \lambda] \), where \( m^0, m_t^0 \) are the prior means for \( \mu^0, \mu_t^0 \) respectively with corresponding covariances \( C^0, C_t^0 \) and GP tuning parameters \( \alpha \) and \( \lambda \).
The prior means, $m^0$ and $m^0_t$, are selected under the assumption that the LA is accurate. This implies that $m^0_t$ should be chosen to be shaped as a Gaussian density with location $\hat{t}$, the maximum value of $f(\theta, t)$, and scale equal to $\left(-\frac{d^2}{dx^2}\log[f(\theta, \hat{t})]\right)^{-1}$. The prior $m^0$ is shaped as the corresponding Gaussian density integrated over the interval $(t_1, t_n)$. The GP model is evaluated on the set of points $t \in \mathcal{T}$, where $s \subset t = \{t_1, \ldots, t_n\}$ and $c \leq n$, but evaluation points, $t$, and interrogation points, $s$, have the same lower and upper bounds.

The GP covariance functions $C$ and $C_t$ are determined by the intrinsic correlation function (ICF) used to define the smoothness of $f$ and $\mu_t$ [4, 1]. The squared exponential covariance and the uniform covariance are two popular kinds of ICF (i.e. covariance kernels):

<table>
<thead>
<tr>
<th>Squared Exponential Covariance (Kernel)</th>
<th>$R_\lambda(t_j, t_k) = e^{-(t_j-t_k)^2/2\lambda^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform Covariance (Kernel)</td>
<td>$R_\lambda(t_j, t_k) = 1_{(t_j-\lambda, t_j+\lambda)}(t_k)$</td>
</tr>
</tbody>
</table>

The squared exponential covariance produces infinitely differentiable smooth functions. However, its unbounded support results in a high computational cost, especially in high dimensions or when the number of estimation points becomes large. The compactly supported uniform covariance function has adequate performance approximating many kinds of continuous functions at lower computational cost.

The covariance functions use $\alpha$ and $\lambda$ to define smoothness over evaluation and interrogation points. The model covariance terms are based on the ICF and the integrated ICF, $Q_\lambda(t_j, t_k) = \int_{t_j}^{t_k} R_\lambda(z, t_k)dz$,

$$C^0_{11} = C(t_j, t_k) = RR(t_j, t_k) = \alpha^{-1} \int_{t_j}^{t_k} R_\lambda(t_j, z) R_\lambda(t_k, z)dz, \quad (2.1)$$

$$C^0_{22} = C(t_j, t_k) = QQ(t_j, t_k) = \alpha^{-1} \int_{t_j}^{t_k} Q_\lambda(t_j, z) Q_\lambda(t_k, z)dz, \quad (2.2)$$

$$C^0_{12} = \int_{t_j}^{t_k} C^0_{11}(t_j, z)dz = RQ(t_j, t_k) = \alpha^{-1} \int_{t_j}^{t_k} R_\lambda(t_j, z) Q_\lambda(t_k, z)dz, \quad (2.3)$$

$$C^0_{21} = \int_{t_j}^{t_k} C^0_{11}(z, t_k)dz = QR(t_j, t_k) = \alpha^{-1} \int_{t_j}^{t_k} Q_\lambda(t_j, z) R_\lambda(t_k, z)dz. \quad (2.4)$$

The resulting GP model is

$$\begin{bmatrix} \mu^0_t(t_j) \\ \mu^0_t(t_k) \end{bmatrix} (t_j, t_k) \sim \mathcal{GP} \left( \begin{bmatrix} m^0_t(t_j) \\ m^0_t(t_k) \end{bmatrix}, \begin{bmatrix} C^0_{11} & C^0_{12} \\ C^0_{21} & C^0_{22} \end{bmatrix} \right). \quad (2.5)$$

The tuning parameter $\lambda$ represents the search range of the evaluation process in units of grid points of $s$. Increasing $\lambda$ increases the effective range over each evaluation action considered, consequently $\lambda$ is usually interpreted as a constant times the distance between two adjacent evaluation points (i.e. $t$). A larger $\lambda$ will help to reduce the bias of evaluation.
in a finer grid. However, if $\lambda$ is too large, it will expand computational burden without improving the accuracy of evaluation.

The second tuning parameter $\alpha$ is the prior precision parameter to control the variance of the evaluated mean surface. A small $\alpha$ introduces large variance on the values of $t \not\in s$. The tuning parameter $\alpha$ is often set to be a proportion of number of total observation points [4, 1]. If $\alpha$ is too large, the variance between each evaluation is small, but the bias may be large. Optimization of tuning parameters is discussed further in Section 2.6.

2.3 Updating the Mean and Covariance

The GP model $[\mu_0, \mu^0_t | \theta, \Psi]$ is updated by conditioning on model interrogations [5] $f = \{ f(\theta, s) \mid s = s_1, \ldots, s_c \}$:

$$
\begin{bmatrix}
\mu^1(t_j) \\
\mu^1(t_k)
\end{bmatrix} \sim \mathcal{GP}\left( m^1(t_j), m^1(t_k) ; 
\begin{bmatrix}
C^1(t_j, t_j) & \int_0^{t_j} C^1(z, t_k)dz \\
\int_0^{t_j} C^1(z, t_k)dz & C^1(t_k, t_k)
\end{bmatrix} \right).
$$

(2.6)

Interrogation points $f$ are evaluated exactly and all in one shot, unlike in [1], where their differential equation model structure requires $f$ to be sequentially predicted ahead and sampled with uncertainty. The uncertainty in $\mu$ is the combination of the prior and $f$ in a mixture defined by the proximity of $t$ to $s$.

The Updates:

1. Update the mean surface of the full and target functions at locations $t_j, t_k \in t$

$$m^1(t_j) = m^0(t_j) + C^0(t_j, s) \left( C^0(s, s) \right)^{-1} (f - m^0_t(s))$$

$$m^1(t_k) = m^0(t_k) + \int_{t_1}^{t_k} C^0(z, s)dz \left( C^0(s, s) \right)^{-1} (f - m^0_t(s))$$

2. Update the covariance surfaces at locations $t_j, t_k \in t$

$$C^1(t_j, t_j) = C^0(t_j, t_j) - \left\{ C^0(t_j, s) \right\} \left( C^0(s, s) \right)^{-1} \left\{ C^0(t_j, s) \right\}^\top$$

$$C^1(t_k, t_k) = C^0(t_k, t_k) - \left\{ \int_{t_1}^{t_k} C^1(z, s)dz \right\} \left( C^0(s, s) \right)^{-1} \left\{ \int_{t_1}^{t_k} C^1(z, s)dz \right\}^\top$$

2.4 The Covariance Kernels

The evaluation result on the same target distribution is different by using different kernels. In Figure 2.1a, the uniform kernel “jumps” to 1 if the distance between two evaluation points is less than $\lambda$. Otherwise, it returns 0. On the other hand, the squared exponential kernel produces a smoother covariance surface as shown in Figure 2.1b.
2.5 Probabilistic Solver in higher Dimensions

The purpose of this paper is to produce a diagnostic tool to assess whether LA is valid for marginalizing a function. In this section, methodology is expanded from one dimension to higher dimensional cases while maintaining a low computational cost for the probabilistic solver.

We first expand the probabilistic solver outlined in Section 2.2 into two dimensions on \( n \) evaluation points, where for clarity of exposition we expand notation of the evaluation set into the two dimensional variable, \((x, t) = [(x_1, t_1), \ldots, (x_n, t_n)] \in X \times T\). Similar to before, \( \mu_{x,t} \) is the full function and \( \mu \) is the target function. The prior of \( \mu_{x,t} \) and \( \mu \) can be built analogous to (2.1)-(2.4) as the product of corresponding kernels and their integrals:

\[
RR([x_j, t_j], [x_k, t_k]) = \alpha^{-1} \int_T \int_X R_\lambda([x_j, t_j], [w, z]) R_\lambda([x_k, t_k], [w, z]) \, dwdz, \tag{2.7}
\]

\[
QQ([x_j, t_j], [x_k, t_k]) = \alpha^{-1} \int_T \int_R Q_\lambda([x_j, t_j], [w, z]) Q_\lambda([x_k, t_k], [w, z]) \, dwdz. \tag{2.8}
\]

Next we expand into \( M \) dimensions \( T = [t_1, \ldots, t_M] \in T_1 \times \cdots \times T_M \) where GP parameter \( \lambda \) is a vector of tuning parameters. Under this scenario, \( \mu \) represents the target function and \( \mu_T \) represent the full function. The uniform kernel is a \( M \) dimensional convolution over points \( Z \in T_1 \times \cdots \times T_M \):

\[
RR(T_j, T_k) = \int_{T_1} \cdots \int_{T_M} \prod_{m=1}^M \alpha^{-1}_m R_\lambda(T_j, Z_m) R_\lambda(T_k, Z_m) dZ_m, \tag{2.9}
\]

\[
QQ(T_j, T_k) = \int_{T_1} \cdots \int_{T_M} \prod_{m=1}^M \alpha^{-1}_m Q_\lambda(T_j, Z_m) Q_\lambda(T_k, Z_m) dZ_m.
\]
2.6 Tuning Parameters

There are two parameters to be chosen before using our method, $\lambda$ and $\alpha$. The parameter $\lambda$ controls the “search range” in both kernels. The value of $\lambda$ represents the tolerance of the kernel estimation. As $\lambda$ increase, the kernels’ surfaces become smoother up to a certain point. The result is highly dependent on the true shape of the target distribution, so the shape of the kernel is not the dominant factor during evaluation. In past studies, points are on a regular grid and the value of $\lambda$ is set to be 1.5 times the distance between neighbouring points [1]. Parameter $\alpha$ is the prior precision. Large $\alpha$ guarantees each sampling result will be similar. The suggested $\alpha$ is equal to the ratio of the scale of inputs and outputs [4] in the one dimensional cases. It is not possible to apply this rule in high dimensional cases.

In this paper, we provide a rule of thumb for $\lambda$ and $\alpha$ based on our optimization experiments. The choice of $\lambda$ and $\alpha$ is essentially a choice between variance and bias. A higher $\lambda$ or a higher $\alpha$ will make the evaluation results of different samples have smaller variation (low variance), but the evaluation results will be systematically far away from the true value (high bias) and vice-versa. In order to choose the proper $\lambda$ and $\alpha$, a genetic optimization algorithm is used to minimize the difference between the approximated function and the real function. Since our goal is to integrate the full function over the interval specified by $t$, we consider quality of approximation based on the estimated integral evaluated at the end point.

There are two risk functions which we use for optimization. The $\mu(\hat{x})$ and $f(\theta|\hat{x})$ represent the estimated value and true value of the target function on the last evaluational point $\hat{x}$ respectively.

$$D_{tuning} = \sum_{i=1}^{B} (\mu_i(\hat{x}) - f(\theta|\hat{x}))^2$$

$$D_{tuningabs} = \sum_{i=1}^{B} |\mu_i(\hat{x}) - f(\theta|\hat{x})|$$

For the optimization experiments we consider, a one-dimensional standard normal distribution (STN) for the purpose of computational convenience and the diagnostics. In the one dimensional case, we can use the tuned $\alpha$ and $\lambda$ directly. In the high dimension case, we use it as a reasonable starting point. In this section, we set the number of interrogation points, $c = 5$, the magnification between observational points and evaluational points, $\omega = 1$, the number of samples at each evaluation point, $B = 2000$.

We use a genetic optimization algorithm [3] and constrain that the optimized point have to the search interval for $(\lambda, \alpha)$ is $(1, 5) \times (1, 100)$. This optimization interval is decided by the two reasons: First, the variation of evaluation result is relatively constant after $\lambda$ and $\alpha$ reach to certain level based on our testing experiment. If the uniform kernel is used,
the evaluation result would not change that much after $\lambda > 5$ in one dimensional cases. Otherwise, if the squared exponential kernel is used, the $C_{11}$ will become singular when $\lambda > 5$. The evaluation result is relatively constant when $\alpha > 50$, we double the boundary range in order to increase the chance that the global minimal is reached. The number of optimization particles used by the optimizer is 2500, and the maximum iterations of \textit{genoud} is equal to 10000. Both risk functions have their pros and cons. The gradient in $D_{tuning}$ function is easier to find, but it amplifies the error when the evaluational result is far away from the true result. On the other hand, the $D_{tuningabs}$ is a more robust risk function. However, it is hard to find the derivative on some combinations of $\alpha$ and $\lambda_c$.

When the uniform kernel is used, the optimization results on $D_{tuning}$ are shown below:

![Graph](image)

(a) The uniform kernel is used when optimized $D_{tuning}$.

(b) The squared exponential kernel is used when optimized $D_{tuning}$.

Figure 2.2: When the target distribution is an one dimensional standard normal distribution, $\alpha \in [1 : 100], \lambda_c \in [1 : 5]$, the behaviour of $D_{tuning}$

The behaviour of $D_{tuning}$ is shown in Figure 2.2. If uniform kernel is used, the $D_{tuning}$ increases when $\alpha$ is small, which is shown in Figure 2.2a. If squared exponential kernel is used, the $D_{tuning}$ has similar behaviour, but when $\alpha$ is small, the value of $D_{tuning}$ is smaller if $\lambda$ is smaller. The uniform kernel tends to have worse evaluational result than the squared exponential kernel, because the full function is a standard normal distribution.

When $D_{tuningabs}$ is the risk function, the optimization result on the Figure 2.3 has similar shape compared to $D_{tuning}$, but the range of the error is larger than the range in $D_{tuning}$ when squared exponential kernel is used. Also, it is easier to see the changes of the fluctuation of the difference, especially when uniform kernel is used in Figure 2.3a. When $D_{tuningabs}$ is the risk function, the tuning result is shown in table 2.1. The optimal $\lambda_c$ is 1.000419 if squared exponential kernel is used, which is similar to Chkrebtii[1] suggest in her paper, but the choice of $\alpha$ is much larger compared to Skilling and Chkrebtii used[4][1].
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(a) The uniform kernel is used when optimized $D_{tuningabs}$.

(b) The squared exponential kernel is used when optimized $D_{tuningabs}$.

Figure 2.3: When the target distribution is an one dimensional standard normal distribution, $\alpha \in [1 : 100]$, $\lambda_c \in [1 : 5]$, the behaviour of $D_{tuningabs}$.

Table 2.1: The tuning result of $\alpha$ and $\lambda_c$ ($\hat{\alpha}$ and $\hat{\lambda}_c$) in one dimensional Cases

<table>
<thead>
<tr>
<th></th>
<th>Uniform Kernel</th>
<th>Squared Exponential Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\alpha}$</td>
<td>99.126495</td>
<td>64.710878</td>
</tr>
<tr>
<td>$\hat{\lambda}_c$</td>
<td>1.000419</td>
<td>3.687494</td>
</tr>
<tr>
<td>$D_{tuningabs}$</td>
<td>100</td>
<td>65.077103</td>
</tr>
<tr>
<td>$D_{tuning}$</td>
<td>1</td>
<td>2.913376</td>
</tr>
</tbody>
</table>

It is doubtful that genoud method converges to the global minimum, because the optimization process is stopped when the maximum number of iterations is hit, and the reason is at least one gradient is larger than the tolerance, $10^{-3}$. The gradient, which is closest to 0, is called the optimal gradient in this paper. The optimal gradient, when the uniform kernel is used, is $-2.921819$. The optimal gradient, when the squared exponential kernel is used, is $7.222098 \times 10^{-3}$. This is also evidence to show the evaluation result will have more variance but less bias if uniform kernel is used, and the result will have more bias but less variance if the squared exponential kernel is used. This means the global minimum would be somewhere else within the boundary area or even outside of boundary. However, the value of $D_{tuning}$, which is on the chosen $\alpha$ and $\lambda_c$, within the global minimal area. Although the global minimum of $D_{tuning}$ may not be reached, the chosen $\alpha$ and $\lambda_c$ is a reasonable starting point to provide a low $D_{tuning}$.

We tried 1000, 5000, and 10000 as the maximal number of iterations, the genoud method cannot find the global minimum and the optimal $D_{tuning}$ is similar under all three scenarios. We choose a maximal number of iterations of 1000 in this paper for computational convenience.
2.7 Simple Experiments

Our method provides the distribution of the target function at the upper boundary of the interval. If the LA produces a value consistent with the density, then LA is considered a valid method, otherwise LA is not reasonable and alternative methods should be used. If LA gives a value below the distribution of probabilistic integrals, the full function has wider tails than would be expected from an exponentiated quadratic.

For the convenience of comparing and computational cost, we set the number of observations points \( c \) is equal to 5; the magnification between observational points and evaluational points (i.e. \( \omega \)) is equal to 10; the number of sample \( B \) is equal to 50; the tuning parameters \( \alpha \) and \( \lambda_c \), were set as per the optimization results above. The target distribution is a one dimensional (positively skewed) Gamma distribution with shape parameter of 2 and rate parameter of 4.

In this section we compare the evaluation results and computational costs between the squared exponential kernel and the uniform kernel [4][1]. In the one dimensional case, the computational time for both kernel are around 6.5 seconds. In the two dimensional case, the computational time of the squared exponential kernel is around 2800 seconds, and it is around 2200 seconds for the uniform kernel. This is an evidence that uniform kernel has lower computational cost. In addition, the evaluational results are shown in Figure 2.4.
The variance and bias trade off not only exists in the choice of \( \lambda_c \) and \( \alpha \) but also in the kernel selection. Here the \( \hat{\lambda}_c \) and \( \hat{\alpha} \), which are different for each kernel, are chosen for minimize the \( D_{tuning} \). The full function is non-stationary in that it changes rapidly on the left and the high skew produces slower changes on the upper tail. The uniform kernel “learns” the convex shape around the mode and applies it to the next evaluation action. The squared exponential kernel does an excellent job on the left side of the target distribution. However, the kernel assumes a stationary and symmetric function. The squared exponential kernel “thinks” the full function between the fourth and fifth observational point will have a similar shape as the last step and it does not want to underestimate it again, so it tends to change its shape and “give” a higher evaluation result. Nevertheless, the tail part of the true function is likely linear, so the evaluation result is way off at this part. The evaluation result of each sample is almost the same during the whole evaluational process.

The different properties of the two kernels also have an impact on the evaluation of the target function. The uniform kernel does not mimic the full function well on the left side of the mode, so this evaluation bias causes target function underestimate the true target function.
function. In Figure 2.4b, the curve of the evaluated target function is smaller than the true target function on the mode (i.e., third observational point), and the kernel tries to “fix” the problem by overestimating the target function of the distribution between third and fourth observational point, so the evaluated target function reach to 1 before the fourth observational point. On the other hand, the squared exponential kernel mimics the target function better than the uniform kernel, the estimated target function is the same as the true target function on the third observational point, but it underestimated the target function on between the third and fourth observational point, so it overestimates the target function between the fourth and fifth observational point. The evaluated target function reaches to 1 after the fourth observational point but has a similar evaluated result on the fifth point, which is shown in Figure 2.4e.

The result of the bias and variance tradeoff between kernels is highlighted in figures 2.4c and 2.4f where the integral result from the uniform kernel has larger variance but smaller bias compared the squared exponential kernel when applied to a skewed full function.

2.7.1 Choice of Evaluation Grid

With an increasing size for $c$, we explore two ways of choosing $(s)$: “standard deviation extend” method and “fill in” method. In “standard deviation extend”, the total evaluation range is extended when adding more points. The “fill in” method uses a fixed range for $s$ and adds more information by shortening the distance between points.

The uniform kernel is used for saving computational time. The full function is still a positively skewed one dimensional gamma distribution. All settings are the same as in Section 2.7 except the number of observational points increases to 7.
Figure 2.5: The first row represents the evaluated results with the true values of the full function, the target function, and the histogram of evaluated target function on the last evaluation point when the “fill in” method is used. The second row represents the corresponding evaluated results with the true values when the “standard deviation extend” method is used, and the vertical line is the LA value.

The results of changing $c$ is shown in Figure 2.6 based on the “standard deviation extend method”. As seen in Figures 2.4a and 2.5d, the problem of overestimation between third and fourth observational points is not solved, compare to the evaluational result when there is 5 observational points. The evaluational accuracy is increased, because the mode and the mean of the histogram in Figure 2.5c is on the left side of 1.20, and the mode and the mean of the histogram in Figure 2.4c is on the right side of 1.20. In other words, when $c$ equals to 5, it has already detected the difference between the target distribution and evaluational result well. On the other hand, the “standard deviation extend” method increases the search range by one standard deviation on each side, but the evaluational result is worse when the number of observational points is larger.

When “standard deviation extend” method is used (i.e. Figure 2.6), the estimation bias increase when the number observational points increase. The more observational points means more of the tail part of the target distribution is evaluated, and there are extra estimation bias on the extended tail part of the target distribution. On the other hand,
Figure 2.6: The histogram on the last evaluational point when “standard deviation extend” method for $c = 5$, 7, 9, 11, 15, and 17 respectively, the vertical line is the LA value.
when “fill in” method is used (i.e. Figure 2.7), the estimation variance decrease when the number of observational points increase. The estimation range of the target distribution is not change, but more observational points give a more precise estimation on the fix range. For the remainder of the paper, the number of observational points is set to 5 to maintain a low computational requirement while maintaining a decent job on detecting the difference between the evaluational result and target distribution. When the number of observational points is set to 5, there are no difference related to the method used.

Figure 2.7: The histogram on the last evaluational point when “fill in” method for $c = 5, 7, 9, 11, 15,$ and $17$ respectively, and the vertical line is the LA value.
Chapter 3

Applications

We apply our normality check method to a two dimensional cases. In this chapter, we test our method on three multivariate distributions. The test range interval is two standard deviations on each side of the mean based on the assumption that the full function is shaped as a Normal distribution. This range corresponds to an integral of the target function of 0.9545 if LA is exact. The number of evaluation points in $t$ and the number of samples are both set to 50 in two dimensional cases due to the limits of computational power and API usage of the library $ploty$. The uniform kernel is used in this case for the sake of time saving and lower bias in high dimensional case.

3.1 One Dimensional Normal Distribution

In this subsection, the target distribution is a one dimension normal distribution with mean equal to 2.6 and standard deviation equal to 9.327118. The $\alpha$ and $\lambda_c$ equal to 99.93421 and 1.00554 respectively.

The estimation result of the full function and the target function of the target distribution as shown in Figure 2.4. Comparing Figure 3.1a to Figure 3.1d and Figure 3.1b to Figure 3.1e, the estimation result of the full function and the target function on the estimation points, which are not observational points, has larger variance when the uniform kernel is used. On the other hand, the bias of estimations of these two kernels are similar. In this special case, the squared exponential kernel gives a perfect estimation result, because it is similar to the normal distribution.

3.2 Bivariate Normal Distribution

In this subsection, we apply our method on a bivariate normal distribution with mean vector equal to $\begin{bmatrix} 2.6 \\ 2.6 \end{bmatrix}$ and variance covariance matrix equal to $\begin{bmatrix} 2.61 & 1.68 \\ 1.68 & 8.91 \end{bmatrix}$. The $\alpha$ and $\lambda_c$
Figure 3.1: The first row represents the evaluated results and true values of the full function, the target function, and the histogram of evaluated target function on the last evaluation point when the uniform kernel is used. The second row represents the corresponding evaluated results with true values when the squared exponential kernel is used, and the vertical line is the LA value.
equal to 99.93421 and 1.00554 respectively.

Figure 3.2

Figure 3.2 shows the estimated result of the full function of target distribution. This shows that the square exponential kernel (i.e. Figure 3.2a) cause much smaller variance than uniform kernel (i.e. Figure 3.2b) during estimation. On the other hand, the squared exponential kernel tends to underestimated the target function after a certain point.

Figure 3.3

The estimation of target function shows a similar result. The Figure 3.3b shows that the square exponential kernel causes a smaller variance compare to the uniform kernel (i.e Figure 3.3a), and this result is also shown on the histogram of evaluation on the last point of target function. Although the square exponential kernel tends to slightly underestimated
the target function, which is shown in Figure 3.4. However, it is hard to conclude a variance and bias trade off here.

![Figure 3.4](image)

(a) The histogram of evaluating target function on the last estimation point by using uniform kernel, and the vertical line is the LA value.

(b) The histogram of evaluating target function on the last estimation point by using square exponential kernel, and the vertical line is the LA value.

The square exponential kernel tends to give a better approximation result when the full function is a multivariate normal distribution, because it has much smaller variance and negligible bias compared to the uniform kernel.

### 3.3 T Distribution

The T distribution behaviour is asymptotically equivalent to a normal distribution when the degrees of freedom, \( \nu \), becomes larger. However, when \( \nu \) is small, the T distribution has a fatter tail. In this example, we choose a T distribution shifted and scaled to have same value of mean and variance parameters of the normal distribution in Section 3.1, and \( \nu \) equals to 5 making it an approximation to the normal distribution used in Section 3.1 in order to assess if the algorithm can assess differences in target function for these distributions.

#### 3.3.1 One Dimensional T Distribution

The variance bias trade off is shown in Figure 3.5. The estimation results of full function and target function have larger variance when uniform kernel is used. In addition, the square exponential kernel tends to underestimate the target function when we compare Figure 3.5b
to Figure 3.5e. The estimation result of the target function by the square exponential kernel is usually smaller than the true value, but the estimation result of the target function by the uniform kernel is approximately evenly distributed on both sides of the true value. This conclusion is also supported by the histogram of the evaluation result of target function on the last evaluational point, the peak of the histogram, which square exponential kernel is used, in Figure 3.5c is on the left of the true value. On the other hand, the peak of the histogram, in which the uniform kernel is used, in Figure 3.5f is evenly distributed on both sides of the true value.

Figure 3.5: The first row represents the evaluated results and the true values of the full function, the target function, and the histogram of evaluated target function on the last evaluation point when the uniform kernel is used. The second row represents the corresponding evaluated results with the true values when the squared exponential kernel is used, and the vertical line is the LA value.

3.3.2 Two Dimensional T distribution

The target multivariate T distribution is a non-perfect approximation with \( \nu \) equals to 5 of a bivariate normal distribution with mean vector equal to \( \begin{bmatrix} 2.6 \\ 2.6 \end{bmatrix} \), and scale matrix equal to \( \begin{bmatrix} 2.61 & 1.68 \\ 1.68 & 8.91 \end{bmatrix} \). The variance-covariance matrix equals to scale matrix times \( \frac{\nu}{\nu - 2} \)
Figure 3.6 shows the estimated result of target distribution’s full function. This shows the square exponential kernel (i.e. Figure 3.6a) causes smaller variance than the uniform kernel (i.e. Figure 3.6b) during estimation.

The estimation of target function shows similar result. Figure 3.7b shows the square exponential kernel causes a smaller estimation variance compared to the uniform kernel (i.e Figure 3.7a). On the other hand, the square exponential kernel tends to underestimated the target function. This result is also shown on the histogram of evaluation on the last point of target function in Figure 3.8.
3.3.3 Conclusion

The multivariate t distribution is a non-perfect approximation of a related multivariate normal distribution when \( \nu \) is small. However, our algorithm is capable to detect the difference of the distributions which have similar but not identical densities.

If the multivariate t distribution’s mean vector and scale matrix are the same as a multivariate normal distribution’s mean vector and variance-covariance matrix, the estimation result of the multivariate normal distribution’s target function has smaller estimation variance compared to the multivariate T distribution in both the one dimensional and two dimensional cases. This means the estimation on the target function of the target distribution will have a larger variance when it is farther from normality.

3.4 Gamma Distribution

The gamma distribution behave differently than normal distribution, because its support is \([0, \infty)\) and its shape can be non-symmetric. In this section, we choose a gamma function that is highly positively skewed and we expect our estimation result will be far off from the true result. The values of the shape and rate parameters are equal to 2 and 4 respectively.
3.4.1 One Dimensional Gamma Distribution

As it is shown in Figure 3.9, the estimation results of the full function and the target function have larger estimation variance when the uniform kernel is used. In addition, both kernels tend to overestimate the target function, but the uniform kernel gives a closer estimation to the true value compared to the square exponential kernel when we compare Figure 3.9b to Figure 3.9e, because the mode of the histogram is close to 1. We will discuss this in more detail in Section 3.5.

![Figure 3.9](image)
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Figure 3.9: The first row represents the evaluated results and true values of the full function, the target function, and the histogram of evaluated target function on the last evaluation point when the uniform kernel is used. The second row represents the corresponding evaluated results with true values when the squared exponential kernel is used, and the vertical line is the LA value.

3.4.2 Two Dimensional Gamma Distribution

The target two dimensional gamma distribution is created by two independent gamma distribution with values of the shape and the rate parameters equal to 2 and 4 respectively. It is a highly skewed distribution, and we expected the estimation of the target function is bad.
Figure 3.10

Figure 3.6 shows the estimated result of the target distribution’s full function. This shows the square exponential kernel (i.e. Figure 3.10a) causes larger estimation bias than uniform kernel in the tail (i.e. Figure 3.10b).

Figure 3.11

Because the number of samples, $B$, is small, the estimation of the target at the final point shows similar results. Figure 3.11b shows the square exponential kernel provides almost identical results to the uniform kernel (i.e. Figure 3.11a). Moreover, the square exponential kernel tends to slightly overestimate the target function, which is shown in Figure 3.12.
3.5 Estimation performance on different distributions

In this section, we use $B = 10^5$ samples in order to test the performance of each kernel and examine the density via a histogram of the last evaluation point. The range of the histograms’ plots is set from 0.5 to 1.5 when target distribution is either the normal distribution or the T distribution, and we set the range of the histograms’ plots from 0.5 to 1.5 when the target distribution is gamma distribution.
Figure 3.13: The first row represents the evaluated target function of normal, T, and gamma distribution with the uniform kernel respectively, and the second row represents the evaluated target functions of normal, T, and gamma distribution with the square exponential kernel respectively, and the vertical line is the LA value.

In the one dimensional cases, the uniform kernel tends to slightly underestimate the target function when the target distribution is highly normal, but when the target distribution is highly positively skewed, it tends to overestimate the target function and is far away from the true target function.

On the other hand, the squared exponential kernel tends to give a better estimation when the target distribution is normal, because it has lower estimation and bias variance compared to uniform kernel. Moreover, it shows same trends as the uniform kernel, which is the overestimation will happened when the target distribution is highly positively skewed, and underestimation will happened when the target distribution is similar to normal but not normal. In addition, the squared exponential kernel have smaller estimation variance and larger estimation bias compared to the estimation result by using the uniform kernel when the target distribution is normal likely.
Figure 3.14: The first row represents the evaluated target functions of normal, T, and gamma distribution with uniform kernel respectively, and the second row represents the evaluated target functions of normal, T, and gamma distribution with square exponential kernel respectively, and the vertical line is the LA value.

In the two dimensional cases, both kernels have similar behaviour as they did in one dimension, but the scale of overestimation increases. In other words, the estimation’s bias increases when the dimension of the target distribution increases, when the full function is highly positively skewed. The estimated target function is mainly located on the left side of 1.2 in one dimensional cases, but it is located mainly on the right side of 1.2 in the two dimensional cases. This is shown in the comparison of Figure 3.14c and Figure 3.14f.
In addition, the variance and bias trade off is more obvious when the full function is normal or similar to normal. The estimations of the target function by using the uniform kernel on the last evaluation point have larger variances, but they are evenly distributed on both sides.
Moreover, both kernels tend to have higher estimation variance when the dimensionality of target distribution is higher and the target distribution is similar to normal, because we can tell the range of the histogram of estimating the target function of bivariate normal distribution (Figure 3.14a vs Figure 3.13a) and the two dimensional T distribution (Figure 3.14b vs Figure 3.13b) is larger compared to their one dimensional cases respectively.
In conclusion, the uniform kernel has small estimation bias and larger variance in the two dimensional cases. Compared to one dimensional cases, the estimation results have larger
bias and variance on the bivariate normal distribution and two dimensional T distribution, but they have larger bias and smaller variance on the multivariate gamma distribution.
Chapter 4

Discussion

4.1 Summary

In this paper, we define a new algorithm to test the appropriateness of the LA. This is equivalent to assessing the normality of a target distribution. We use a Gaussian process prior on the joint distribution of target and its integral and produce a posterior distribution in a single step update.

Before we start the evaluation process, we need to decide the way to select evaluation points, the number of observational points, and values of two tuning parameters, \( \lambda_c \) and \( \alpha \). We have two different ways to distribute observational points, and we decided to use the “fill-in” method, because additional efforts focused on the tails of the target do not increase the estimation accuracy that much. In addition, we find 5 observational points are good enough for one and two dimensional cases, because the test show it is enough to detect differences between the estimation result and Laplace Approximation. Using few points saves computational time and will make it possible to extend this work into higher dimensions.

We chose two different risk functions to find the optimal values of \( \lambda_c \) and \( \alpha \) when the target function is shaped like a normal distribution. Optimization in higher dimensional cases was left for future work because of the high computational cost.

Both the uniform kernel and the squared exponential kernel can be used for estimation. The uniform kernel tends to have better performance on the tail of the target distribution with lower computation cost in general, but the squared exponential kernel does a better job on smooth functions. We highlight the trade-off between kernels as a variance, bias trade-off based on our goal of estimating the integral of the full function. If the target distribution is normal distribution, the square exponential kernel performs uniformly better compare to uniform kernel, because of its structure is smooth, differentiable, and stationary. The uniform kernel has a larger estimation variance, but this does not mean uniform kernel is bad, because the true integral value is still included in the histogram of evaluated target function on the last evaluational point. More generally, we found that the uniform kernel
has a larger estimation variance but smaller estimation bias. The square exponential kernel underestimated the target function when it is symmetric but having fat tails. As a result the true value of target function is not within the histogram of posterior samples. When the number of dimension of the target distribution increases, the evaluation result changes as well. When a non-normal target distribution has higher dimension, the estimation result will have higher estimation bias but smaller estimation variance. On the other hand, the estimation bias is stable when target distribution is normal likely, but the estimation variance increase visibly.
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Appendix A

Construct the standard deviation surface

**Standard Deviation Surface(\(\hat{S}\)):**

1. Choose the corresponding variance matrix \(C\) and transform to symmetric matrix \(C^*\)
   \[ C^* = \frac{C + C^\top}{2} \]
2. Find the eigenvalue \(\lambda\) and eigenvector \(\nu\) of \(C^*\)
3. Making sure all eigenvalues are positive
   \[ \lambda^* = \begin{cases} 
   \lambda & \text{if } \lambda \geq 0 \\
   \lambda + |\min(\lambda)| & \text{if } \lambda < 0 
   \end{cases} \]
4. Transform \(\lambda^*\) into a diagonal matrix \(\lambda^{**}\)
5. Compute the standard deviation matrix
   \[ \sqrt{\Sigma} = \sqrt{\nu \lambda^{**} \nu^\top} = \nu(\lambda^{**})^{\frac{1}{2}} \]
6. Compute the standard deviation surface by sampling
   \[ \hat{S} = (\nu \lambda^{**})^{\frac{1}{2}} \mathcal{N}(0, I) \]
7. Repeat the sampling procedure (i.e. step 6) \(B\) times
Appendix B

Uniform kernel in one and high dimensions

B.1 R: Intrinsic correlation function (ICF)

B.1.1 1-D case

\[ R_\lambda(t_j, t_k) = 1_{(t_j - \lambda, t_j + \lambda)}(t_k) \]

B.1.2 2-D case

\[ R_{\lambda_x, \lambda_t}([x_j, t_j], [x_k, t_k]) = 1_{(x_j - \lambda_x, x_j + \lambda_x)}(x_k) 1_{(t_j - \lambda_t, t_j + \lambda_t)}(t_k) \]

B.1.3 N-D case

\[ R_\lambda(x_j, x_k) = \prod_{i=1}^{N} 1_{(x_{j(i)} - \lambda_{(i)}, x_{j(i)} + \lambda_{(i)})}(x_{k(i)}) \]

The product indicator is taken over the \( i^{th} \) row of the column vectors \( x_j, i = \{1, \ldots, N\} \) and \( \lambda_{(i)} \), where \( i \) denotes the dimension of the system.

B.2 Q: Integrated ICF

B.2.1 a to \( t_j \)

1-D case

\[
Q_\lambda(t_j, t_k) = \int_{t_j}^{t_k} R_\lambda(z, t_k) \, dz \\
= \int_{t_j}^{t_k} 1_{(z - \lambda, z + \lambda)}(t_k) \, dz \\
= \left[ \max\{t_j, t_k + \lambda\} - \min\{a, t_k - \lambda\} \right] 1_{(0, \infty)} \left[ \max\{t_j, t_k + \lambda\} - \min\{a, t_k - \lambda\} \right]
\]
2-D case

\[ Q_\lambda([x_j, t_j]; [x_k, t_k]) = \int_{x_j}^{x_k} \int_{t_j}^{t_k} R_{\lambda_x, \lambda_t}([x_j, t_j], [w, z])dw \, dz \]

\[ = \int_{x_j}^{x_k} \int_{t_j}^{t_k} 1_{(\lambda_x, \lambda_t)}([x_j, t_j], [w, z])dw \, dz \]

\[ = \min\{x_j, x_k + \lambda_x\} - \max\{a_x, x_k - \lambda_x\} \times \]

\[ \min\{t_j, t_k + \lambda_t\} - \max\{a_t, t_k - \lambda_t\} \times \]

\[ \lambda (0, \infty) \{\min\{x_j, x_k + \lambda_x\} - \max\{a_x, x_k - \lambda_x\}\} \times \]

\[ \lambda (0, \infty) \{\min\{t_j, t_k + \lambda_t\} - \max\{a_t, t_k - \lambda_t\}\} \]
B.3.3 N-D case

\[
RR_x(x_j, x_k) = \prod_{i=1}^{N} \alpha_i^{-1} \left[ \min(x_j, i), x_k, i) - \max(x_j, i), x_k, i) + 2\lambda(i) \right] \times \left[ \min(x_j, i), x_k, i) - \max(x_j, i), x_k, i) + 2\lambda(i) \right]
\]

The \( \alpha \) is a length \( N \) vector, and \( \lambda(i) \) is the \( i \)th row of it.

B.4 QR: The covariance of \( \mu_j^0 \) and \( \mu_i^0 \)

B.4.1 a to \( t_j \)

1-D case

\[
QR(t_j, t_k) = a_j^{-1} \int_0^t Q_x(t_j, z) R_x(t_k, z) dz
\]

\[
= a_j^{-1} \left\{ \left( t_j + \lambda \right) \left( \min(t_k + \lambda, t_j + \lambda) - \max(t_k - \lambda, t_j - \lambda + a) \right) - \frac{1}{2} \left[ \min(t_k + \lambda, t_j + \lambda)^2 - \max(t_k - \lambda, t_j - \lambda + a)^2 \right] \right\}
\]

\[
+ \left( t_j - a \right) \left( \min(t_k + \lambda, t_j + \lambda) - \max(t_k - \lambda, t_j - \lambda) \right)
\]

\[
+ \frac{1}{2} \left( \min(t_k + \lambda, t_j + \lambda) + (t_k - \lambda)^2 \right)
\]

\[
+ \frac{1}{2} \left( \min(t_k + \lambda, t_j - \lambda, t_j + \lambda + a) - t_k + \lambda \right)
\]

2-D case

\[
QR([x_j, t_j], [x_k, t_k]) = a_x^{-1} a_j^{-1} \int_0^t \int_0^t \int_0^t Q_x([x_j, t_j], [w, z]) R_x([x_k, t_k], [w, z]) dwdx dz
\]

\[
= a_x^{-1} a_j^{-1} \left\{ \left( [x_j + \lambda] \left( \min([x_k + \lambda, t_j + \lambda]) - \max([x_k - \lambda, t_j - \lambda + a]) \right) - \frac{1}{2} \left[ \min([x_k + \lambda, t_j + \lambda]^2 - \max([x_k - \lambda, t_j - \lambda + a]^2) \right] \right) \right\}
\]

\[
+ \left( t_j - a \right) \left( \min([x_k + \lambda, t_j + \lambda] - \max([x_k - \lambda, t_j - \lambda + a]) \right)
\]

\[
+ \frac{1}{2} \left( \min([x_k + \lambda, t_j + \lambda] + (t_k - \lambda)^2 \right)
\]

\[
+ \frac{1}{2} \left( \min([x_k + \lambda, t_j - \lambda, t_j + \lambda + a] - t_k + \lambda \right)
\]

\[
\times \left\{ \left( [x_j + \lambda] \left( \min([x_k + \lambda, x_j + \lambda] - \max([x_k - \lambda, x_j - \lambda + a]) - \frac{1}{2} \left[ \min([x_k + \lambda, x_j + \lambda]^2 - \max([x_k - \lambda, x_j - \lambda + a]^2) \right] \right) \right\}
\]

\[
+ \left( x_j - a \right) \left( \min([x_k + \lambda, x_j + \lambda] - \max([x_k - \lambda, x_j - \lambda]) \right)
\]
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N-D case

\[ QR_k(x_j, x_k) = \prod_{i=1}^{N} \alpha_{(i)}^{-1} \left\{ \left[ (x_{j,(i)} + \lambda_{(i)}(\min[x_{k,(i)} + \lambda_{(i)}, x_{j,(i)} + \lambda_{(i)}) - \max[x_{k,(i)} - \lambda_{(i)}, x_{j,(i)} + \lambda_{(i)}]) + \right. \right. \notag \\
\left. \left. \frac{1}{2}(\min[x_{k,(i)} + \lambda_{(i)}, x_{j,(i)} + \lambda_{(i)}) - \max[x_{k,(i)} - \lambda_{(i)}, x_{j,(i)} - \lambda_{(i)}]) + \right. \right. \notag \\
\left. \left. \max[x_{k,(i)} - \lambda_{(i)}, x_{j,(i)} + \lambda_{(i)}]) - \max[x_{k,(i)} + \lambda_{(i)}, x_{j,(i)} - \lambda_{(i)}]) + \right. \right. \notag \\
\left. \left. (x_{j,(i)} - a)(\min[x_{k,(i)} + \lambda_{(i)}, x_{j,(i)} - \lambda_{(i)}]) - \max[x_{k,(i)} - \lambda_{(i)}, x_{j,(i)} - \lambda_{(i)}]) + \right. \right. \notag \\
\left. \left. 10_\infty \{\min[x_{k,(i)} + \lambda_{(i)}, x_{j,(i)}] - \lambda_{(i)}\} - \max[x_{k,(i)} - \lambda_{(i)}, x_{j,(i)}] + \lambda_{(i)}) \right\} \right\} \notag \\
\notag \\
\notag \notag \\
\notag \notag \\
\notag \notag \\

Indefinite Integral

1-D case

\[ QR(t_j, t_k) = \alpha_t^{-1} \int_{\mathbb{R}} Q_{\lambda}(t_j, z) R_{\lambda}(t_k, z) dz \] 
\[ = \alpha_t^{-1} \int_{\mathbb{R}} 2\lambda (t_k - \lambda, t_j + \lambda) z dz \] 
\[ = \alpha_t^{-1} \int_{\mathbb{R}} 4\lambda^2 z dz \]

2-D case

\[ QR([x_j, t_j], [x_k, t_k]) = \alpha_t^{-1} \alpha_x^{-1} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} Q_{\lambda}([x_j, t_j], [w, z]) R_{\lambda}([x_k, t_k], [w, z]) dw dz \] 
\[ = \alpha_t^{-1} \alpha_x^{-1} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} 16\lambda^4 dw dz \]

N-D case

\[ QR_{\lambda}(x_j, x_k) = \prod_{i=1}^{N} \alpha_{(i)}^{-1} 4\lambda^2 \]
B.5 QQ: The variance of $\mu^0$

B.5.1 a to $t_j$

1-D case

$$QQ_\lambda(t_j, t_k) = \alpha^{-1} \int_{\mathbb{R}} Q_\lambda(t_j, x)Q_\lambda(t_k, x)dx$$

$$= \alpha^{-1} \left\{ (t_j - a)(t_k - a)(a + 2\lambda - \max\{t_k, t_j\}) ight.$$

$$+ \left. \frac{1}{2}(\min(t_k + \lambda, t_j + \lambda)^3 - \max\{t_k - \lambda, t_j - \lambda, a + \lambda\}^3) - \frac{1}{2}(t_k + t_j + 2\lambda)(\min(t_k + \lambda, t_j + \lambda)^2 - \max\{t_k - \lambda, t_j - \lambda, a + \lambda\}^2) \right.$$

$$\times (\lambda^2 + t_k\lambda + t_j\lambda + t_kt_j)(\min(t_k + \lambda, t_j + \lambda) - \max\{t_k - \lambda, t_j - \lambda, a + \lambda\}) \right.$$

$$+ \left. \frac{1}{2}(t_j - a)(\min(t_k - \lambda, a + \lambda)^2 - (t_j - \lambda)^2) + (t_j - a)(\lambda - a)(\min(t_k - \lambda, a + \lambda) - t_j + \lambda) \right.$$

$$+ \left. \frac{1}{2}(t_k - a)(\min(t_j - \lambda, a + \lambda)^2 - (t_k - \lambda)^2) + (t_k - a)(\min(t_j - \lambda, a + \lambda) - t_k + \lambda) \right.$$

$$+ \left. \frac{1}{2}(-\lambda^2 - t_k\lambda - t_j\lambda - t_kt_j)(\min(t_k + \lambda, t_j + \lambda) - \max\{t_k - \lambda, t_j - \lambda, a + \lambda\}) \right.$$

$$+ \left. \frac{1}{3}(\min(t_k - \lambda, t_j - \lambda, a + \lambda)^3 - (a - \lambda)^3) + (\lambda - a)(\min(t_k - \lambda, t_j - \lambda, a + \lambda)^2 - (a - \lambda)^2) + (\lambda - a)^2(\min(t_k - \lambda, t_j - \lambda, a + \lambda) - a + \lambda) \right.$$

$$+ \left. 4\lambda^2[\min\{t_k - \lambda, t_j - \lambda\} - \lambda - a] \right\} \left\{ \right.$$
\[ \mathbb{E}_{\beta}^n(\mathbf{x}) = \frac{1}{n^2} \sum_{i,j=1}^{n} \mathbb{E}_{\beta}^{ij}(\mathbf{x}) \]

where \( \mathbb{E}_{\beta}^{ij}(\mathbf{x}) \) is defined as:

\[ \mathbb{E}_{\beta}^{ij}(\mathbf{x}) = \frac{1}{\beta} \exp\left( \frac{-\beta}{2} \sum_{k=1}^{n} \left( x_k - \mathbf{x}_k \right)^2 \right) \]

for \( \beta > 0 \) and \( \mathbf{x} \in \mathbb{R}^n \), with \( \mathbf{x}_k \) being the \( k \)-th component of \( \mathbf{x} \).
(λ_1^2 + x_k\lambda_k + x_j\lambda_x + x_jx_k)(\min\{x_k + \lambda_x, x_j + \lambda_x\} - \max\{x_k - \lambda_x, x_j - \lambda_x, a_x + \lambda_x\})
+ \frac{1}{2}(x_j - a_x)(\min\{x_k - \lambda_x, a_x + \lambda_x\})^2 - (x_j - \lambda_x)^2 +
(x_j - a_x)(\lambda_x - a_x)(\min\{x_k - \lambda_x, a_x + \lambda_x\} - x_j + \lambda_x)
+ \frac{1}{2}(\min\{x_k - \lambda_x, x_j + \lambda_x\})^2 - \max\{x_j - \lambda_x, a_x + \lambda_x\})^2
+ \frac{1}{2}(\min\{x_k - \lambda_x, x_j + \lambda_x\} - x_j + \lambda_x)
+ 2\lambda_x[(x_j + \lambda_x)(\min\{x_k - \lambda_x, x_j + \lambda_x\} - \max\{x_j - \lambda_x, a_x + \lambda_x\}) -
\frac{1}{2}(\min\{x_k - \lambda_x, x_j + \lambda_x\})^2 - \max\{x_j - \lambda_x, a_x + \lambda_x\})^2
+ (x_k + \lambda_x)(\min\{x_k + \lambda_x, x_j - \lambda_x\} - \max\{x_k - \lambda_x, a_x + \lambda_x\})
+ \frac{1}{3}(\min\{x_k - \lambda_x, x_j - \lambda_x, a_x + \lambda_x\})^3 - (a_x - \lambda_xa)^3 +
(\lambda - a_x)(\min\{x_k - \lambda_x, x_j - \lambda_x, a_x + \lambda_x\})^2 - (a_x - \lambda_x)^2 +
(\lambda - a_x)^2(\min\{x_k - \lambda_x, x_j - \lambda_x, a_x + \lambda - a_x + \lambda\})
+ \frac{1}{2}(\min\{x_k - \lambda_x, x_j - \lambda_x, a_x + \lambda_x\} - a_x + \lambda_x)
+ 4\lambda_x^2(\min\{x_k - \lambda_x, x_j - \lambda_x\} - \lambda_x - a_x)
+ \frac{1}{2}(\min\{x_k - \lambda_x, x_j - \lambda_x, \lambda_xa\})^2 - (x_j - \lambda_xa)^2 +
(x_j - a_x)(\lambda_x - a_x)(\min\{x_k - \lambda_x, a_x + \lambda_x\} - x_j + \lambda_x)
+ \frac{1}{2}(\min\{x_k - \lambda_x, a_x + \lambda_x\})^2 - (x_j - \lambda_x)^2 +
(x_j - a_x)(\lambda_x - a_x)(\min\{x_k - \lambda_x, a_x + \lambda_x\} - x_j + \lambda_x)
+ \frac{1}{2}(\min\{x_k - \lambda_x, a_x + \lambda_x\} - x_j + \lambda_x)

\text{N-D case}

\text{QQ}_k(x_j, x_k) = \prod_{i=1}^{N} a_i^{-1} \left\{ (x_j - a_i)(x_k - a_i)(a_i + 2\lambda_i - \max\{x_k - a_i, x_j - a_i\}) \right\}
+ \frac{1}{2}(a_i + 2\lambda_i - \max\{x_k - a_i, x_j - a_i\})
+ \frac{1}{2}(\min\{x_k - a_i, x_j - a_i\} + \lambda_i)^2 - \max\{x_k - a_i, x_j - a_i - \lambda_i, a_i + \lambda_i\}^2 -
\frac{1}{2}(x_j - a_i)(\min\{x_k - a_i, x_j - a_i + \lambda_i\})^2 - \max\{x_k - a_i, x_j - a_i - \lambda_i, a_i + \lambda_i\}^2
+ (\lambda_i^2 + x_k\lambda_i + x_j\lambda_i + x_jx_k)(\min\{x_k + \lambda_i, x_j + \lambda_i\} - \max\{x_k - \lambda_i, x_j - \lambda_i - \lambda_i, a_i + \lambda_i\}^3 -
\frac{1}{2}(x_j + x_k + 2\lambda_i)(\min\{x_k + \lambda_i, x_j + \lambda_i\})^2 - \max\{x_k + \lambda_i, x_j - \lambda_i, a_i + \lambda_i\}^2
+ (\lambda_i^2 + x_k\lambda_i + x_j\lambda_i + x_jx_k)(\min\{x_k + \lambda_i, x_j + \lambda_i\} - \max\{x_k - \lambda_i, x_j - \lambda_i - \lambda_i, a_i + \lambda_i\}^3 -
\frac{1}{2}(x_j - a_i)(\min\{x_k - a_i, a_i + \lambda_i\})^2 - (x_j - \lambda_i)^2 +
(x_j - a_i)(\lambda_i - a_i)(\min\{x_k - a_i, a_i + \lambda_i\} - x_j + \lambda_i)
+ \frac{1}{2}(\min\{x_k - a_i, a_i + \lambda_i\} - x_j + \lambda_i)
\[ + 2\lambda(\{x_{j,(i)} + \lambda_{(i)}(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} + \lambda_{(i)}\}) - \max\{x_{j,(i)} - \lambda_{(i)} - a_{(i)} + \lambda_{(i)}\}) - \frac{1}{2}(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} + \lambda_{(i)}\})^2 - \max\{x_{j,(i)} - \lambda_{(i)} - a_{(i)} + \lambda_{(i)}\}^2) \\
1_{0, \infty}(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} + \lambda_{(i)}\}) - \max\{x_{j,(i)} - \lambda_{(i)} - a_{(i)} + \lambda_{(i)}\} \} \]

\[ + (x_{k,(i)} - a_{(i)})(\frac{1}{2}(\min\{x_{j,(i)} - \lambda_{(i)} - a_{(i)} + \lambda_{(i)}\})^2 - (x_{k,(i)} - \lambda_{(i)}))^2 + (\lambda_{(i)} - a_{(i)})(\min\{x_{j,(i)} - \lambda_{(i)} - a_{(i)} + \lambda_{(i)}\} - x_{k,(i)} + \lambda_{(i)}) \\
1_{0, \infty}(\min\{x_{k,(i)} + \lambda_{(i)} - x_{j,(i)} + \lambda_{(i)}\} - \max\{x_{k,(i)} + \lambda_{(i)} - a_{(i)} + \lambda_{(i)}\}) \\
1_{0, \infty}(\frac{1}{2}(\min\{x_{k,(i)} + \lambda_{(i)} - x_{j,(i)} + \lambda_{(i)}\})^2 - (x_{k,(i)} + \lambda_{(i)}))^2 + (\lambda_{(i)} + a_{(i)})(\min\{x_{j,(i)} + \lambda_{(i)} - x_{j,(i)} - \lambda_{(i)}\} - \max\{x_{k,(i)} + \lambda_{(i)} - a_{(i)} + \lambda_{(i)}\}) \\
1_{0, \infty}(\min\{x_{k,(i)} + \lambda_{(i)} - x_{j,(i)} + \lambda_{(i)}\} - \max\{x_{k,(i)} + \lambda_{(i)} - a_{(i)} + \lambda_{(i)}\}) \]

\[ + \frac{1}{3}(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} - \lambda_{(i)} + a_{(i)} + \lambda_{(i)}\}^3 - (a_{(i)} - \lambda_{(i)}a)^3) + (\lambda_{(i)} + a_{(i)})(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} - \lambda_{(i)} + a_{(i)} + \lambda_{(i)}\}^2 - (a_{(i)} - \lambda_{(i)}a)^2) + (\lambda_{(i)} + a_{(i)})(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} - \lambda_{(i)} + a_{(i)} + \lambda_{(i)}\} - a_{(i)} + \lambda_{(i)}) \\
1_{0, \infty}(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} - \lambda_{(i)} + a_{(i)} + \lambda_{(i)}\} - a_{(i)} + \lambda_{(i)}) \]

\[ + 4\lambda_{(i)}^2(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} - \lambda_{(i)}\} - \lambda_{(i)} - a_{(i)}) \\
1_{0, \infty}(\min\{x_{k,(i)} - \lambda_{(i)} - x_{j,(i)} - \lambda_{(i)}\} - \lambda_{(i)} - a_{(i)}) \]  

B.5.2 Indefinite Integral

1-D case

\[ \int_{R}^{Q_{\lambda}(t_{j}, t_{k})} = \alpha^{-1} \]
\[ \int_{-\infty}^{\infty} Q_{\lambda}(t_{j}, t_{k}) Q_{\lambda}(t_{k}, z) dz = \alpha^{-1} \]
\[ \int_{-\infty}^{\infty} 4\lambda^2 dz = 4\lambda^2 \]