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Abstract

Event-based control has gained significant interest from the research community in recent years because it allows better resource utilization in networked control systems. In this thesis, we propose an architecture for offering event-based control as a service from the cloud, which not only improves resource utilization but also reduces the cost and setup time of large-scale industrial automation systems. Providing event-based control from the cloud, however, poses multiple research challenges. We address two of the main challenges, which are mitigating long and variable network delays and handling controller failures introduced because of moving the controller far away from the plant. We propose novel methods to solve the delay and failure problems and we show that these methods maintain the stability and performance of the control system. We implemented the proposed methods and deployed them on the Amazon cloud. Our results show that our delay mitigation technique can handle large communication delays up to several seconds with practically zero effect on the main performance metrics of the system. Moreover, the proposed fault tolerance approach can transparently handle controller failures even if the controlled system is thousands of miles away from its cloud controllers.
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Chapter 1

Introduction

1.1 Overview

The classical approach of control systems is based on periodically performing the control actions even if there is no real need for this; for example, when the system has already reached the steady state. By using the network as one of the components in modern control systems, event-based control [5, 7, 6], a relatively new approach of control, emerges with the goal of efficiently utilizing the network resources, and consequently saving energy in networked control systems (NCS). Such approach can be useful especially when the control system is deployed in resource-constrained environments.

In event-based control systems, the control action is only performed when needed; for example when the error is greater than some threshold. Event-based control can be further classified into two main types: event-triggered control and self-triggered control [30]. In the former, the state or the output of the system is continuously monitored in order to check whether the event-triggering condition is satisfied and consequently performing the control action, while in the latter the system calculates the next update/event time as a function of its state at the current time.

Several researchers highlight the benefits of adopting the event-based control approach especially the savings achieved in both energy and network communication. For example, Ploennigs et al. [45] show that this approach can save around 80% of the energy of devices in the context of building automation and control systems. This is comparable to what Pawlowski et al. [44] report after applying the event-based approach to the greenhouse climate control problem where the goal is to regulate the temperature to improve the growth of crops in greenhouses. Moreover, in the context of wireless sensor networks in industrial settings, Araujo et al. [4] show that event-based control techniques can save up to 85% of the communication messages and about 54% of the battery lifetime of the sensors.

On the other hand, cloud computing has the potential to improve current automation and control systems. In a recent survey, Kehoe et al. [33] highlight the increasing interest in
this area by showing the benefits of using cloud computing for both higher and lower level control functionalities. For this latter category, Hegazy and Hefeeda [32] perform a study to calculate the potential savings in both cost and time that can result from offering the control as a service from the cloud. They conclude that for large-scale automation systems, reductions up to 57% of the cost and up to 85% of the start–up time can be achieved.

In this thesis, we propose providing event-based control as a service from the cloud. Our motivation is not only to better utilize the system resources and save energy, but also to realize the promising advantages of moving the controllers to the cloud in terms of cost and time savings. In order to get the most of these advantages, we have some challenges to overcome. These challenges include dealing with possible delays, failures and security related issues that can affect the stability, performance and reliability of the control system. In this work, we show how the network delays and failures can be handled in such a way that guarantees the stability and the performance of the event-based control system. Addressing security challenges is outside the scope of this thesis.

1.2 Problem Statement and Thesis Contributions

Offering the control functionality as a cloud service has its challenges. These challenges include network delays, failures and packet losses. Although these challenges may seem the same as the ones in the general area of networked control systems, our case is more complex.

In current feedback control systems as shown in Fig. 1.1, a controller is placed within a small physical distance from the controlled system. Further, a controller communicates with the controlled system over a dedicated local area network (LAN). Such setup provides small, mostly deterministic communication delays, which are often negligibly small compared to the sampling period. By providing the control functionality as a cloud service as shown in Fig. 1.2, however, communication between the system being controlled and its controllers may have to go over the wide area network (likely the Internet). This will result in variable delays or even loss of packets carrying control actions and sensing values. In other words, larger variable delays added to the control loop could even break the control loop altogether upon Internet link and/or cloud failures.
Handling failures is also more challenging in our case. Redundant controllers are used to overcome failures in current automation systems. These controllers are co-located and have access to the same memory and variables. This facilitates the handover from one controller to another in case of failures. Redundant controllers in our case are deployed on different virtual machines in different locations in the world. This complicates the handover process between controllers in case of failures.

Based on the above, we can state our research question in this thesis as follows:

How can we compensate for the effects of network delays, packet losses and failures on output-feedback event-triggered cloud control systems?

To answer this question, this thesis makes the following contributions (some of which are published in [1]):

1. We propose a delay compensation technique to handle network delays. Our technique employs a delay estimator which feeds the system model with the values of the delay. We show that using our technique does not violate the stability guarantees of the controlled system.

2. We present a fault tolerance technique that makes the system capable of dealing with network failures. This is done by running redundant controllers asynchronously on virtual machines on the cloud that can be geographically far apart from one another.

3. We implement the proposed techniques in an industry-standard system design software, LabVIEW [35], and we deploy it on different locations of the Amazon cloud. We show that the proposed cloud event-based control service can effectively control a distant plant even under variable Internet delays, and packet losses. Moreover, we analyzed the proposed techniques and we show that our approach is no worse than the periodic approach from the network utilization point of view. In the best case scenario using our approach, the system does not need to generate any events during the steady state part of its response. Under our experimental setup, our results show that 95% of the communication messages between the plant and the controller can be saved with no noticeable degradation in the control system performance in a limited
time period. Increasing this period results in even more savings while maintaining the same control performance.

1.3 Thesis Organization

The rest of this thesis is organized as follows: Chapter 2 presents a background on event-based control and networked control systems. It also surveys the related works in the literature. Chapter 3 presents the details of the proposed event-based control cloud service and our proposed techniques to handle network delays and failures. Chapter 4 presents our evaluation setup and results. Chapter 5 concludes the thesis.
Chapter 2

Background and Related Work

In this chapter, we start by providing a brief background on the general area of networked control systems as well as event-based control systems along with some of their applications. We then present the related works in the literature.

2.1 Networked Control Systems

In control theory, a networked-control system (NCS) is a feedback control system in which the control loops are closed by a communication network [28]. A typical networked control system consists of a plant or a controlled system, controller(s) and sensor(s). Two or more of these components exchange signals using a network. Compared with traditional control systems, NCS has several advantages. These include the increased flexibility of the system, the elimination of unnecessary wiring (especially in wireless NCS), and the relatively lower cost. These advantages among others make NCS a better choice in many applications like industrial automation, tele-operation, transportation networks and electrical power grids.

On the other hand, to realize the full potential of NCS, some challenges need to be overcome. These challenges include network-induced delays, packet losses and network security [61], [65]. Network-induced delays include sensor-to-controller delays and controller-to-plant delays. These delays in practice are random and variable and can lead to degradation of the system performance or even instability of the system altogether. In addition, several factors such as network congestion and interference can hinder a sent packet from reaching its destination which leads to packet losses. This problem can be considered as the more general case of the delay problem at which the delay value is infinite. Such a problem makes one or more component of a NCS unaware of the others which can cause some unpredictable behaviors in the system. Moreover, network security is a major concern in NCS especially when using wireless communication. Transmitted data across the system components may be exposed to malicious attacks such as Denial of Service (DoS) attacks.
Most of the research in the area of networked control systems is devoted to solving these problems.

In networked control systems, transmitted signals are sampled in a time-based or event-based fashion. Consequently, networked control systems are classified into time-based systems and event-based ones. Time-based control systems are the ones used in the earlier studies in this area. In these systems, the signal transmission occurs every sampling period regardless of the current state of the system. This traditional approach has the advantage of being relatively simpler in design and analysis. However, this periodic approach does not take into consideration the utilization of the network and computational resources. These two factors are important in control systems where sensors and actuators are battery-powered and/or operating on limited bandwidth. To meet these needs, event-based control systems were proposed. In this case, it is the system need rather than the time passed that is used to determine when the signals should be transmitted. For example, a control signal can be sent from the controller to the plant only if the error at the plant side is greater than some value.

Although there are many researchers working in the area of event-based control, the theoretical foundation of this area is not solid compared with the periodic control approach [30], [39]. So, as a road map of research in this area, it is important to develop a mature theory, validate it practically and provide a way to decide when it is better to use each of these two control approaches.

In the next section, we give a brief background on event-based control systems and some of its applications.

2.2 Event-based Control

An event-based control loop consists of a plant, controller and sensor(s). Another component is also needed, which is the event generator. This additional component is responsible for deciding when a given signal in the system should be transmitted based on a sampling algorithm. In practice, this event generator is implemented on smart sensors and actuators or it is a part of the control logic itself in the controller. In the former case the sampled signal is the feedback signal from the plant to the controller and in the latter the control signal itself is sampled.

2.2.1 Event-based Control Types

Research in the area of event-based control is conducted in two main directions, constituting the two types of the event-based control approach:

1. Event-triggered control:
   In this type, the state or the output of the system is continuously monitored in order
to check whether the event triggering condition is violated or not and consequently performing the control action. According to what is monitored in the system, this type can be further classified into:

(a) State-feedback Event-triggered Control: The state of a system refers to the set of variables that enable us to predict the behavior of the system in the future. In state-feedback control systems, these variables are measured and used to calculate the control actions. The drawback of this approach is that full state measurements are not available in practice [10].

(b) Output-feedback Event-triggered Control: The output of a control system is the variable that is being controlled e.g., the liquid level in a tank. This variable can be easily measured. That is why output-feedback control is a more preferred option in practice [10].

2. Self-triggered Control: In this type, there is no need to continuously monitor the system state/output. Instead, the system calculates the next update/event time as a function of its state at the current time based on the plant dynamics [52].

The application domains of event-based control include wireless networked control systems and the distributed control of multi agent systems. A survey in this area can be found in [38]. Also, [30] provides a good introduction to the field.

2.2.2 Applications of Event-based Control

In this subsection, we introduce some applications of event-based control from the literature.

In [3], the authors present an event-triggered controller and they test their controller along with the traditional periodic controller on a physical system. They compare the performance of the two controllers with and without introducing network delay and packet loss. For the event-triggered controller, they define mathematically the triggering condition to happen when the error signal exceeds some value depending on the state of the system. The controller is a state-feedback and it is implemented using a microcontroller unit embedded on what they call the Event Generation Circuit (EGC). It is a low cost circuit that performs four main functions:

1. Compute the control signal
2. Decode the sensor signals
3. Check if the event condition is satisfied
4. Estimate the states of the plant
The plant itself is a 3D crane in a lab size. The Event Generation Circuit (EGC) is the controller whose signal is transferred using the EGC wireless node. This signal is then received by the actuation wireless node and transferred to the crane actuators/motors using a CPU. The encoders on the crane are the sensors that send the feedback signals to the Event Generation Circuit.

From a control point of view, it is an 8th order multi-input multi-output (MIMO) nonlinear plant. To control it, they divide the plant into two subsystems and design a controller for each one. They also add to their setup 10 inference wireless nodes so that they can increase the traffic over the network and measure the performance of the controllers in such a case. According to their evaluation, the event-triggered controller behaves in a similar way as the traditional periodic controller. In addition, the former has the advantage of achieving better utilization of the network as well as the increasing the battery life of the sensors and actuators.

Event-based control can be applied in robotics as well. In [46], the authors use a remote event-triggered controller for trajectory tracking task of a unicycle mobile robot. The main motivation is to reduce the dependency on the network and hence minimize the effect of packet losses and network delays. The controller communicates with the robot via a wireless network. They use a camera as their sensor. The camera sends its signal to the controller using a dedicated wire. The robot mathematical model that they use is a nonlinear one. They compare the performance (in terms of the tracking error) of the event-triggered controller with the periodic controller and they conclude that the performance is almost the same.

Another application is on robots coordination as in [49]. The authors use a self-triggered control approach to remotely regulate the linear and angular velocity of four robots. They use a wireless network for the communication between the robots and the remote controller. They use a linear time invariant model for the robots. The basic idea here is designing an adaptive controller according to the current network load. This is done by choosing the value of some control parameters according to not only the error in the state of the system but also to the current load of the network. The simulation results they provide show that this approach is slightly lower in performance than the traditional periodic control approach. However, the adaptation property of their proposed controller makes it better in network utilization than other self-triggered controllers that are designed by assuming a maximum value of the network delay.

Process control can also be provided in an event-based approach as in [36] where the authors apply the event-triggered control on a thermofluid plant using an event-based version of the classical PI controller. Again, they use a nonlinear model of the plant for the control system design. The event generator in their case is part of the sensor and not the controller. The main contribution here is that they prove that the event-based approach is robust to bounded disturbances.
So, from the above examples, it is now clear that event-based control can be applied in a wide variety of applications.

2.3 Related Work

Several cloud services have emerged to take advantage of the cloud computing model promises of cost saving, flexibility and agility in the area of robotics and automation. For example, Kehoe et al. [33] propose Robotics and Automation as a Service (RAaaS). They envision a scenario when a user can enter his robot model information to a website and then chooses his/her desired algorithm to perform the required task, like grasping or motion planning. The chosen algorithm runs in the cloud and the results are sent to the robot for execution. Kumar et al. [34] present “Carcel” which is a cloud-based system for assisting autonomous vehicles. This allows the vehicle to plan its path based on not only its own sensors but also on remote sensors in the road infrastructure. Moreover, Mohanaraja et al. [40] propose a Platform as a Service (PaaS) framework, called Rapyuta, tailored for robotics applications. Rapyuta allows robots to move heavy computations to the cloud. It also enables sharing experiences between robots by providing access to the RoboEarth knowledge repository, which is a World-Wide Web for robots [50].

In the area of industrial automation, Industrial Internet [21] is a term introduced by General Electric where Internet-based technologies (including cloud computing) are applied to industrial applications in different aspects. In Germany, a similar initiative is introduced under the term “Industry 4.0” predicting a fourth industrial revolution that will make use of networking and Internet of Things (IoT) to improve the state of current industrial automation [25]. Potential applications that can benefit from this new paradigm include transportation, power production, oil and gas industries and healthcare. A related concept in this context is cloud manufacturing [59], which refers to paradigm in manufacturing that is service-oriented and knowledge-based with the aim to achieve higher efficiency while consuming lower energy. A recent survey on this area can be found in [29].

All of the above works focus on improving high level tasks like planning and optimization with the help of cloud computing. In this thesis, we are concerned with the low level task, that is the control functionality itself and how it can benefit from cloud computing.

One of the early works that considers providing the control functionality as a cloud service is [26]. In this work, Givelchi et al. evaluate the approach of moving a Programmable Logic Controller (PLC) to the cloud using a simple discrete process that is inverting the input signal. They compare the results of this setting with the ones obtained using a local PLC doing the same task. The comparison shows that the cloud-based PLCs yield almost the same performance for sampling periods greater than 128 ms. Thus, they conclude that this solution is promising for soft real-time applications.
A similar study is presented in [27]. The authors propose an architecture for providing control as a service. They test this architecture on a simple discrete process from the building automation domain. They also discuss some scenarios in which the cloud-based control can be beneficial. According to their proposed architecture, the control programming can be done via a web-based Integrated Development Environment (IDE). These programs are then sent to the soft-PLC component where they are executed in an event-based approach. However, this paper does not discuss any strategy to mitigate the delays or failures that may occur.

In [17], Colombo et al. present a migration method from a scan-based PLC to event-based Service Oriented Architecture (SOA) system. They show that this is possible except for the hard real-time control tasks. In their proposed architecture, the low-level control functionality originally done using PLC is performed using a service bus that communicates wirelessly with the field devices, i.e., sensors and actuators. They conclude that the system performance is comparable to a legacy on-site PLC.

Vick et al. [54] identify the motion control sub-tasks of an industrial robot and divide them into soft and hard real-time sub-tasks. Soft real-time sub-tasks are then moved to the cloud. The rest of the tasks, like position, speed, and current control of the robot are done on-site not on the cloud. However, the authors do not propose any techniques to deal with network delays and failures. The same limitation applies for the work in [53].

Didic et al. [18] test the feasibility of using the cloud in closed loop control systems. They propose a delay mitigation mechanism. However, their work is based on the periodic control approach. They test their mechanism on a hard real-time process, that is controlling/regulating the brightness of a LED using an adaptive PI controller. The results show that having a network delay greater than the process sampling period leads to a degradation of the proposed system performance.

Another delay compensation technique is presented in [32]. The authors also proposed a distributed algorithm to handle the failures in their proposed architecture. Their methods show good performance when tested on a soft real-time process from the industrial automation domain, but again this work is based on the periodic control approach.

Based on our review of the event-based control literature, we find that most of the works that address the delay problem in the context of event-based control like [37], [4], [63], [22] and [24] to name a few, have a main drawback. Those works employ state-feedback approach assuming that the full state information of the system is available. However, in practice this assumption does not hold which hinders the applicability of these approaches. As a result, a practical solution to consider is using output-feedback event-based control. In this context, we only encounter two works [64] and [62] that address the delay problem. Even in those works, some conservative assumptions are used that make the proposed solution inapplicable in the case of moving the controllers to the cloud. In [64], the authors assume that there are no packet losses or packet reordering during the data transmission over the
network. In reality, with a high value of the delay, there will be packet losses. In the other work [62], the proposed method requires a local controller at the plant side and in our work we propose moving the control functionality altogether to the cloud.

Just like the delay problem, most of the proposed methods to solve the packet loss problem in the context of event-based control are based on state-feedback such as [37] and [19]. As far as we are concerned, only two works [16] and [20] address this problem in the output-feedback case. In [16], the authors assume that packet losses only occur in the communication channel from the plant to the controller. The other channel from the controller to the plant is assumed to be a perfect one. A similar assumption is made in [20]. The authors target a class of denial of service attacks (DoS attacks). However, the authors assume that the DoS attacks happen only in the communication channel between the sensor and the controller. In practice, this is not a realistic assumption because packet losses can happen in either of the two channels (from the controller to the plant and vice versa).

To the best of our knowledge, the work done in the area of cloud automation with the goal of moving the control layer functionality to the cloud is very limited. Most of the previous works can be considered as feasibility/pilot studies to explore this area. These studies are compared together in Table 2.1. Moreover, for event-based control, we are not aware of any works that address the challenges of moving the controllers to the cloud, especially handling the delays introduced by the Internet and the control/link failures.

### Table 2.1: Summary of the related work.

<table>
<thead>
<tr>
<th>Prior Work</th>
<th>Hard/Soft</th>
<th>Real-time</th>
<th>Delay Compensation</th>
<th>Fault tolerance</th>
<th>Example Application</th>
<th>Control Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>[27]</td>
<td>Soft</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Building Automation</td>
<td>Event-based Control</td>
</tr>
<tr>
<td>[17]</td>
<td>Soft</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Lubrication System</td>
<td>Event-based Control</td>
</tr>
<tr>
<td>[26]</td>
<td>Soft</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Inverting a Digital Input Signal</td>
<td>Periodic Control</td>
</tr>
<tr>
<td>[54], [53]</td>
<td>Soft</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Industrial Robots</td>
<td>Periodic Control</td>
</tr>
<tr>
<td>[18], [42]</td>
<td>Hard</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>LED Brightness Regulation</td>
<td>Periodic Control</td>
</tr>
<tr>
<td>[32]</td>
<td>Soft</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Solar Power Plant</td>
<td>Periodic Control</td>
</tr>
<tr>
<td>This work</td>
<td>Soft</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>DC Motor Speed Control</td>
<td>Event-based Control</td>
</tr>
</tbody>
</table>

network. In reality, with a high value of the delay, there will be packet losses. In the other work [62], the proposed method requires a local controller at the plant side and in our work we propose moving the control functionality altogether to the cloud.
Chapter 3

Proposed Architecture

In this chapter, we present our approach for realizing output-feedback event-based control as a service from the cloud. We start with a brief introduction of the considered event-based control structure. Then, we discuss the benefits of moving the controllers to the cloud. After that, we present our proposed techniques to handle network delays and failures.

3.1 Event-based Control Structure

The considered event-based control system structure [13] is shown in Fig. 3.1. Solid lines in Fig. 3.1 represent time-based communications and dashed lines represent event-based ones. Time-based communications refer to communications that are performed periodically. Event-based communications refer to communications that are done only when needed based on an event-triggering condition. The structure consists of a controller, a plant and an event generator. The controller is assumed to be a PI controller, which is the most common type of controllers in the industry [43], [8]. The plant is assumed to be a First Order Process with Dead Time (FOPDT) whose general transfer function is shown in Eq. (3.1), where $K$ is the process gain, $T$ is the process time constant and $L$ is the process delay (dead time).

$$P(s) = \frac{K}{Ts + 1}e^{-Ls}. \tag{3.1}$$

Many higher order processes can be easily approximated to an FOPDT process. Moreover, in practice one does not have to have the analytical model of the higher order system to get the equivalent FOPDT model. We can get this model from the step response curve of the original plant [9].

The third component of the event-based control structure is the event generator. It is this component that characterizes the system as an event-based one. The event generator receives the process variable from the plant and compares it with the set point to calculate an error value. It decides whether the error should be sent back to the controller based on a sampling algorithm. The used sampling algorithm is called Symmetric Send on Delta
(SSOD). In this algorithm, a comparison is done between the current error and the last one. If the absolute value of the difference between the two errors is larger than a tunable parameter called $\Delta$, then the current error value is approximated to the nearest multiple of $\Delta$ and sent to the controller. Otherwise, nothing is sent from the event generator to the controller. By rounding the error value to the nearest multiple of $\Delta$, there is always a state where the sent error value from the event generator to the controller is equal to zero. This allows the system to eliminate limit cycles in its response [13].

The main reason of considering the above event-based control structure is that in [13] the authors provide the sufficient conditions of the controller parameters that make the system stable without having limit cycles. We note that other structures exist, such as [47]. However, this structure requires a local controller at the plant side, which makes it impractical for our proposed cloud service.

### 3.2 Proposed Event-based Control Cloud Service

The proposed event-based control cloud service consists of cloud controllers. These controllers are software modules implementing event-based controllers, such as an event-based version of the PID controller in [5] and [51]. Some modifications need to be done to handle Internet delays, packet losses, and failures, and to ensure that the control-theoretic performance guarantees are achieved. The controllers are deployed on virtual machines (VMs) and multiple of them can run on the same VM. Our proposed service makes use of the control I/O interface which in many cases is embedded in modern sensors/actuators at the controlled system side. The control I/O interface communicates with the cloud controllers by receiving control actions. These actions are then relayed to actuators of the controlled system. The plant output is then sent to the event generator which in turn decides whether an event has occurred and consequently sends the sampled error signal to the cloud controller. Most recent industrial control I/O devices can communicate over standard Internet protocols. For example, many I/O interfaces support an industry-standard protocol called Modbus, which runs on top of TCP [2]. Similar to HTTP, Modbus is an application-level protocol used to send commands to read/write various registers in the I/O device.
3.3 Moving Controllers to the Cloud: Motivation

Moving the controllers to the cloud can lead to significant benefits. According to the cost analysis performed in [32], large-scale automation systems like the case in oil and gas industry can achieve significant cost savings by adopting the cloud control paradigm compared with the current one. Those savings come from the following:

- For the upfront cost, hardware devices like physical controllers and control cabinets are not needed. Those are replaced by virtual machines in the cloud.

- Labor costs are reduced. Moving the controllers to the cloud reduces significantly the number of site visits required by engineers. According to [32], the hourly rate of an engineer on site is 3 times more than his/her rate in office.

- Although there are additional costs required to lease the virtual machines, the above study shows that these costs are overcome by the savings achieved in the maintenance costs.

In addition to the cost savings, moving the control functionality to the cloud can significantly reduce the time required for automation plants to start working. This is studied in [31] and its results are summarized as follows:

- Getting rid of many hardware components, e.g., controllers, cables and control cabinets, reduces the time required for hardware configuration. This includes the time to assemble and wire hardware devices together. This also reduces the time associated with the testing phase of any automation plant. By adopting cloud controllers, testing can be performed much faster without the need to deal with any sort of electrical signals.

- The time needed for shipping different hardware devices from engineering locations to the location of the automation system is greatly reduced because we do not need most of these devices using our cloud control services.

- The time required for the software development is expected to reduce. The reason is that by having the control logic itself in virtual machines in the cloud, the time required to duplicate this logic into several hundreds or even thousands of machines is shorter compared with the case of having hardware controllers.

Furthermore, several benefits can be realized from the agility associated with the cloud computing model. First, automation systems that use a cloud control service do not need to stick with one automation provider anymore. Instead, cloud controllers can be deployed in different data centers for different cloud providers which gives more flexibility to the owners
of automation systems to choose from a wider range of options. Second, the complexity of the automation systems deployment is significantly reduced because of the elimination of most of the wiring needed in the system. Third, instead of duplicating different hardware components as a backup for the main ones, cloud controllers can be an easier and cheaper option to do so. This can be particularly beneficial at the time of maintenance of the physical controllers.

Many application domains can benefit from our proposed service. For example, large automation systems, e.g., oil and gas plants, contain tens of thousands of sensors and actuators. Developing an automation system for such large-scale plants is costly and time-consuming. Internet of Things (IoT) applications can also benefit from our model. Possible examples include building automation applications that are based on low-power, low-range, limited-bandwidth technologies (e.g., ZigBee) [27]. The same applies to robotics. Applications that require hundreds of robots, like the case in [60], can use our model to ensure better resource utilization, lower cost and higher agility. Another interesting area of application is online optimization control techniques [58]. A possible example is the model predictive control (MPC) [15] at which the control system starts with a model of the environment and optimize the model parameters online. Some computationally intensive tasks can be used for this purpose like machine learning. Such tasks are tightly coupled with the control functionality and using our proposed system, they can be provided as a service from the cloud. In this case, the resulting system can also benefit from the computational power of the cloud in addition to saving cost and time.

3.4 Proposed Delay Compensation for Event-based Cloud Control

We propose our solution to the network-induced delay problem in the case of event-based cloud control. The key idea of our approach is that by moving the controller to the cloud, the network delay problem can be reduced to the problem of controlling an FOPDT process in an event-based manner. This problem is solved in [13] in a way that guarantees the stability of the control system. In our approach, the dead time parameter of the FOPDT includes the estimated network delays. Without reasonably accurate estimation of these delays, the system response is likely to exhibit overshoots and instability [23]. Therefore, an Internet delay estimator is used to feed the system model with these delays.

We start with the general structure of event-based control as shown in Fig. 3.1. This structure can be rearranged and put in the Z domain as in Fig. 3.2(a). Here, the plant block in Fig. 3.1 is divided into two blocks; \( P(z) \) representing the first term of the FOPDT model in eq. 3.1 and \( Z^{-m} \) representing the exponential term in the same model which refers to the dead time. \( C(z) \) and \( V(z) \) represent the transfer functions of the controller and the event generator, respectively.
By moving the controller to the cloud, network delays are introduced between the event generator and the controller on one hand and between the latter and the plant on the other hand. These delays are added to the structure using the blocks $Z^{-k}$ and $Z^{-l}$ as shown in Fig. 3.2(b), where $k$ and $l$ represent the values of the delays. We can alter the arrangements of the blocks in the feed-forward direction and we can see in Fig. 3.2(c) that the delay problem is reduced to the problem of controlling a first order process with dead time. This is the same problem solved in [13]. The increase in the delay effectively means increasing the dead time of the process. This causes the settling time of the system response to increase while conserving the other performance metrics of the original system response.

Now, we propose adding an Internet delay estimator to measure the Internet/network delay and consequently feed the values of $k$ and $l$ to our model. The event-based cloud control model after adding the Internet delay estimator is shown in Fig. 3.3.
The Internet delay estimator estimates the roundtrip delay between the controller and the plant using an exponentially moving average for the network delay mean $D_i$ where $i$ represents the current discrete time instance. Similarly, the estimator employs another exponentially moving variance for the delay variance $V_i$. $D_i$ and $V_i$ are used to calculate the delay value $D_c$ according to Eq. (3.2)

$$D_c = D_i + hV_i^{0.5},$$

where $T_s$ is the sampling period and $h$ is a positive parameter used to adjust the system response in case of delays greater than $D_i$. Thus, delay compensation is performed by updating the value of inherent delay block to include communication delays. Similar delay estimator is used in [32].

### 3.5 Proposed Fault Tolerance for Event-based Cloud Control

In the proposed event-based cloud control service, various types of failures may occur e.g., virtual machine crashes and link failures. These types of failures will result in missing packets between the controlled system and its controllers.

The basic idea to handle these failures in our system is by deploying redundant controllers on different virtual machines from different cloud locations. We assume that there are multiple links connecting the plant to the Internet and at least one of them remains up all the time.

#### 3.5.1 The Reliable Cloud Controller (RCC) Algorithm

The proposed solution for handling failures is based on the Reliable Cloud Controller (RCC) algorithm proposed in [32], which is designed for periodic control. We extend it to support event-based control systems. The RCC algorithm runs every sampling period and it consists
of 4 steps. The first one is the *initialization step* where each controller is assigned an ID. The second is the *polling step* where the controllers receive the plant information from the I/O interface. This information includes the process variable (the plant output) and the value of the last control action executed by the plant. In this step, if the controller does not receive anything from the plant, then the algorithm does not continue to the next steps and it goes back again to the first one. The third step is the *computing step* where each controller computes its control signal based on the received information. Furthermore, in this step each controller decides whether it will be the engaged controller. In the last step, the *conditional acting step*, the engaged controller only sends its control signal to the plant. The algorithm gives each controller an *ID* such that the ID of the primary controller is 1 and the secondary controller’s ID is 2 and so on. Moreover, each controller has a corresponding *last action age* variable. Each one of these variables is reset to zero each time its corresponding controller sends a control signal to the plant. Otherwise, its value increases by one every sampling period. Furthermore, each controller has an *engagement threshold*. A controller becomes engaged if its engagement threshold is lower than the last action ages of all other controllers whose IDs are less than the ID of this controller.

### 3.5.2 Smooth Controller Handover

The handover from a failed controller to a newly engaged one can cause a bump in the system response. This bump occurs due to the difference between the output values of the newly engaged controller and the failed one. Since we use a PI controller in our event-based control structure, this bump can occur because the integrator parts of the controllers may have different starting times for their integration intervals. The RCC algorithm employs the bumpless transfer technique from control theory [12] to achieve smooth handover between controllers. The key idea of this technique is to adjust the integrator’s initial value [56] for the engaged controller before sending its first control signal to the plant. This adjustment is done by subtracting the contribution of the P component of the PI controller from the last control signal of the failed controller. The result of this subtraction is the integrator’s initial value of the newly engaged controller.

### 3.5.3 RCC Theoretical Guarantees

The authors in [32] provide *three theoretical guarantees* on the system response using their RCC algorithm. The first one is that if the current controller with the smallest ID fails then the healthy controller with the second smallest ID will take the lead automatically. The second guarantee is that if a controller, with smaller ID than the current engaged controller, recovers, then it becomes engaged and the current controller returns to the standby mode. The third guarantee is that the handover process between the controllers is done in a smooth
way without affecting the system response. We will show shortly how these three guarantees are extended to the case of having event-based controllers.

3.5.4 Addressing the Packet Loss Problem Using RCC

We first show that by using the RCC algorithm, we address the packet loss in the two communication channels; i.e., from the controller to the plant and from the sensor to the controller. Consider the polling step of the RCC algorithm while having two controllers, a primary and a secondary (without loss of generality). If there is a timeout, meaning that the message from the sensor to the primary controller did not reach the controller, the primary controller goes to the first step (the initialization step) and it does not perform the control logic. As a result, it will not send anything to the plant. The plant in this case will increase the last action age of the primary controller because it did not receive any control signal. Once this last action age value reaches the engagement threshold of the secondary controller, this latter will engage. So, this means that the “no communication” state between the sensor and the controller is handled using the polling step of the RCC. The other “no communication” state between the controller and the plant is also handled in a similar fashion. This highlights the difference between our work and previous works in this context. They deal only with one communication direction (from sensors to the controller) but we deal with the other as well (from the controller to the plant).

3.5.5 RCC Algorithm for Event-based Control

Applying the RCC as it is to our event-based structure can lead to the following problem. When the primary controller fails, the plant will use the primary controller’s last control signal as its input during the failure period of the primary controller. As a result, the plant output will settle to an intermediate value and hence the difference between the current and last errors will be zero. So, the plant will not send anything to the secondary controller whatsoever because the event generator only generates an event if the difference between the errors is greater than $\Delta$. This means that the secondary controller will never be engaged. That is why a modification is needed so that RCC algorithm can work well in the case of event-based control.

The basic idea of the proposed modification is to add another possible condition to generate a new kind of events, which we call “handover events”, in addition to the generated events if the difference between the current error signal and the last one is greater than $\Delta$. This new condition is true when a handover should occur between redundant controllers.

A handover occurs either from a controller with lower ID (failed primary controller) to a one with a higher ID (a secondary controller) or the other way around. In the first case, a handover event is generated if the engagement threshold of the controller with higher ID
is less than the last action ages of all the controllers with lower IDs. In the second case, a handover event is generated once a controller with lower ID recovers.

To explain how this is done, consider the case of having a primary controller, a secondary controller and the plant. The calculation of the last action age values for the two controllers is done at the plant side. In our method, the plant knows the engagement thresholds of the two controllers. If the plant does not receive a control signal from a controller, it increases its last action age value by one every sampling period. Now, when the primary controller fails, the plant increases its last action age value. When this last action age value exceeds the engagement threshold of the secondary controller (which the plant already knows), the event generation condition is true and the plant sends a message to the secondary controller. This message contains the plant output and the last action age value of the primary controller. Once this message reaches its destination, the secondary controller becomes engaged. A similar scenario occurs when the primary controller recovers. In such a case, the plant generates another handover event and communicates with both the secondary and primary controllers. This forces the former to return to the standby mode and the latter takes the lead again.

3.6 Analysis and Discussion

In the following, we analyze the proposed fault tolerance approach in more details.

First, we note that as long as there is a healthy controller and a working link between this controller and the plant, then the normal operation of the plant is guaranteed. For example, consider the case when all other controllers whose IDs are less than the healthy controller’s ID are non-reachable. So, there will be a moment when the engagement threshold of this healthy controller is less than the last action ages of all these controllers. This will force the plant to generate a handover event and hence the healthy controller will take the lead. Because of the smooth handover, this controller will continue working starting from the last control action received by the plant. This eventually guarantees the normal operation of the plant.

Second, if the original tuning of our structure without failures leads to no overshoots or steady state errors, then our proposed fault tolerance approach guarantees the same performance under failure as long as there is at least one healthy controller. The reason is that, based on the smooth handover in the double redundancy case (without loss of generality), when the primary controller fails, the first control signal of the secondary controller will be the same as the one that the primary controller would have produced if it did not fail. Moreover, the secondary controller when getting engaged will produce the same sequence of control signals as the ones that the primary would have produced if it did not fail. This is because the control parameters in the primary and secondary are the same. Furthermore, during the failure period of the primary controller, the plant input will be the last received
control signal sent by the primary controller. So, during this period and before the engagement of the secondary controller, the plant has the same input and hence produces the same output. So, effectively the same sequence of control signals will reach the plant but after some delay. In other words, the packet loss problem can be reduced to the problem of having the same packets reaching the plant but after some delay.

This delay is finite, and has a known upper bound. This upper bound under one failure is: \((D_j + RTT_j)/T_s\) sampling periods where \(D_j\) is the engagement threshold of the newly engaged controller \(C_j\), \(RTT_j\) is the round trip time between the plant and the controller \(C_j\), and \(T_s\) is the sampling period of the plant. This delay means an increase of the dead time parameter \((L)\) in the FOPDT model. This means that the only change in the response will be a shift of the response due to this delay. All the other performance characteristics of the original signal are preserved since the rest of the FOPDT parameters are the same. Based on the above, our proposed fault tolerance method will preserve the same performance measures of the original response with no failures. However, there will be an increase in the settling time. This increase is upper bounded by the above mentioned formula when a single failure happens in the system response.

Another note is that no change will occur in the system response upon the recovery of a controller with lower ID than the currently engaged controller. In this case, again the plant is forced to generate a new handover event. This means that the plant will send a message containing the last action age value of the recovered controller (which is now zero) to the current controller. Thus, the recovered controller will become engaged and the current controller will go to the standby mode.

Finally, the benefit of our fault tolerance approach is that it requires lower number of messages and hence achieves bandwidth savings and better network resource utilization. Using our proposed method, the expected number of the generated events is the summation of two components. The first one is the expected number of events required to reach the steady state. The second one in our method is the number of handover events. In other words, the number of the handovers that happened during the lifetime of the system. This means that, in the best case scenario, if no handovers occur, then no additional events are generated. In such a case, the system needs only the triggered events required during the transient part of its response. Since the event triggering condition is checked every sampling period, our proposed approach is no worse than the periodic approach. This is true because in the worst case scenario, a new event is generated every sampling period and this is what happens in the traditional periodic case.
Chapter 4

Evaluation

In this chapter, we evaluate the proposed event-based cloud control structure.

4.1 Experimental Setup

Example Plant. We consider the speed control system of a DC motor [48]. The motor is a bidirectional brushless DC motor. Its rotation frequency can reach up to 27,000 RPM. An analog servo drive is used to control the motor. A tachometer is used to measure the motor’s speed. The FOPDT model of this system is obtained by using the area method [55]. This system is chosen because it can be found in many industrial automation plants. The transfer function of this system is approximated to the FOPDT process shown in Eq. (4.1).

\[
P(s) = \left( \frac{0.526}{0.5402s + 1} \right) e^{-2s}.
\]  

(4.1)

The DC motor system is emulated using LabVIEW and deployed on a machine in our lab in Vancouver, Canada. LabVIEW, or Laboratory Virtual Instrument Engineering Workbench, is an integrated development environment produced by National Instruments Corporation. It is used for control and emulation purposes in both academia and industry [35]. In these applications, the user interface is called the front panel and the code itself is written in another entity called the block diagram. The execution order of the code in LabVIEW is determined by the flow of the data between different nodes in the block diagram.

Cloud Controllers. We use Amazon EC2 as our cloud provider. The PI primary controller is deployed on a virtual machine (VM) in Singapore (more than 8,000 miles away from the plant). The secondary controller is deployed on another VM in Sao Paulo, Brazil (more than 6,000 miles away from the plant). The locations of the plant and cloud controllers is shown in Fig. 4.1.
The communication between the plant and the controllers is done using Modbus over TCP protocol. Modbus is an application level protocol that follows the master-slave architecture. It is used as a communication protocol between industrial automation devices like programmable logic controls (PLCs). Using Modbus, the master device sends requests to the slave and waits for the latter to respond.

In our experiments, we inject emulated network delays between the plant and the controllers. In addition, we fail the controllers and bring them back online at random times. Moreover, we consider the case of having more than 2 redundant controllers. Furthermore, we test the system performance in the case of injecting disturbance. The sampling period of the simulated plant is equal to 300 milliseconds.

**Performance Metrics.** We choose the following as our performance metrics [11]:

- Maximum overshoot percentage: the maximum percentage by which the system response exceeds its target value during the transient response.
- Settling time: the time taken for the system response to stay within 5% of the final value.
- Steady state error: the difference between the reference input signal (the set point value) and the final value of the step response signal.
- Number of generated events: the number of feedback signals that are sent from the plant to the controller. Since the size of the feedback messages in the proposed approach is the same as the one in the periodic approach, the savings in the number of these messages reflect the savings in the communication bandwidth.
4.2 Fault Tolerance Evaluation

Using the above setup, we evaluate our proposed fault tolerance method. We feed the system with a step input at time $t=0$. At this time the primary controller is engaged while the secondary controller is in standby mode. We then fail the primary controller by disconnecting it during the transient state of the system response at $t=30$ s. After that, we restart the primary controller again after the system reaches the steady state at $t=135$ s. The system response during this process is as shown in the blue solid curve in Fig. 4.2. We can see that despite the failure of the primary controller, the system response is close to the case of having no failures that is shown in the red dotted curve in Fig. 4.2. The small difference between the two responses can be seen at $t=30$ s when the primary controller failed. At this time, the system response in the case of failures remains the same for a small period of time until the secondary controller becomes engaged and then the response continues rising again towards the steady state. Despite that, the system response in the case of failures does not suffer from any steady state errors just like the no failures case.

![Figure 4.2: The system response with and without failures. The red dotted curve is the system response without having any failures. The solid blue curve is the system response in the case of failures using the fault tolerance algorithm with bumpless transfer enabled.](image)

4.3 Effect of the Smooth Handover

To show the importance of the smooth handover method, we repeat the above experiment after disabling this method. The response curve in Fig. 4.3 shows that at the time of handover between the two controllers there is a bump in the response. These bumps are highly undesirable in practice. Furthermore, enabling the smooth handover method reduces the number of generated events. In our results, the number of generated events without the smooth handover method (117 events on average) is about 59% more than the number
of generated events when using it (48 events on average). This shows another reason why smooth handover is critical in the context of event-based cloud control.

Another note here is the savings achieved in the event-based case compared to the periodic one. So, during 1000 sampling periods and when disabling the smooth handover functionality, our event-based approach needs only 11.7% on average of the messages in the periodic case even with the additional events that are generated to overcome the bumps in the response. When the smooth handover is enabled, our approach only needs 4.8% on average of the messages in the periodic case, meaning that our approach saves more than 95% of the bandwidth in this case. It is important to note here that the size of the sent message in the proposed approach is the same as the one in the periodic approach. This means that the savings in the bandwidth are the same as the savings in the number of sent messages.

### 4.4 Performance Under Variable Internet Delays

In the previous sections, the observed Internet delay between the controllers and the plant is around 200 ms. The reported results above show that such delays do not challenge the proposed system. Therefore, to stress-test our approach of handling network delays under the same testing setup described above, we use Microsoft’s Network Emulator For Windows Toolkit [41] to add additional emulated delays on top of the existing real network delays. The added delays follow the normal distributions that are characterized by their mean $\mu$ and standard deviation $\sigma$. We use two delay distributions, the first one has $\mu = 1$ s and $\sigma = 0.7$ s, while the second one has $\mu = 2$ s and $\sigma = 1.4$ s. The added delays include both channels from the controller to the plant and vice versa. Moreover, it is important to note that with large delay values, packets can be received out of order at the destination or even lost. In our solution, since we use Modbus over TCP protocol, lost packets are resent and
TCP ensures the re-ordering of out-of-order ones. However, a challenging situation happens because several packets can be transmitted at the same time to the plant. In this case, the plant executes only the last packet and discards the rest.

Fig. 4.4 shows the system response in three cases. The blue solid curve shows the system response without adding emulated delays while the red dashed and black dotted curves show the system response under the first and second normal delay distributions, respectively. The figure shows that the three curves are almost the same when it comes to steady state errors and overshoots. However, under the second delay distribution there is a small steady state error (1% of the final value) but in practice, this error is negligible in many applications. We can also notice that the settling time increases with the increase of the added delay. In addition, we emphasize here that these extreme delay cases are rare in practical situations. The main reason for using them is to stress-test the proposed delay compensation technique to show that it can handle them while maintaining good control performance.

Table 4.1 compares the three responses based on overshoots, steady state error, settling time and the number of generated events (during 500 sampling periods) in each case. Notice that in all the cases in the table, our system needs only about 9% of the messages compared with the periodic case.
Table 4.1: Performance measures of the DC Motor speed control system under different delay distributions.

<table>
<thead>
<tr>
<th>Delay Distribution (s)</th>
<th>Overshoots</th>
<th>Settling time (s)</th>
<th>Steady State Error</th>
<th>Number of Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>No emulated delay</td>
<td>0.0%</td>
<td>78.9 s</td>
<td>0.0%</td>
<td>47</td>
</tr>
<tr>
<td>( \mu = 1 \text{ s} ) and ( \sigma = 0.7 \text{ s} )</td>
<td>0.0%</td>
<td>78.3 s</td>
<td>0.0%</td>
<td>45</td>
</tr>
<tr>
<td>( \mu = 2 \text{ s} ) and ( \sigma = 1.4 \text{ s} )</td>
<td>0.0%</td>
<td>85.8 s</td>
<td>1%</td>
<td>44</td>
</tr>
</tbody>
</table>

4.5 Performance Under Controller Failure and Variable Internet Delays

In the previous sections, we test our proposed fault tolerance and our delay mitigation techniques separately. We now show the performance of our proposed fault tolerance in the case of having large network delays and failures simultaneously. We use the same testing setup as mentioned above where the primary and secondary controllers are on VMs in Singapore and Brazil, respectively. The added network delay between the controllers and the plant follows the first normal distribution mentioned above with \( \mu = 1 \text{ s} \) and \( \sigma = 0.7 \text{ s} \).

Under this emulated delay, we fail the primary controller at \( t = 30 \text{ s} \) and restart it at \( t = 135 \text{ s} \).

Fig. 4.5 shows a comparison between the performance of the fault tolerance approach with and without emulated network delay. The red dashed curve is the system response under network delay while the blue solid curve is the system response under no emulated delay. We notice that the two curves are almost the same except for the shift that occurred to the system response in the delayed case because of the added network delay. The zooms on the system response in Fig. 4.6 highlight the system responses at the failure and recovery times of the primary controller. Fig. 4.6(a) shows that when the primary controller fails, the system response remains the same for a small time and then rises again gradually when the secondary controller becomes engaged. After reaching the steady state, the system response does not change at all when we restart the primary controller as we can see in Fig. 4.6(b).

Moreover, during 1000 sampling periods, the number of generated events in the delayed response equals 53 events on average which is comparable to the undelayed case (48 events).

4.6 Handling Multiple Redundant Controllers

To show the extensibility of the fault tolerance approach, we test the case of having three redundant controllers; a primary in a VM in Singapore, a secondary in a VM in Brazil and a tertiary controller in a VM in Oregon, the United States (about 500 miles away from the plant in Vancouver, Canada). We start with having the primary controller as the engaged
controller while the rest are in the standby mode. We then fail the primary and secondary controllers at time $t = 30$ s. The tertiary controller takes the lead. We then restart the
(a) The system response when we fail the primary and secondary controllers at time $t = 30$ s.  (b) The system response when we restart the secondary controller at time $t = 90$ s.  (c) The system response when we restart the primary controller at time $t = 135$ s.

Figure 4.8: The system response at the failure and recovery times of the primary and secondary controllers.

We consider the performance of our system under disturbances. We use the same test setup above with two controllers, a primary in Singapore and a secondary in Brazil. The test starts with the primary controller in the lead and the secondary controller in the standby mode. We then add a continuous unit load disturbance step at $t = 120$ s. After that, we fail the primary controller at $t = 225$ s and restart it again at $t = 327$ s.

Fig. 4.9 shows that the primary controller can overcome the disturbance and the system response gradually reaches the set point again. However, we notice that the system suffers from the disturbance every time a handover occurs. This can be seen from the bumps in the response in Fig. 4.9. The reason for this problem is that at the handover, the plant sends its last action to the newly engaged controller. This last action is defined as the last executed action by the plant. This is effectively the sum of the last control signal of the last engaged controller and the added disturbance. When a handover occurs, the total control action sent to the plant is equal to this last action value in addition to the disturbance. That is why the system response suffers from the disturbance when a handover occurs.
Figure 4.9: The system response using the fault tolerance algorithm under disturbance using the old definition of the last action value.

Figure 4.10: The system response using the fault tolerance algorithm under disturbance using our new definition of the last action value when using cloud controllers.

Figure 4.11: The system response using the fault tolerance algorithm under disturbance using our new definition of the last action value when using local controllers.
Table 4.2: Performance measures of the system using the fault tolerance with multiple values of $\Delta$.

<table>
<thead>
<tr>
<th>$\Delta$ value</th>
<th>Overshoots</th>
<th>Settling time (s)</th>
<th>Steady State Error</th>
<th>Number of Events (during 1000 sampling periods)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.004</td>
<td>0.0%</td>
<td>106.2 s</td>
<td>0.0%</td>
<td>305</td>
</tr>
<tr>
<td>0.035</td>
<td>0.0%</td>
<td>98.1 s</td>
<td>0.0%</td>
<td>82</td>
</tr>
<tr>
<td>0.07</td>
<td>0.0%</td>
<td>90.6 s</td>
<td>0.0%</td>
<td>48</td>
</tr>
<tr>
<td>0.14</td>
<td>1.5%</td>
<td>81.9 s</td>
<td>1.5%</td>
<td>27</td>
</tr>
<tr>
<td>0.4</td>
<td>2%</td>
<td>60.9 s</td>
<td>2%</td>
<td>12</td>
</tr>
</tbody>
</table>

To fix this problem, we redefine the last action to be the last control signal of the last engaged controller. Fig. 4.10 shows the system response after this modification. As we can see, the disturbance causes only one bump in the system response when it is introduced at $t=120$ s and no artifacts occur in the response at the times of the handovers between the two controllers.

We repeat the disturbance experiment when the controllers are local and the system response is shown in Fig. 4.11. We note that the magnitude of the system response when adding the disturbance and the time to get back to the set point value afterwards in the case of using cloud controllers is comparable to the case of using local controllers. In all cases, the magnitude of the system response when adding the disturbance is governed by the system time constant (which is equal to 0.5402 in our plant). In addition, the time to get back to the set point value after adding disturbance can be faster by increasing the $K_i$ parameter of the PI controller. However, this can come at the cost of having oscillations and overshoots in the system response.

It is important to note here that our system needs only 77 events during 1500 sampling periods in this test, saving about 95% of the messages compared with the periodic approach despite having to deal with the added disturbance.

### 4.8 Effect of $\Delta$ Value

In this section, we perform a sensitivity analysis of the proposed fault tolerance and delay compensation techniques using multiple values of $\Delta$ which is the parameter involved in the event generation process. We perform the same fault tolerance and delay compensation experiments mentioned above. In the fault tolerance experiments, we fail the primary controller at $t=30$ s and restart it again at $t=135$ s. In the delay compensation experiments, we add an emulated network delay that follows the normal distribution whose mean $\mu=1$ s and standard deviation $\sigma=0.7$ s on top of the real network delay. We repeat the fault tolerance and delay compensation experiments with five different values of $\Delta$ and compare between the system responses in all these cases based on our performance metrics mentioned.
Table 4.3: Performance measures of the system using the delay compensator with multiple values of $\Delta$.

<table>
<thead>
<tr>
<th>$\Delta$ value</th>
<th>Overshoots</th>
<th>Settling time (s)</th>
<th>Steady State Error</th>
<th>Number of Events (during 500 sampling periods)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.004</td>
<td>0.0%</td>
<td>90.3 s</td>
<td>0.0%</td>
<td>250</td>
</tr>
<tr>
<td>0.035</td>
<td>0.0%</td>
<td>84 s</td>
<td>0.0%</td>
<td>78</td>
</tr>
<tr>
<td>0.07</td>
<td>0.0%</td>
<td>78.3 s</td>
<td>0.0%</td>
<td>45</td>
</tr>
<tr>
<td>0.14</td>
<td>2%</td>
<td>75.9 s</td>
<td>2%</td>
<td>25</td>
</tr>
<tr>
<td>0.4</td>
<td>7%</td>
<td>undetermined</td>
<td>6%</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 4.12: The system response using the fault tolerance algorithm with multiple values of $\Delta$.

before. Table 4.2 shows this comparison when we test our fault tolerance. As seen from the table, with smaller values of $\Delta$, the system response does not suffer from any overshoots or steady state errors. These two artifacts occur with larger values of $\Delta$. In terms of settling time and the number of generated events, we can realize from the results that these two metrics decrease as the $\Delta$ value gets larger. Table 4.3 shows similar trends when we test our delay compensator with the same values of $\Delta$. We notice from this table that the overshoots are larger when $\Delta=0.14$ and 0.4. With the latter value of $\Delta$, the steady state error is 6% which leads to undetermined settling time (which is defined as the time taken for the system response to stay within 5% of the final value). Fig. 4.12 and Fig. 4.13 show the system response curves using three $\Delta$ values in the case of using the proposed fault tolerance and delay compensation techniques, respectively.

The reason behind the decrease of the settling time with larger values of $\Delta$ is due to the behavior of the integrator part of the PI controller. Having larger values of $\Delta$ leads to lower number of generated events with longer times between consecutive ones. During this long time, the PI controller acts based on the last received output value from the plant. With
this value being the same during longer time periods, the integrator of the PI controller accumulates the same error value every sampling period. This accumulation is translated into an increase in the control signal in order to eliminate this error. As a result, the plant acts aggressively in response to these large control signals which causes a faster response and consequently smaller settling times. In contrast, with smaller values of $\Delta$, the plant sends its output more often to the controller. This means that the error value decreases more frequently. As a result, the integrator accumulates less error which eventually leads to more relaxed control signals. The system response to such signals is smoother, less aggressive and takes longer time to settle.

Beschi et al. [14] study the influence of the value of $\Delta$ on the event-based control system performance when using the SSOD algorithm. They conclude that the number of generated events is inversely proportional to the value of $\Delta$ and that the difference between the event-based control performance and the performance of the traditional periodic control system is upper bounded by the value of $\Delta$. In other words, the choice of $\Delta$ is based on the desired number of generated events and the desired precision of the event-based control system, which is aligned with our results above. It is worth noting that the stability of the system is independent of the value of $\Delta$ [13] which gives the freedom to the designer to choose $\Delta$ according to the desired performance.

### 4.9 Summary of the Results

The experiments in this chapter showed the robustness of the proposed event-based cloud control system and the associated solutions to the problems of network delays and failures. Having controllers deployed in VMs thousands of miles away from the plant did not challenge our fault tolerance technique. Handover between controllers happens in a smooth
way thanks to using the bumpless transfer technique from control theory. We showed that this applies to the case of having more than 2 redundant controllers. We saw that smooth handover contributes to saving more events/feedback signals between the plant and the controller in case of failure.

Furthermore, network delays increases the settling time of the system, but other performance metrics stay almost the same. Even with a delay value that is more than 10 times the sampling period of the plant, the only effect is observed in the steady state error and this effect is practically negligible in many applications. We also showed that, under such challenging network delays, our fault tolerance technique is still able to preserve the system performance.

In addition, our system is able to adapt to added disturbances. Our results showed that the system can gradually reject/tolerate such disturbances. Even in the existence of these undesirable disturbances, the handover between controllers upon failures did not suffer from any artifacts. Moreover, we showed how the value of $\Delta$ affected the system response using our proposed techniques.

Finally, it was noted that our system is able to perform well according to our metrics using as few as 5% only of the feedback signals that are required in the case of using the periodic control approach during a limited time period. The required feedback signals compared with the periodic approach can be even less than 5% as time goes to infinity especially if handovers do not occur frequently between redundant cloud controllers. This means achieving better network resource utilization without affecting the major control performance metrics of our system.
Chapter 5

Conclusions and Future work

5.1 Conclusions

In this thesis, we introduced event-based control as a cloud service. Although previous works in the literature discussed this idea, none of them provided a way to deal with the large induced delay values as well as network failures and packet losses that may occur due to moving the event-based controllers to the cloud. We showed how the delay problem can be reduced to the problem of controlling a process with dead time. We presented our model of event-based cloud control systems which included an Internet delay estimator. We showed how our model solves the delay problem in such a way that guaranteed the system stability. We evaluated the proposed approach under a wide range of delay values. Our simulation results showed the robustness of the proposed approach.

In addition, we presented an approach to deal with network failures and packet losses. We deployed our controllers on virtual machines using Amazon cloud in Singapore and Brazil while having our plant in Vancouver. We tested the system robustness in the case of failures and external disturbances. Our simulation results showed the robustness of our approach even if the cloud controllers were thousands of miles away from the controlled plant.

5.2 Future Work

Our work can be seen as a first step towards a full event-based cloud control system where communications between all the system components occur only when needed. In our proposed structure, only the feedback signals between the plant and the controller are transmitted in an event-based fashion. A possible extension to our work is then to consider the communication in the feedforward direction from the controller to the plant. This may be realized by combining the Symmetric Send on Delta PI (SSOD-PI), that we use in our work, and PI-SSOD structures [13] together in a unified event-based control structure. In such a
structure, stability guarantees should be devised and several modifications may be required to address the network delays and failures problems.

We adopted the event-triggered scheme in sampling the signals in our control structure. A possible direction for future works is to consider the self-triggered scheme. Finally, another direction is extending our work to the include more complex control loops like cascade control [57].
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