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Abstract

To walk in the real world, we continually alter our gait to cope with changing terrains, goals, and constraints on the body. This is a nontrivial feat—individual muscle activities must be adjusted to produce a desired gait and that desired gait must be selected from a myriad of possible coordination patterns. How this is accomplished is poorly understood. One principle that could guide the control of legged locomotion is an optimization process that seeks to meet some objective. The main goal of my thesis is to investigate the role of optimization, and in particular energy optimization, in the control of human gait. To do so, I undertook four distinct studies. In the first study, I developed a control system for a lower limb exoskeleton that leverages the body’s internal control by tapping directly into the user’s muscle activity. The myoelectric controller accurately identifies the user’s desired motion, automatically grades the actuation of an exoskeleton, and is adaptable to varying gaits and terrains. In my second study, I sought to understand how entire coordination patterns, rather than individual muscle activities, may be optimized. I hypothesized that humans continuously optimize their gait to minimize energy expenditure. To test this, I used exoskeletons to alter the energetic consequences of various gaits. I made abnormal ways of walking energetically optimal and found that when given broad experience with the novel energetic landscapes subjects discovered the optimal gaits and opted to walk at them, even when the energetic benefits were small. In a third study, I found that the nervous system can be primed to initiate this optimization when perturbed toward low cost gaits, or can spontaneously initiate optimization when natural gait variability is high enough to elucidate a clear energetic gradient. Once optimization is initiated, I found evidence that the nervous system employs a ‘local search’ strategy to gradually descend energetic gradients and converge on novel optima. Given that energetic cost plays a central role in continuously shaping movement, in my fourth and final study I developed a technique to estimate instantaneous muscle energy use during non-steady state walking. This technique now makes it possible to measure a physiological signal that likely plays a central role in the control and optimization of human movement.
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## Glossary

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptation</td>
<td>The process of modifying or adjusting a well-learned movement or motor skill to meet new demands. Adapted from (1).</td>
</tr>
<tr>
<td>Biomechanical energy harvesters</td>
<td>Devices that derive or scavenge energy from the mechanical movement of biological sources or systems. In the context of this thesis, a knee mounted biomechanical energy harvesting exoskeleton is used to harvest energy from the natural motion of human walking.</td>
</tr>
<tr>
<td>Energetic cost</td>
<td>An umbrella term used throughout this thesis to refer to the amount of metabolic energy consumed, or ATP used, as a result of a given motor task. It is used interchangeably with terms such as metabolic cost, metabolic power, energy expenditure, and energy consumption.</td>
</tr>
<tr>
<td>Exoskeletons</td>
<td>Wearable mechanical devices, which are anthropometric in form and are designed to work in concert with the user’s movements. They are typically designed to rehabilitate or restore the mobility of those with impairments or enhance the mobility of able-bodied individuals. In this thesis, exoskeletons are used for more atypical purposes: for biomechanical energy harvesting and to perturb and study the control of human gait.</td>
</tr>
<tr>
<td>Objective function</td>
<td>A quantitative definition of the motor task performance. Can also be referred to as a 'cost function'. For example, the underlying objective function for reaching is often proposed to be a weighted sum of accuracy and effort. Any given reach whether fast or slow, straight or curved trajectory, will produce a given level of accuracy and effort, and can therefore be defined by the objective function.</td>
</tr>
<tr>
<td>Optimization</td>
<td>The selection of the optimum, be that a maximum or minimum, of some objective function. In the context of motor control, it is the process of dynamically adapting a movement or motor skill in order to maximize task performance, with task performance being defined by the objective function. Optimization allows one to optimally adapt to novel contexts, but is likely slow due to sensing delays, averaging over multiple movements and iterative convergence. Adapted from (2) and (3).</td>
</tr>
<tr>
<td>Prediction</td>
<td>The recall of a previously learned, or pre-programed, motor pattern embedded within the neural circuitry. Prediction is rapid, but requires prior experience with a given movement, context and environment in order to adapt optimally. Adapted from (2) and (3).</td>
</tr>
</tbody>
</table>
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Chapter 1.

Introduction

When walking in the real world, people continually adapt their gait to accommodate changing terrains, tasks, and even constraints on the body. For example, when we encounter a steep hill or carry a heavy load we must change how we walk. Although we appear to do this with relative ease, the underlying control is strikingly complex. To coordinate the movement of our limbs, we adjust the time-varying activation of tens of thousands of motor units. In turn, by altering muscle contraction patterns we can choose between different gaits, such as walking, running or even skipping, and we can adjust countless gait parameters, such as speed, step frequency, and limb symmetry. Given the seemingly limitless degrees of freedom we are afforded during walking, our elegant control of gait is both impressive and non-trivial. Yet, how this is accomplished is poorly understood.

Over decades, many theories of motor control have been proposed (4). In the late 19th century Sherrington and colleagues proposed that voluntary movements result predominately from feedforward reflex pathways in response to stimuli presented to the extremities (5). By the early 20th century, Bernstein had aptly articulated the degrees of freedom problem, highlighting that there existed many redundant ways to accomplish a motor task (6). His work was among the first to highlight the complexity of controlling movement and shifted theories of motor control away from more simplistic feedforward control to more complex closed-loop feedback control. As a solution to the problem of redundancy he proposed that the central nervous system could functionally restrict particular degrees of freedom, always controlling certain aspects of movement in unison. This idea is closely related to the more modern theory of muscle synergies, where fixed sets of relative muscle activations are used to produce more complex movements (7-9). By only using a limited number of synergies, the redundancy problem of motor control
could be greatly reduced. However, some recent experiments have failed to find empirical support for the existence of synergies and some have questioned the need for, or usefulness of, the nervous system so greatly limiting its flexibility (8, 10, 11). Other have put forth the minimal intervention principle of motor control, which instead proposes that the nervous system only controls degrees of freedom related to the performance of a given motor task, leaving all others free to vary (11, 12). A closely related and potentially unifying theory of motor control, is optimal control (13-15). Optimal control proposes that movements are selected in order to maximize task performance, with task performance being defined by some objective function. Although still debated, optimal control models have successfully explained complex and varied biological movement. Of course, the definition of the underlying objective function for a particular movement in an important consideration. While many different reaching objectives, including accuracy, effort and smoothness, have been proposed, modeled and subject to careful experimental testing, relatively less is understood regarding the optimal control of walking.

In this thesis I will investigate the role of optimization, and in particular energy optimization, in the control of human gait. In the next three sections of this introduction, I will provide a brief introductory background review of three emerging research areas relevant to this investigation. First, I will discuss current literature focused on understanding how humans adapt their gait to meet new demands. Second, I will present a framework proposing that energy optimization is the underlying objective function driving these gait adaptations. And, third, I will discuss how exoskeleton technology will not only benefit from an unified understanding of locomotor control, but can also be used as a powerful tool to explore fundamental questions about why we move the way we do. These three sections are not intended as an exhaustive review, but instead to introduce general theory, concepts and technology that will reoccur throughout the thesis.

1.1. Adaptation during walking

Motor adaptation is defined as the process of modifying or adjusting a well-learned movement or motor skill to meet new demands (1). Although walking is the
motor skill of interest throughout this thesis, it is important to note that much of current day motor adaptation theory originated from upper limb reaching experiments. These experiments can be broadly categorized into two distinct classes of perturbations. One class tests the adaptability of the visuo-motor map by perturbing visual feedback, either using prism glasses or by altering the representation of limb position in a virtual reality environment (4, 16-20). The other class involves applying mechanical perturbations to movement, either by altering the inertial properties of a limb using weights or by applying a force field using a robotic manipulandum (4, 18, 21, 22). These experiments all reveal common features of adaptation, including initial deviations from intended movement, adaptation of over the course of a number of movements, and aftereffects when the perturbation is removed. As an example, let us consider the force-field adaptation experiments carried out by Shadmehr and Mussa-Ivaldi in the 1990s (21), as it is perhaps one of the most influential adaptation works. In brief, subjects in these experiments are required to reach to a target while a manipulandum applies novel forces to the arm. Subjects initially show large kinematic deviations from straight line reaching, but gradually take into account the novel limb dynamics by adjusting their muscle activity to once again achieve normal straight-line limb trajectories. When the force-field is then removed, subjects present with what is referred to as an aftereffect—they show deviations in hand trajectory that are mirror images of that which they initially displayed. These aftereffects, as well as subjects’ ability to extrapolate their learning to closely related tasks, suggest that an internal representation of the force field is composed by the nervous system and then used to predict and compensate for the effects of the external environment. This powerful paradigm greatly influenced the field of motor adaptation is still used extensively today to study motor control.

More recently, this paradigm has been applied to the lower limb, providing growing evidence that similar internal representations are used in the control of gait. For example, Lam et al. (2006) used a lower limb exoskeleton to apply velocity dependent resistance to knee and hip motion during walking and found evidence of predictive control strategies (23). During pre-swing, knee flexor activity gradually increased in the presence of resistance and persisted when the resistance was removed, which is consistent with adaptation. However, during swing other muscles such as the knee extensor and ankle flexor muscle activity increased immediately in the presence of
resistance and did not persist when the resistance was removed. Similarly, Blanchette and Bouyer (2009), using an elastic band to produce a position dependent force field, found that knee flexor activity displayed adaptation during pre-swing (near toe–off), yet not throughout the remainder of swing (24). Taken together, these results suggest that control of lower limb locomotion is adaptable to force-field exposure yet may be both muscle and timing specific. Others have focused on understanding how locomotor adaptation generalizes across tasks or limbs in order to gain insight into neuronal circuitry. For example, Choi and Bastian (2007) used a split-belt treadmill to adapt the limbs to different speeds and directions (forward and backward walking) (25). While these conditions initially produce asymmetrical gaits over time the nervous system adapts toward symmetry. By testing if adaptation transferred across limbs and directions, they found evidence of separate functional networks for controlling each limb, as well as forward and backward walking. This same group has also found that cerebral stroke patients are able to adapt to split belt walking (26), while patients with cerebellar damage lack the ability to make the necessary predictive adjustments (27). These findings support the hypothesis that cerebellum plays a prominent role in locomotor adaptation and learning. While the discussed work has begun to quantify the patterns, timescales, and neural circuitry associated with locomotor adaptation, the underlying physiological goal that drives adaptation during gait is unclear.

Traditionally, minimization of kinematic trajectory error is presented as the primary objective function, or goal, driving upper limb adaptation (21, 28-32). Deviations from a straight-line reaching path are defined as errors and thought to be the signal that the nervous system seeks to minimize. However, this objective is likely less important during gait adaptation, where precision is not as paramount. The examples of gait adaptation discussed previously demonstrated that force-field paradigms can result in adaptation of muscle activity (25-27), and split belt paradigms results in adaptations toward symmetry (23, 24), yet it is not clear why. A unifying objective through which to understand the control of legged locomotion has remained elusive. One likely candidate—energy minimization—is discussed in the subsequent section and is a focus of this thesis.
1.2. Energy optimization during walking

Energy minimization may provide a central framework to understand the mechanisms underlying locomotion adaptation. It has long been established that people move in ways that minimize energy expenditure. For example, they tend to walk at a speed that minimizes the metabolic energy cost per unit distance traveled (33-36). And at a given speed, people consistently select the appropriate step frequency, step length and step width that keeps cost minimized (34, 37-39). But the processes by which people discover their optimal patterns are not clear. One possibility is that our optimal gait patterns are established over evolutionary timescales, through changes to body shape, muscle action, and the hardwiring of neural circuitry (40-43). Another possibility is that energy optimization may additionally occur over the course of a lifetime, as years of experience could allow people to learn the optimal way to move in familiar situations and allow training to tune physiology to be more economical (44). An alternative hypothesis, addressed within this thesis, is that energy expenditure is continuously optimized, in real-time, to drive gait adaptation.

Although direct evidence of real-time energetic cost optimization has remained elusive, recent findings have tantalizingly suggested that this may be the case. Our group has demonstrated that following perturbations, people can rapidly predict their energetically optimal gait (2, 45). While this finding is consistent with optimal patterns being hard-wired or well-learned by the body, there was also evidence of a slower fine-tuning process, consistent with adaptation and occurring on a timescale similar to changes in energy expenditure (46). Other groups have also recently begun to consider the role of energetic cost during classic adaptation paradigms. For example, Finely et al (2013) has shown that reductions in energetic cost track motor adaptation in split belt walking paradigms, indicating that the tendency toward symmetry may be the consequence of a desire to reduce cost (47). Even those performing classic reaching paradigms have begun to explore if adaptations, traditionally thought to minimize kinematic error, could also be cost driven. Here the results are mixed, with Kistemaker et al (2010) showing that people did not adapt toward paths expected to be energetically optimal (48). However, Huang et al (2012), who directly measured metabolic cost, found that energy use was lower after adaptation than before during reaching (49). In either
case, it is perhaps logical that minimization of energy expenditure be a more important term in the objective function underlying walking than reaching.

It does appear that the nervous system is equipped to sense energy expenditure in real-time. A number of candidate physiological sensors can directly sense energy use, potentially providing the signal that guides adaptation. For example, chemoreceptors located in the medulla oblongata and the carotid and aortic bodies are sensitive to changes in the concentration of oxygen and carbon dioxide in the blood, which is associated with metabolic rate (50-52). These sensors could provide a measure of energy expenditure reflective of total body energy use, and analogous to that which is measured experimentally using indirect calorimetry. It is also possible that metabolic cost is directly sensed by peripheral muscle receptors, such as group IV muscle afferents, sensitive to the local by-products of muscle metabolism (53-55). Indeed these sensors have previously been shown to play a role in the exercise pressor reflex that increases heart rate and ventilation upon onset of exercise. These sensors also offer the advantage of providing more localized information about energy use, which may aid in the search for optimal coordination patterns.

Optimizing gait using these direct sensors of energy use is necessarily slow. Circulating blood gas concentrations can take tens of seconds to fully reflect new energetic demands (46, 56). Although muscle afferents sensitive to local metabolites are faster, they have still been found to require seconds to produce a physiological response (54, 57-59). These sensing delays are compounded by the fact that optimization itself is likely time consuming. To accurately assess, and perhaps trust, a new steady-state energy expenditure it may be necessary to average over multiple gait cycles. Moreover, a single new measurement is likely insufficient for optimization. Instead, the body may need to iteratively adjust and explore different gaits in order to gradually converge on energetic optima. This slow convergence is consistent with adaptation to a novel context, but may be impractical in real world walking where tasks and terrains change frequently.

To overcome this limitation, the body may instead, or in addition, rely on indirect information that it has learned is related to energetic cost. For example, vision could
provide immediate information about a soon to be encountered hill and the body may be able to predict, based on past experience, the energetically optimal gait for this new terrain. This is akin to forming and storing an internal representation of a task in classic adaptation and learning paradigms. Of course, to use these indirect sources of information about energy expenditure, prior experience with a given gait or terrain is necessary. This renders rapid indirect sensing ineffectual when encountering novel contexts.

Our lab has proposed that the control of walking is governed by both the optimization and prediction of metabolic cost (2, 3, 45, 60). Indirect prediction can be used to rapidly improve gait economy when contexts are changed, while direct optimization can be used to fine-tune this selection over time. Moreover, when faced with novel contexts and prediction is inadequate, we have hypothesized that optimization will play a primary role and can inform, or update, the body’s internal prediction. Although locomotor adaptations consistent with both of these processes have been identified in both walking and running (2, 3, 45), direct evidence of energetic cost optimization has remained elusive. A primary goal of my thesis is to determine the role of energy optimization in the control of human gait. To do so, I leverage an emerging technology, lower limb exoskeletons, which can be used to both augment and understand movement. In the subsequent section, I briefly discuss the advance of exoskeleton technology, the importance of using physiology to inform exoskeleton design, and the potential of exoskeletons as a tool to explore fundamental questions about the control of human gait.

1.3. Use of exoskeletons to augment and understand walking

Augmenting locomotion has the potential to redefine how and where one can move. Whether a recovering stroke patient or a dismounted infantry soldier, a technology that can augment natural movement could both broaden the tasks that are feasible and expand the terrain that is accessible. Robotic exoskeletons, which were once restricted to the pages of science fiction, are designed to do just that. These wearable mechanical devices, which are anthropometric in form and are designed to
work in concert with the user’s movements, have become a part of our reality. While lower limb exoskeleton prototypes were designed as early as the 1960’s, the past decade has seen a revival and booming interest in the field (61, 62). Recent advances in both robotic hardware and software have pushed back technological boundaries, allowing for the development of more sophisticated, light weight, and intelligent designs. There are currently groups all over the world developing lower limb exoskeletons and orthoses for the purposes of assisting and enhancing human locomotion (61-68). Specific applications include providing robot-mediated physical therapy in a clinical setting, assisting those with mobility impairments during everyday activities, and enhancing the locomotor capabilities of military personal in complex terrain. The first commercially available lower limb exoskeletons are now on the market and this rapidly evolving technology shows few signs of slowing down.

Despite this progress, limited data are available on the physiological response of the human user when donning an exoskeleton. Many wearable exoskeletons are assessed on their ability to produce motion that is kinematically equivalent to natural walking (61, 62, 69). While there is value in these metrics, it does not allow one to assess if walking is in fact made easier for the user. Perhaps so few assess physiological metrics, such as metabolic cost or muscle activity, because it is inherently very difficult to design an exoskeleton that can seamlessly coordinate with the human neuromuscular system and show physiological improvements. In fact, only in the last two years have three groups been able to show reductions in energetic cost below the level of walking without an exoskeleton (70-72). While this is certainly in part do to the difficulty of designing and controlling these devices, it may also be because few consider how the human user adapts to the novel technology. These devices by definition alter the relationship between motor commands, produced movements, and resulting sensory feedback, yet few have examined the motor adaptation or learning process associated with donning an exoskeleton (73). Very practical considerations remain unclear, such as how and over what timescale a user adapts to an exoskeleton, or how this adaptation can be best facilitated. To effectively augment human movement, we must consider the interaction between human and machine.
While physiology has the potential to advance the design of exoskeletons, exoskeletons also have the potential to advance our understanding of physiology. They can serve as tools with which we can learn about the mechanics, energetics, and neural control of gait. For example, Sawicki and Ferris (2008) have used a powered ankle exoskeleton to quantify the efficiency of the ankle joint and show that elastic energy storage and return contributes a significant amount of ankle joint positive power during push off (74). The same group have also tested different exoskeleton control schemes, including myoelectric control and kinematic control, and found that controllers designed to mimic the human sensorimotor loop produced more rapid adaptation than those that do not (75). This indicates that exoskeleton controllers could be used as a tool to test hypotheses about unknown aspects of motor control. The potential of exoskeleton technology, to study the fundamental principles that underlie the physiology of legged locomotion, has yet to be fully realized.

1.4. Aims

The overall goal of this thesis is to investigate the role of optimization in the control of human gait. In my first study, I will use optimization techniques to design an exoskeleton controller that is integrated into the user’s sensorimotor loop. My aim is to develop a myoelectric control system for a lower limb exoskeleton and test its adaptability to various locomotor tasks. In my second and third study, I will use the lower limb exoskeletons to disrupt the natural sensorimotor loop, allowing me to explore fundamental aspects of locomotor control. Specifically, my aim in the second study is to test the hypothesis that humans continuously optimize their gait, in real-time, to minimize energy expenditure. My aim in the third study is to test multiple competing hypotheses about how the nervous system initiates this optimization and the process used to converge on novel optima. In my fourth and final study, my aim is to develop a technique to estimate instantaneous muscle energy use during non-steady state gait. This technique will not only allow researchers to explore fundamental questions about the role of energetic cost in locomotor adaptation and learning, but can also be used to optimize exoskeleton design and control.
Readers should note that the second and third studies of this thesis, found in Chapters 3 and 4, have been formatted such that the detailed Experimental Procedures are presented after the Results and Discussion sections. I have chosen to do so because I think it improves the clarity of the work and allows the reader to more fluently link the findings and implications to the proposed hypotheses in the Introduction. Aspects of the experimental design critical to understanding the results are reported throughout the Results section. The first and fourth studies of this thesis, found in Chapters 2 and 5, are methods driven and have therefore been presented in a more traditional format.
Chapter 2.

Myoelectric control for adaptable biomechanical energy harvesting

2.1. Abstract

We have designed and tested a myoelectric controller that automatically adapts energy harvesting from the motion of leg joints to match the power available in different walking conditions. To assist muscles in performing negative mechanical work, the controller engages power generation only when estimated joint mechanical power is negative. When engaged, the controller scales its resistive torque in proportion to estimated joint torque, thereby automatically scaling electrical power generation in proportion to the available mechanical power. To produce real-time estimates of joint torque and mechanical power, the controller leverages a simple model that predicts these variables from measured muscle activity and joint angular velocity. We first tested the model using available literature data for a range of walking speeds and found that estimates of knee joint torque and power well match the corresponding literature profiles (torque $R^2$: 0.73-0.92; power $R^2$: 0.60-0.94). We then used human subject experiments to test the performance of the entire controller. Over a range of steady state walking speeds and inclines, as well as a number of non-steady walking conditions, the myoelectric controller accurately identified when the knee generated negative mechanical power, and automatically adjusted the magnitude of electrical power generation.
2.2. Introduction

This decade has seen rapid progress in the development of powered exoskeletons designed to augment the function of human joints (61, 62, 69). Within this larger field of wearable robotics, our focus has been on developing devices to capture mechanical energy normally wasted during walking and convert it to electricity (76, 77). Although these biomechanical energy harvesters are exoskeletons, we have not designed them to provide additional torque whenever the user needs it. Instead, our design goal is to generate useful amounts of electrical energy without substantial increases in user effort. To do so, we control the timing and magnitude of power generation such that it assists muscles in performing negative mechanical work (76, 77). Although the intended use is different from most powered exoskeletons, the control goal is similar—to apply torque with the ideal timing and magnitude.

A central challenge of effective exoskeleton design is a controller that automatically adapts its action to match the requirements of different phases of the gait cycle and different walking conditions. For example, it may be desirable for a powered exoskeleton to assist trailing leg push-off work during walking (72, 78-81). The timing and magnitude of helpful push-off work will likely depend on both walking speed and slope (78, 82, 83). Energy harvesting from leg joint motion faces similar challenges—the negative joint work available for harvesting, as well as the magnitude of torque required to do so effectively, depend on the phase of the walking cycle (84, 85). For example, the knee joint generates negative mechanical work with large extension torques at slow flexion speeds at the beginning of stance, and with small flexor torques at high extension speeds at the end of swing (86, 87). An ideal energy harvester controller would adapt its resistive torque to match that available from the knee at each phase of the walking cycle (85, 88). Furthermore, as walking speed changes, the appropriate level of torque for each phase also changes. And at different walking slopes, some phases of the walking cycle may stop producing negative work whereas others might start (89, 90). More generally, a typical walking bout in the real world does not occur at a steady-state speed or slope. Instead, it involves speeding up and slowing down while walking over variable terrain and negotiating disturbances such as stepping over obstacles. An ideal
exoskeleton controller would adapt its action to optimize its performance under these variable conditions.

To effectively adapt the action of an exoskeleton, a controller needs to measure or estimate the required joint torque. One logical method is to measure the electrical activity of the muscles that are typically responsible for the joint torque. These electromyography (EMG) signals, which can be non-invasively measured from the surface of the skin, indicate the excitation of the underlying muscle and give indirect insight into its force (91-93). Conveniently, EMG also provides advance insight into user intent as the measured activity often precedes measurable acceleration or deceleration of the limb by approximately 20-100 ms (94, 95). As a consequence of these benefits, EMG has been used extensively to control upper limb prosthetics (96-98) and is beginning to be employed in the control of lower limb prosthetics (99, 100). Ferris and colleagues are among the first to develop myoelectric controllers for lower limb exoskeletons (67, 101). In their ankle-foot orthoses, the air pressures of two artificial pneumatic muscles—a plantar flexor and a dorsi flexor—are regulated in proportion to the activity of the soleus and tibialis anterior muscles. Naïve users are able to quickly adapt to walking with the novel device by adjusting muscle activity to take advantage of the exoskeleton assistance (67). The Hybrid Assistive Leg (HAL-5) exoskeleton developed by the University of Tsukuba, Japan also uses myoelectric signals as inputs into their controller. But, rather than simply make actuator activity proportional to a single muscle’s EMG, this controller uses the measured activity to first estimate joint torque, which is in turn used to control the exoskeleton torque (65). Although most lower limb exoskeletons rely on other methods to control their action (69), the success of the few existing devices that employ myoelectric control, as well as the promise of tapping into the user’s own intentions, highlight the potential of myoelectric controllers.

Our purpose in this study was to design a myoelectric controller that would automatically adapt energy harvesting to match the mechanical power available in different walking conditions, and then test its performance. As detailed in the next section of this paper, our controller uses real-time estimates of joint torque and mechanical power to determine the timing and magnitude of electrical power generation. The following section describes our model for estimating joint torque and mechanical
power from measured muscle activity and joint angular velocity. It includes a relatively simple procedure for identifying the unknown model gains and delays, and then tests the model performance against literature data collected at a range of walking speeds. In the final section, we combine our candidate controller and our model for estimating joint torque and power to control energy harvesting exoskeletons worn by a human subject. We test its ability to automatically adapt the timing and magnitude of electrical power generation across a range of steady-state walking speeds and slopes, as well as a number of non-steady walking conditions.

2.3. Controller Design

Our controller relies on real-time estimates of knee joint torque ($\tau_j$) and knee joint angular velocity ($\omega_j$), the product of which produces an estimate of knee joint power ($P_j$) (Figure 2.1a). We designed our controller to engage power generation only when estimated knee joint power is negative. When engaged, the resistive torque that the exoskeleton applies to the body ($\tau_a$) is made proportional to knee joint torque by a constant $K$:

$$\tau_a = \begin{cases} K \cdot \tau_j & \text{if } P_j < 0, \\ 0 & \text{otherwise} \end{cases}$$

(2.1)

Since the total torque acting about the knee joint ($\tau_t$) is the sum of the torque provided by the body ($\tau_j$) and the exoskeleton ($\tau_a$), the fraction of total torque contributed by the exoskeleton can be expressed as:

$$\frac{\tau_a}{\tau_t} = \frac{K}{K+1}$$

(2.2)

If $K = 1$, the exoskeleton and joint each contribute half of the total torque. If $K$ is reduced to 0.5, the torque fraction applied by the exoskeleton would drop to 1/3 with the remainder contributed by the body. This relationship, between the torque applied by the body and that by the exoskeleton, is also true of the mechanical power generated by the body and exoskeleton. This is because the joint and exoskeleton share a common angular velocity at the point of torque application. When the exoskeleton generates
negative mechanical power on the body, the body generates positive mechanical power on the exoskeleton. This positive mechanical power is converted into electrical power with an efficiency determined by the exoskeleton components including its transmission, generator and power conditioning circuitry (77). Thus, our controller automatically scales electrical power generation to be proportional to the available negative mechanical power at the joint, with the proportion determined by $K$.

**Figure 2.1:** **Myoelectric control system for an energy harvesting exoskeleton**

(a) Controller design. Muscle activity is used to produce a real-time estimate of knee joint torque. The product of this estimate and knee angular velocity produces an estimate of knee joint power. A resistance proportional to knee joint torque (by a factor $K$) is applied only during negative work phases of gait, when knee joint power is negative. 

(b) Torque estimation. Raw EMG signals from the vastus medialis (VM), vastus lateralis (VL), rectus femoris (R), medial gastrocnemius (G), biceps femoris (BF) and semitendinosus (ST) are rectified and smoothed. The VM and VL are summed, as are the BF and ST, resulting in four muscle activity profiles. A constrained nonlinear optimization is then used to identify four optimal gains ($K_V$, $K_R$, $K_G$ and $K_H$) and delays ($T_V$, $T_R$, $T_G$ and $T_H$), and the resulting four profiles are summed to produce an estimate of knee joint torque. Note that the optimization of all gains and delays occur during a parameter identification period, are not continually optimized in real-time. 

(c) Exoskeleton hardware. The custom carbon fiber shell is mounted to the thigh and shank using nylon and polyethylene strapping. The steal gear train transmits rotation at the knee joint to the rotor of a magnetic motor. EMG electrodes, placed on the quadriceps and hamstring muscles, are used to measure muscle activity, which is in turn used to control harvesting. While the exoskeleton is identical to that used in the experiment, the picture is of a different subject.

It is not possible to predict an optimal value of $K$ without human experiments. Very low values of $K$ are undesirable because the resulting low applied torque would
leave some available negative mechanical work untapped for power generation. It is likely that very high values of $K$ are also undesirable because a user’s nervous system may not be able to adapt its control of muscle forces to take advantage of the assistance provided by the exoskeleton. This would result in a greater than required total torque at the knee, leading to a stiff-kneed gait with very little knee motion and thus very little mechanical power available for harvesting. If users are able to dramatically reduce the torque generated by their muscle, high values of $K$ may still not be desirable because the resulting low EMG signals may become insufficient for control. Finally, it is likely that users will be more perturbed by the inevitable errors in estimated torque, especially timing errors, when the exoskeleton attempts to apply the large torques associated with high values of $K$. The ideal value for $K$ lies somewhere between the two extremes, and can be determined using human experiments to compare power generation, comfort, and muscle activity at different values of $K$.

Overall, our simple controller structure is inherently adaptable to varying gaits and movements, as it does not rely on prior knowledge of standard knee joint kinematics or kinetics. Indeed, if knee joint torque and angular velocity are accurately estimated, the controller should engage and disengage power generation appropriately, regardless of the task. While we have chosen to estimate knee joint torque from muscle activity, and knee angular velocity from generator voltage (discussed below), our controller is not specific to these measures, or even to the knee joint; it could use other means to estimate joint torque and angular velocity in real-time, and can be applied to other biological joints.

### 2.4. Joint Torque and Power Model

Our model estimates knee joint torque and mechanical power using measured muscle activity and joint angular velocity. To design our model, we have used literature data, including knee joint angular velocity, torque and power (86), as well as lower limb muscle activity (102). As detailed below, we first identify unknown model parameters, including gains and delays, using knee joint flexor and extensor muscle activity during level walking at a moderate speed. We then tested our model’s robustness to predicting knee joint dynamics across a range of magnitudes and timings by comparing our
estimated knee joint torque and power to literature values across a range of walking speeds.

2.4.1. Model Design

Our model incorporates muscle activity from three knee extensors—vastus medialis (VM), vastus lateralis (VL), and rectus femoris (R)—as well as from three knee flexors—biceps femoris (BF), semitendinosus (ST), medial gastrocnemius (G) (Figure 2.1b). The activity of these muscles can be easily measured using surface EMG. In the design of our model, we used average muscle activity profiles from the literature that were collected during level walking at 1.25m/s by Hof and colleagues (102). They instrumented the right leg of each subject and placed electrodes in accordance with the SENIAM committee (103). During processing, they band pass filtered their EMGs with a 20 Hz -10 kHz third order zero-lag Butterworth filter and then rectified and smoothed their signals with a 25 Hz third order zero-lag Butterworth low-pass filter. The EMG profiles made available in the literature had been averaged across subjects, with data from between 11 to 13 subjects per muscle. We further smoothed these signals with a 6Hz third order low-pass Butterworth filter. Next, activity from VM and VL were summed to create one vastus muscle activity profile (V). The BF and ST were also summed, creating a single hamstring muscle activity profile (H). No weightings were applied to the signals prior to summing. Using the resulting four muscle activity profiles (V, R, H, and G) we sought to produce an estimate of joint torque, which, when multiplied by angular velocity, would produce an estimate of joint power.

2.4.2. Parameter Identification

We used constrained nonlinear optimization to solve for four gains (KV, KR, KH and KG) and four time delays (TV, TR, TH and TG) that we applied to the V, R, H, and G profiles prior to summing these signals to produce an estimate of joint torque. These parameters were optimized such that the resulting estimate of joint torque, when multiplied by knee angular velocity, produced an estimate of joint power that best fit the literature knee joint mechanical power for the same walking speed (86). That is, the root mean square error between the estimated and literature joint power was minimized.
While it is also possible to optimize these parameters such that they produce the best-fit estimate of knee joint torque, we have chosen to optimize for power because our intended application is energy harvesting during phases of negative mechanical joint power. By optimizing for power we are in effect optimizing for torque that is weighted by angular velocity, with phases of high angular velocity assigned greater importance than those with low angular velocity. For other applications, such as powered exoskeletons, it may be more useful to simply optimize for torque. The optimization was implemented using Matlab’s `fmincon` function (Mathworks, NA, USA). The constraints applied to the optimization required positive magnitudes for the knee extensor gains ($K_V$ and $K_R$) and negative magnitudes for the knee flexor gains ($K_H$ and $K_G$). Additionally, we restricted the magnitudes of the four time delays to lie within 0-100 ms, which encompasses reasonable predictions of the delay between measured muscle activity and produced joint torques (94, 95).

Using this model and our optimized parameters, we were able to produce accurate EMG-derived estimates of knee joint torque and power that well matched literature profiles collected at the same walking speed (torque $R^2$: 0.92, power $R^2$: 0.94, Figure 2.2, Table 2.1). As expected, the vastus muscle profile ($V$) contributed most substantially to the large net knee extensor torque during mid stance, while the hamstring profile ($H$) accounted for the net flexor torque during late swing to early stance. The rectus femoris ($R$) and medial gastrocnemius ($G$) activity profiles made substantially smaller contributions, but did improve the optimized fit to the more subtle net extensor and flexor torque evident at mid gait cycle. The literature knee joint power data that we used to identify model parameters were collected on different subjects, and by different authors, than the measures of muscle activity. This provides an initial indication that we may not need subject-specific measures of joint power when identifying model parameters for individual users.
Table 2.1: Optimized model parameters and resulting torque and power $R^2$ values for literature and experimental data

<table>
<thead>
<tr>
<th></th>
<th>Time Delay (ms)</th>
<th>Gain (Nm/µV)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_V$</td>
<td>$T_R$</td>
<td>$T_G$</td>
</tr>
<tr>
<td>Literature</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td>83</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Experimental</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td>38</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Experimental</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>19</td>
<td>67</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 2.2: Parameter estimation using literature EMG
Literature knee joint angular velocity, torque and mechanical power (blue; all plots) (86). Literature EMG signals (102) were used to identify optimal model parameters, including four gains and four delays, which when applied to muscle activity profiles produced the V, R, G, and H traces (purple, yellow, orange, and green, respectively; second plot). Summing these traces produces the torque estimate (red; third plot), while taking the product of angular velocity and the torque estimate produces the power estimate (red; fourth plot). All literature data were from level walking at 1.25m/s.

2.4.3. Parameter Validation

We next assessed if our optimized gains and delays could be used to produce accurate EMG-derived estimates of knee joint torque and power across a range of walking speeds. It is important for us that the solved parameter values generalize to walking conditions beyond which they were optimized for, as this allows us to use a relatively simple and short procedure for identifying model parameters. We used the gains and time delays identified at a walking speed of 1.25m/s to estimate torque and power profiles for speeds ranging from 0.9m/s to 2.0m/s. We used varying speeds to test our model’s generalizability because changes in speed result in changes in both the
timing and magnitude of joint torque and power. While EMG and kinetic data are readily available in the literature across a range of speeds, exact speed matches were not. Here, we used EMG data from Hof and colleagues, collected at speeds of 0.75, 1.00, 1.25, 1.50, and 1.75m/s, and kinematic and kinetic data from Zelik and Kuo, collected at speeds of 0.70, 0.90, 1.25, 1.60, 1.80m/s (86, 102).

We found that we could generate reasonably accurate estimates of torque and power for most walking speeds using parameters optimized at a single comfortable walking pace (Figure 2.3). Although torque and power estimates did worsen as speeds differed from 1.25m/s, the $R^2$ of our estimates remained above 0.70 for torque and 0.60 for power at all speeds. The magnitudes of the torque and power estimates were appropriately scaled across the range of speeds. Moreover, the timing of negative and positive torque and power phases were quite accurate despite large changes in stride times across different speeds. Overall, our findings indicate that using a relatively small number of muscles and a simple procedure for optimizing model parameters, it is possible to predict knee joint torque and power for walking over a two-fold range in speed.
**Figure 2.3: Parameter validation across walking speeds using literature EMG**

EMG profiles from the literature (102) were used to derive estimates of knee torque (red; left column) and power (red; right column) that were compared to literature knee joint torque (blue; left column) and mechanical power (blue; right column) for various walking speeds (0.90, 1.25, 1.60, and 2.00 m/s) (86). Although model parameters were optimized only for power at 1.25 m/s (grey shading), these same parameters well predicted knee joint torque and power across a wide range in walking speed. The x-axes are expressed in time, as opposed to percent-normalized gait cycle, allowing better visualization of the absolute changes in timing for the various gait speeds presented.

### 2.4.4. Alternative Models

We tested a number of alternative models for estimating knee joint torque and power that leveraged different combinations of muscles. For example, we tried including only uni-articular knee extensors (VM and VL) and flexors (BF and ST). However, it was clear that, for level walking at 1.25 m/s, our poorest estimates of torque occurred during the end of stance and beginning of swing (30-70% gait cycle) and, as a result, we largely missed the substantial phase of negative joint power that peaks at around 60% of the gait cycle. This is not surprising, as the uni-articular knee extensors and flexors are nearly inactive during this portion of the gait cycle. The addition of G and R, which demonstrate peak activity in this otherwise silent phase, allowed for better fitting of these subtle mid-gait cycle flexor and extensor peaks in torque. Overall, models that do not include G and R are still able to account for about 85% of the variation in torque and power, but their inclusion improves this to over 90%.
Our model estimates of torque and power are less impacted by the removal of other, more redundant, muscles. Muscle activities from the two vasti are quite similar. Therefore, it is possible to remove either the VL or VM and still explain over 90% of the variation in torque and power. The same is true for the two hamstrings; either the BF or ST can be removed. We have chosen to sum the activity from VM and VL, as well as that from BF and ST, because, for our purposes, it was easy to instrument both. However, in situations where hardware or accessibility to muscle electrode sites is limited, it appears that our model could function equally well with EMG recordings from only four non-redundant muscles per leg.

2.5. Experimental Testing

Here we preformed preliminary experiments to test the ability of our controller, and the joint torque and power model that it relies on, to control energy harvesting exoskeletons worn by a human subject. Our primary aim was to assess if our myoelectric controller could be used to accurately identify when the knee is generating negative mechanical power, and automatically adjust the magnitude of electrical power generation to match the available mechanical power.

Performing human experiments allowed us to test our controller in ways not possible using only available literature data. For one, we assessed if our simple parameter estimation procedure sufficiently predicted knee joint torque and power profiles when relying on EMG data from a single subject, as opposed to data averaged over multiple subjects. We were also able to test if, when the controller is turned on, our estimates of knee joint torque and power were still reliable, despite the potentially perturbing effects of the exoskeleton resistance. We were also able to explore what fraction of total knee joint torque, defined by $K$, was optimal for the user—a question we are unable to assess without instrumenting a human with the exoskeleton. Lastly, when attempting to validate our solved controller parameters, we were able to assess not only changes in torque timing and magnitude across steady-state walking speeds, for which literature EMG data were available, but also across different inclines and in a number of non-steady walking conditions.
2.5.1. Hardware

We used wearable energy harvesting exoskeletons that couple knee joint movement to generator rotation, allowing us to convert mechanical to electrical power. These novel exoskeletons differ from those on which we have previously reported (76, 84)—they perform bi-directional energy harvesting, generating electrical power during both knee joint flexion and extension. Each exoskeleton weighs 1.1 kg and is comprised of a custom carbon fiber shell and custom steel gear train coupled to an off-the-shelf rotary magnetic generator (BLDC40S-10A, NMB Technologies Inc.) (Figure 2.1c). During walking, the relatively low angular velocity and high torque characteristics of knee motion are transformed by the gear train to produce relatively high angular velocity and low torque at the generator. This rotational motion in the generator’s rotor induces voltage in the windings and, if the controller allows it, electrical current in the windings (84). The induced current generates its own magnetic field that resists the motion of the knee with a torque proportional to the current magnitude. We limited the maximum torque to 11 Nm based on the designed strength of the gear train. We estimated the torque applied to the knee from the product of the measured generator current, the generator’s torque constant (3.36×10⁻² Nm/A) and the exoskeleton gear ratio (110:1). We also estimated the magnitude of knee angular velocity from the product of measured generator voltage and the generator’s velocity constant (0.33Rad/s/V). We determined the direction of generator rotation from the voltage phase relationship between the generator’s three phases.

2.5.2. Subject Instrumentation

We performed testing on a single able-bodied subject (body mass: 88 kg; height: 180 cm) during a single six-hour testing session. Simon Fraser University’s Office of Research Ethics approved the protocol, and the participant gave their written, informed consent before experimentation. We placed EMG electrodes bilaterally on the subject's knee joint extensors (VM, R, VL) and flexors (BF, ST, and G) (DE-2.1 EMG sensors, Bagnoli Desktop EMG, Delsys Inc., MA, USA). EMG electrodes were placed in accordance with recommendations from the SENIAM committee (103), and the ground electrodes (Dermatrode Reference Electrode, Delsys Inc., MA, USA) were placed on
the kneecaps. The subject then donned an exoskeleton on each leg. All walking was carried out on an instrumented treadmill (FIT, Bertec Inc., OH, USA). We used custom software to measure muscle activity, generator voltages and generator currents in real-time. Subjects first performed a ten second resting baseline EMG trial, where they sat on a chair with legs outstretched and relaxed. These data were used to determine any offset in the recorded EMG and were subtracted in real-time during subsequent walking trials. During walking, EMG signals were full-wave rectified and smoothed using a 3Hz third order low pass Butterworth filter in real-time (Figure 2.1B). Our model was used to calculate desired exoskeleton torque based on measured EMG, and desired generator current based on desired torque. The software commanded the desired current to a custom current control unit, which performed high-frequency closed-loop control of the current drawn from each exoskeleton to match the desired current, and thus match the actual torque to the desired torque. We implemented the real-time software using Simulink and Real-Time Windows Target (Mathworks, NA, USA). All signals were sampled and commanded at 1000 Hz (NI DAQ PC1-6071E, National Instruments Corporation, TX, USA).

2.5.3. Parameter Identification

To identify optimal model parameters for our test subject, they walked on the level at 1.5 m/s for 6 minutes while wearing the exoskeleton with the controller turned off. EMG signals (Figure 2.4 and Figure 2.5) from the last 3 minutes were then used to solve for the optimal muscle gains ($K_V$, $K_R$, $K_H$ and $K_G$) and time delays ($T_V$, $T_R$, $T_H$ and $T_G$) for each leg that best fit literature knee power profiles (86) for a similar walking speed (1.6 m/s).
Figure 2.4: Sample raw EMG collected during level walking at 1.5m/s
Muscles include the vastus medialis (VM), vastus lateralis (VL), rectus femoris (R), biceps femoris (BF) and semitendinosus (ST) and medial gastrocnemius (G) for the left and right legs. Vertical grey lines represent heelstrikes for the respective leg.

Figure 2.5: Processed EMG collected during level walking at 1.5 m/s
Muscles include the vastus medialis (VM), vastus lateralis (VL), rectus femoris (R), biceps femoris (BF) and semitendinosus (ST) and medial gastrocnemius (G) for the left and right legs. Shaded regions represent ± 1 SD.

Using these optimized parameters, we were again able to produce accurate estimates of both knee torque and power (Figure 2.6, Table 2.1). Our estimates of knee
joint torque using EMG from our single test subject matched the literature knee joint torque just as well as the estimate derived from literature EMG, which was averaged across multiple subjects ($R^2$: 0.92 for both literature and experimental data). Our experimental estimates of joint power were somewhat worse, but still explained approximately 80% of the variability in literature mechanical knee joint power.

![Image of gait cycle and muscle activity profiles](image)

**Figure 2.6:** Parameter estimation using experimental EMG

Literature knee joint angular velocity, torque and mechanical power (blue; all plots) (86). Measured EMG signals (102) were used to identify optimal model parameters, including four gains and four delays, which when applied to muscle activity profiles produced the V, R, G, and H traces (purple, yellow, orange, and green, respectively; second plot). Summing these traces produces the torque estimate (red; third plot), while taking the product of angular velocity and the torque estimate produces the power estimate (red; fourth plot). All EMG data were measured during level walking at 1.5 m/s. Data presented is from the left leg.

A comparison of the optimized parameters from the left and right legs showed many similarities, and one clear difference (Table 1). The knee flexors, including H and
profiles, were similarly weighted for the two legs and exhibited comparable time delays. The same was true for the dominant extensor profile, V. However, while the extensor R profile made a substantial contribution to the extensor torque for the left leg, it was assigned a zero weighting for the right leg. This finding was consistent regardless of what 3-minute window of EMG data was used for parameter identification. Indeed, we collected walking data with the controller turned off at various points throughout the 6 hour testing session and found that the solved gains and delays for each leg were remarkably consistent. This gives us confidence in our optimized parameters. Thus, the differences between optimized parameters for the left and right legs may highlight our controller’s adaptability, not only to particular subjects, but even asymmetries in electrode placement or muscle activity between legs.

2.5.4. Optimal Torque Fraction

Here we identify an optimal fraction of total knee joint torque to be applied by the exoskeleton (Equation 2.2). Our optimized gains and time delays are used to estimate joint torque and power, and the exoskeleton only applies a resistive torque, proportional to joint torque, when joint power is negative. We use a proportionality constant (K) between estimated and applied torque to tune this fraction (Equation 2.2).

To determine the optimal torque fraction applied by the exoskeleton, we had the subject walk at a range of values for K (0, 0.125, 0.25, 0.375, 0.5, 0.75, 1, 2, and 4) that spanned torque fractions from 0 to 4/5. Order was randomized. They walked at each K for 3 minutes at 1.5 m/s on the level, and data from the last 1 minute were used for analysis. For each K, the subject also verbally rated their level comfort on a scale of 1 to 10 (10 being the most comfortable and 1 being the least).

We found a parabolic relationship between harvested power and torque fraction applied by the exoskeleton (Figure 2.7). Harvested power appeared to peak at a K of around 1, which corresponds to a torque fraction of 1/2. However, because comfort scores dropped between a K of 0.5 and 1 (from a score of 6 to 3), we selected a K of 0.5 for all subsequent testing. Muscle activity of the knee flexors and extensors showed trends consistent with these subjective comfort scores, where EMG activity steadily
increased for gains above 0.50 (Figure 2.8). This chosen gain of 0.5 corresponds to a torque fraction of 1/3, and harvested power was still 90% of the maximal produced at a gain of 1.

Figure 2.7: Effect of torque fraction on power generation and comfort
Generated electric power (red) and comfort scores (blue) across a range of torque fractions applied by the exoskeleton. The proportionality constant (K) determines the fraction of the total knee joint torque applied by the exoskeleton (Torque Fraction, Equation 2.2). Electric power data presented is from the left leg.

Figure 2.8: Effect of torque fraction on muscle activity
Integrated EMG throughout the gait cycle for the knee extensors (blue shades) and flexors (red shades) for a range of torque fractions applied by the exoskeleton. Muscle activity is normalized to activity from the chosen torque fraction of 1/3 (K= 0.50).
2.5.5. Parameter Validation

We next assessed if our optimized model parameters and $K$ could be used to control energy harvesting for a human walking at different steady state and non steady state gaits. To be useful in real-world walking conditions, our controller must be adaptable to various self-selected gaits, such as different walking speeds, as well as imposed changes in gait, such as those adopted when one encounters a sloped terrain. Moreover, our controller would ideally be adaptable to sudden single step changes in gait, such those taken when stepping over an object or down from an object. We sought to determine if our controller could accurately identify when the knee is generating negative mechanical power, and then automatically adjust the magnitude of electrical power generation for these range of conditions.

Adaptability to Steady State Gaits

To produce different steady state gait patterns that varied the timing and magnitude of negative mechanical knee joint power, we had the subject walk at a range of speeds and slopes. They walked for 2 minutes at speeds of 0.9, 1.25, 1.6, and 2 m/s on the level, in randomized order. They also walked for 2 minutes at slopes of -15°, 0°, and +15° at a speed of 1.5 m/s. We averaged across strides the harvested power from the final one minute of data and compared it to the corresponding literature mechanical power profiles. Level walking literature profiles were from Zelik and Kuo (86), while sloped walking profiles were from Lay et al. (89, 90).

Our controller was able to automatically modulate the timing and magnitude of energy harvesting for various steady state gaits (Figure 2.9 and 2.10). For level walking, electrical power was produced during four phases of the gait cycle, all of which correspond to phases of negative mechanical knee joint power from the literature. The controller, which was calibrated only during level walking at 1.5 m/s, was also able to identify phases of negative joint power across a range of speeds and slopes (Figure 2.9 and 2.10, respectively). For example, during decline walking the controller appropriately ceased harvesting at mid-stance (~35% gait cycle)—a phase in which harvesting
occurred on the level. And within each phase, the controller automatically harvested increased levels of electrical power when greater power was available. This can be clearly seen during decline walking and at higher walking speeds.

Figure 2.9: Controller adaptability to steady state walking at various speeds
Generated electric power (red) compared to literature knee joint mechanical power (blue) for various walking speeds. Shaded regions represent phases of the gait cycle during with the exoskeletons engaged power generation. The x-axes are expressed in time, as opposed to percent-normalized gait cycle, allowing better visualization of the absolute changes in timing for the various gait speeds presented. Data presented are from the left leg.
Adaptability to Non-steady State Gaits

We used three tasks to assess our controller’s adaptability to sudden changes in gait. In the first task, we rapidly changed the treadmill speed every 20 seconds during a 2 minute level walking trial. The speed alternated between 1.25 m/s and 1.6 m/s, with an acceleration of 0.1 m/s². In the second task, again during a 2 minute level walking trial, we held the treadmill speed constant at 1.5 m/s while the subject simulated stepping over a knee high object, such as a log, every 20th step with the left leg leading. The third task was of similar design to the second except every 20th step the subject lunged down on the left leg, as though bending so that their head could clear an overhead object.

The first task allowed us to assess our controller’s responsiveness to rapid changes in gait. Within one step of a speed change, the power harvested immediately increased for increases in speed and decreased for decreases in speed (+1.32 ± 0.28W and -1.10 ± 0.17 W, respectively). The second task, where the subject performs a high step with their left leg, is a task for which we would expect minimal negative knee joint power. Indeed, we found that for these steps, the controller turned harvesting off throughout the 20-80% of the gait cycle when we anticipate the leg is being lifted and
accelerated (Figure 2.11). In the third task, where the subject performs a lunge with their left leg, we would expect high negative knee joint power following heel strike as the subject flexes the knee to lower their body. Indeed, we found that for these steps, significant harvesting occurred in the 0-30% phase of the gait cycle (Figure 2.11).

![Figure 2.11: Controller adaptability to non-steady state gaits](image)

Knee joint angular velocity (left column), torque estimate (middle column), and generated electric power (right column) for a high step (red; top row), normal step (blue; middle row), and downward lunge (purple; bottom row). Generated electric power is relatively low during mid gait cycle for the high step, when net knee joint mechanical power is expected to be positive, and is markedly increased during early gait cycle for the lunge, when net knee joint power is expected to be negative during lowering (regions indicated with grey shading). Walking speed was 1.5 m/s and data presented are from the left leg.

### 2.6. Discussion

We have demonstrated that myoelectric control can be used to automatically adapt the timing and magnitude of electrical power generation for an energy harvesting exoskeleton. Our controller design engages power generation only when estimated knee joint mechanical power is negative. When engaged, the exoskeleton scales the resistive torque in proportion to estimated knee joint torque, thereby automatically scaling electrical power generation in proportion to the available negative mechanical power at the joint. Real-time estimates of knee joint torque and power are crucial to our controller's function and are produced using a simple model embedded within our controller that relies on muscle activity from knee joint flexors and extensors. We found that this model was able to predict knee joint dynamics across a range of timings and
magnitudes. We demonstrated this using literature EMG data available for a range of walking speeds and found that estimates of knee joint torque and power well matched the corresponding literature profiles (torque $R^2$: 0.73-0.92; power $R^2$: 0.60-0.94). We also performed preliminary experiments, which demonstrated that our myoelectric controller can be used to identify when the knee is generating negative mechanical power, and automatically adjust the magnitude of electrical power generation. It appeared to work well for a range of steady state walking speeds and inclines, as well as number of non-steady state walking conditions.

One limitation of this preliminary test of our controller is that we did not measure the knee joint torque and mechanical power for our particular subject. Instead, we relied on average literature profiles from able-bodied subjects. Our approach does have the benefit of more closely replicating exoskeleton use in a real-world setting, where capturing subject specific joint kinetics using inverse dynamics (104, 105), may be difficult and cumbersome. However, future work may still benefit from subject-specific joint kinetics during parameter identification, allowing model parameters to be optimized to a user’s particular knee joint torque and power. This may be especially important for users that display atypical gait patterns, such as those with mobility impairments. We expect knee joint kinetics were quite similar to literature values for our able-bodied test subject, but even in our specific case, we may have benefited from subject-specific measures. For example, we found that the R muscle activity for the right leg was not needed to predict literature values of knee joint torque (gain of 0 assigned). However, it is also possible that for this particular subject and leg, the R muscle activity was responsible for an atypical extensor torque that was not evident in the literature torque profile. Further testing is needed to determine when differences between individuals, and between limbs within an individual, necessitate user specific knee joint kinetics for parameter estimation. Another benefit of collecting subject-specific kinetics is that they could be used to further validate our controller’s performance. EMG-derived estimates of knee joint torque and power from each trial would ideally be compared to the knee joint kinetics measured during that particular trial. This is because the interaction with the active exoskeleton may have caused actual knee joint kinetics to differ from generic literature profiles during steady state walking. Moreover, it would have provided us with joint kinetics for non-steady state walking conditions (conditions that are absent from the
literature). Our use of literature values for parameter estimation and subsequent assessment of our controller performance demonstrate the potential usefulness of this type of control, which is likely to only improve with subject-specific measures.

Even with subject-specific joint torque and power profiles, the biomechanics and control of muscle action makes predicting optimal phases of harvesting difficult. As detailed by Li and Donelan, muscle co-contraction, bi-articular muscle architecture and elastic energy storage complicate the relationship between net joint power and true muscle power (84). And for effective generative braking, a controller needs to assist muscles, not joints, in performing negative mechanical work. There are a number of ways our myoelectric controller could be adapted to deal with these physiological complexities. For one, our controller could be used in combination with a state-machine that disengages or engages electrical power generation during phases of negative joint power that don’t reflect true negative muscle power. For example, if it is determined that the negative joint work performed at the beginning of walking’s stance phase is typically stored and returned to straighten the knee during the middle of stance, a modified controller may leverage measures of muscle activity to detect this event and turn off electrical power generation for this phase. With this hypothetical modification, our myoelectric controller would be used for the remainder of the walking cycle to modulate the timing and magnitude of power generation. Integrating our myoelectric controller within a state-machine certainly reduces the simplicity and generality of our controller, but the combination of the two may outperform either on their own.

Rather than modifying our controller to compensate for the complex relationship between joint and muscle power, it may instead be feasible to keep our controller exactly the same and control the action of the exoskeleton based on estimates of muscle torque and power, rather than joint torque and mechanical power. Much development has been directed towards musculoskeletal models that combine EMG with forward dynamic models to predict individual muscle velocities, forces and mechanical powers (91, 106, 107). Future work may combine these models with our parameter identification procedure to find the optimal parameters for relating measured muscle activity to muscle torque and power. Using these muscle-optimized parameters with our myoelectric controller may improve the accuracy and efficiency of harvesting while preserving its
generality and adaptability. It is also possible that these more complex musculoskeletal models are integrated within our controller in place of our simple model and used to estimate muscle force and power not just within the parameter identification procedure, but for all conditions. This would likely require a more extensive muscle set as well as real-time estimates of kinematics and kinetics from all lower limb joints. Given the success of our simplified controller, we suspect that any improvements in performance would not outweigh the drawbacks of added model and instrumentation complexity.

Our controller structure lends itself naturally to adaptive control. The controller initially has a small number of parameters, and we fix all but one of these using a parameter identification procedure. The remaining free parameter is the gain between estimated torque and applied torque (K)—it determines the relative contribution of the exoskeleton to the total joint torque and power. In our experiments, we evaluated a range of its values and found that there is a tradeoff between subject comfort (which is high at low values of K) and electrical power generation (which is high at high values of K). One use of this gain is to allow a user to manually adjust this single parameter to optimize their current needs—comfort or power. Rather than yield control to the user, the controller may instead employ adaptive control, adjusting this gain to meet some programmed objective. For example, the objective may be to maximize power generation while maintaining user comfort. As a user becomes more experienced with the exoskeleton and learns to take advantage of the assistance it provides, their muscle activity may reduce for a given value of K (67). Sensing this, an adaptive controller could increase K to match the prior levels of muscle activity, increasing electrical power generation while attempting to maintain user comfort. Alternatively, the controller may regulate power generation by adapting K in order to keep a battery at some minimum charge. Whatever the programmed objective, it is convenient to have a single adjustable parameter.

Muscle fatigue can pose a challenge for myoelectric controllers, as EMG signal characteristics can change without a corresponding decline in the generated muscle force. As a muscle fatigues the build up of metabolic by-products can slow the conduction velocity of motor unit action potentials, shifting their spectral power to lower frequencies (108, 109). This shift to lower frequencies is captured by surface EMG and
can be characterized using measures or mean or median power frequency (108). This spectral shift also affects the amplitude of the signal in the time domain. Tissues between the emanating signal and the detection site, be it muscle or fat, act as low pass filters. Because the frequencies of the signals have shifted to the lower end of the spectrum, more signal energy is able to pass through the tissues and an increase in signal amplitude is recorded during fatigue (108). Our myoelectric controller relies on these time domain EMG amplitudes and may therefore be disrupted as fatigue progresses. If all muscles in the algorithm fatigue at a common rate, with their amplitudes increasing by a common gain, the shape of the joint power estimate produced by our controller would remain unchanged. The estimate would simply increase in amplitude, but the timing of regions of positive and negative power would not be affected. This would essentially function like applying a torque fraction (K) that is higher than optimal for the user. Here, an adaptive control strategy, again based on comfort or harvested power, could be used to compensate for fatigue by reducing torque fraction (K). In the more probable case that muscles fatigue at varying rates, the shape and zero crossings of the power estimate would be disrupted leading to poor control. Here, a different corrective strategy would be required. One benefit of our controller design is that individual muscle parameters can be re-optimized during a short level walking period, potentially allowing the user to rapidly account for fatigue. However, if fatigue levels are gradually changing over time, this may not be a desirable solution, as the user would need to re-optimize frequently. Instead, it is possible that future versions of our controller correct for EMG amplitude changes using the spectral characteristics of the EMG signal. For example, as median power frequency declines for a particular muscle, the gain on that muscle could be reduced to compensate for an increasing amplitude (110).

While we have focused here on energy harvesting, our methods also apply to powered exoskeletons. For one, electrical motors in actuated exoskeletons may be used as generators to recover energy from the natural motion of walking. But more importantly, it is also possible that our EMG-derived estimates of joint torque and power be used to control exoskeletons that do not seek to harvest electrical power, but rather to assist movement. These exoskeletons need not be limited to those acting at the knee joint; our model of joint torque and power may work equally well using muscles that act
about other joints. By translating the user’s own neural signals, our controller design appears to adapt well to complex and varied movements and environments.
Chapter 3.

Humans can continuously optimize energetic cost during walking

3.1. Abstract

People prefer gaits that minimize energetic cost. Although aspects of this preference are likely established over evolutionary and developmental timescales, here we test whether people can continuously adapt their gait to optimize energetic cost in real-time. To accomplish this, we used robotic exoskeletons to manipulate people’s energetically optimal step frequency, creating novel energetic landscapes in which prior predictions about energetic optima were obsolete. We found that subjects adapted their step frequency to converge on the new energetic optima within minutes, and remarkably, in response to relatively small cost savings (< 5%). When transiently perturbed from their new optimal gait, subjects relied on an updated prediction to rapidly re-converge within seconds. Our collective findings indicate that energetic cost is not just an outcome of movement, but plays a central role in continuously shaping it.

3.2. Introduction

Within the constraints imposed by a particular task, people prefer to move in ways that minimize energetic cost(33, 34, 36, 37, 39, 40, 111). For example, a person’s walking speed may be constrained by the need to catch a departing bus, but within this speed constraint, they will choose to use their energetically optimal step frequency. This phenomenon has been established for decades, and now represents a central principle of movement science(111-113). But the processes by which people discover their optimal patterns are not clear. Much theorizing has focused on optima being established
over evolutionary timescales, through changes to body shape, muscle action, and the hardwiring of neural circuitry (40-43). Energy optimization may additionally occur over the course of a lifetime, as years of experience could allow people to learn the optimal way to move in familiar situations and allow training to tune physiology to be more economical (44, 114). An alternative hypothesis—one that underpins many modern theories of motor control—is that people can adjust their movements to continuously optimize energetic cost (14, 43, 47, 115-117). Only recently has energetic cost been assessed during standard adaptation paradigms, and it was indeed found that cost was lower after adaptation than before in both reaching and walking tasks (47, 49). These studies, while tantalizingly suggestive, were not designed to test whether energetic cost minimization was a control objective of the central nervous system, leaving the possibility that the measured reductions in energetic cost were correlated with alternative nervous system goals.

Here we directly address the continuous optimization hypothesis using robotic exoskeletons to create novel energetic landscapes and then test if walking subjects adopt the necessary gait adaptions to find new optima. Of all possible energetic landscapes, we chose to manipulate the relationship between step frequency and energetic cost, because step frequency is a fundamental characteristic of gait, people have strong preferences for particular step frequencies, and these preferred frequencies are energetically optimal (38, 118). We manipulated the relationship using lightweight robotic exoskeletons to apply torques that resisted the motion of the knee joints (Figure 3.1A-B). To shift the energetic optimum to lower step frequencies, we had the exoskeleton controller use a “penalize-high” control function that applied a resistance, and therefore an added energetic penalty, that was minimal at low step frequencies and increased as step frequency increased (Figure 3.1C-D). To shift the energetic optimum to higher step frequencies, we used a “penalize-low” control function, where the slope of the penalty was reversed (Figure 3.1C-D). The control functions were designed to create a clear energetic gradient for step frequencies in the neighborhood of subjects’ initial preferred step frequency, yet keep all resistive torques low enough to allow relatively natural gaits. To distinguish between energetic cost optimization and simply minimizing the resistance applied to the limb, we also designed the control functions to ensure that the energetic cost optima occurred at step frequencies distinct from those that minimized
exoskeleton resistance. It is not possible to design control functions that specifically rule out all alternative objectives to energetic cost minimization. But to be indistinguishable from energy minimization, optimizing these alternative objectives would need to yield step frequency adaptations in the same directions, and by about the same magnitudes, as those predicted by our novel energetic landscapes.

Figure 3.1: Experimental design

(A-B) By controlling a motor attached to the gear train of our exoskeletons, we can apply a resistance to the limb that is proportional to the subject’s step frequency. (C) Design of the penalize-low (red) and penalize-high (blue) control functions. (D) Schematic energetic landscapes. Adding the energetic cost of the penalize-low control function to the natural cost curve (grey) produces a cost curve with the optimum shifted to higher step frequencies (red curve). The optimum can instead be shifted to lower step frequencies (blue curve) by adding the energetic cost of the penalize-high control function to the natural cost curve.

3.3. Results

Natural gait variability does not reliably initiate optimization

We first sought to determine if our subjects would adapt to a new energetically optimal step frequency given limited experience with the novel energetic landscape and
without being perturbed away from their natural gait. Subjects were assigned to both the penalize-high and penalize-low control functions, in random order, on two separate testing days. On each day, during an initial baseline trial, subjects first walked for 12 minutes while wearing the exoskeletons, but with the controller turned off (Figure 3.2A, baseline). This allowed us to determine their “initial preferred step frequency”, which we defined from the final three minutes of walking. All walking took place on an instrumented treadmill (FIT, Bertec Corporation, MA, USA) at 1.25 m/s and we measured step frequency from treadmill foot contact events. All subjects appeared to settle into a steady state step frequency within 9 minutes. On average subjects walked at 1.8 ± 0.1 Hz (mean ± SD), and from step to step subjects’ step frequency varied about this average by 1.1 ± 0.3 % (mean ± SD). We then turned the controller on, resulting in an applied resistive torque that was dependent on step frequency, and the subjects walked for an additional 12 minutes (Figure 3.2B, first adaptation). During this time, subjects showed no adaptation in step frequency (penalize-high: p = 4.3×10^{-1}, penalize-low: p = 4.4×10^{-1}). They continued to walk at their initial preferred step frequency even though we designed the controller such that minor adjustments to step frequency would result in a more economical gait.
Figure 3.2: Experimental protocol
Measured step frequency from a representative subject for a single day of testing with the penalize-low control function. Subjects completed five testing periods: Baseline, First adaptation, Exploration, Second adaptation, and Cost mapping (A–E, respectively), with a rest period (5–10 minutes) between each period. For all periods, regions of red shading illustrate the time windows during which we assessed steady-state step frequencies and metabolic costs.

Broad experience with the energetic landscape initiates optimization

We next gave our subjects experience with the novel energetic landscape across a wide range of step frequencies and then once again looked for adaptations toward the novel energetic minima. This was accomplished by instructing subjects to self-explore walking with high and low step frequencies, as well as match their steps to different steady-state and sinusoidally varying metronome tempos (Figure 3.2C, exploration). Following this 15 minute exploration period, subjects were again allowed to self-select their step frequency (Figure 3.2D, second adaptation) and we found that subjects immediately made large adaptations in step frequency toward the energetic minima (Figure 3.3A). To robustly determine if this was a new preferred step frequency, we had subjects match a metronome tempo for 6 minutes that perturbed them toward both higher resistive torques (penalize-high: +10%; penalize-low: -10%) and lower resistive torques (penalize-high: -10%; penalize-low: +10%) (Figure 3.2D, second adaptation).
Following each perturbation, subjects were allowed to self-select their step frequency for another 12 minutes and we found that they returned to a step frequency that was shifted toward the energetic optima (Figure 3.3). We defined the average of the final 3-minutes of self-selected step frequency after the last perturbation as the “final preferred step frequency”. On average, when given the penalize-high control function, subjects decreased their step frequency by 5.7 ± 3.9 % (mean ± SD), while for the penalize-low control function subjects’ step frequency increased by 6.9 ± 4.3 %. These final preferred step frequencies were distinct from what subjects initially preferred (penalize-high: $p = 1.3 \times 10^{-3}$, penalize-low: $p = 6.2 \times 10^{-4}$). And, they were distinct from those that would minimize the resistive torque being applied to the limb (penalize-high: $p = 5.2 \times 10^{-5}$, penalize-low: $p = 2.4 \times 10^{-4}$).
Figure 3.3: Optimization of energetic cost

(A) Energetic landscapes, averaged across all subjects, for the penalize-high (blue) and penalize-low (red) control functions, as well as for the controller off condition (grey). The lines are 4th order polynomial fits, and the shading their 95% confidence intervals, shown only for illustrative purposes. Dashed grey arrows illustrate the directions of adaptation from initial preferred to final preferred step frequencies. Comparisons of energetic costs, averaged across all subjects, around the initial preferred step frequencies (C-E) and final preferred step frequencies (B, D, and F). Error bars represent 1 standard deviation. Asterisks indicate statistically significant differences in energetic cost when compared to the cost at the initial or final preferred step frequency (0%).

Gait adaptations converge on energetic optima

We next sought to determine how our subjects’ final preferred step frequency compared to the energetically optimal step frequency by mapping their energetic landscape. We again turned the controller on and had subjects walk to steady-state metronome tempos for 6-minutes each (Figure 3.2E, cost mapping), including tempos about the initial preferred step frequency (+5%, 0%, -5%) and about the final preferred step frequency (+5%, 0%, -5%). We measured metabolic energetic cost using respiratory gas analysis equipment (VMax Encore Metabolic Cart, ViaSys, IL, USA). As hypothesized, our subjects had indeed increased or decreased their self-selected step frequency, whichever was required by the new landscape, to converge on the new
energetic optima (Figure 3.4). These adaptations were to achieve relatively small cost savings. The energetic cost at the final preferred step frequency was 8.1 ± 7.0 % lower than the energetic cost at the initial preferred step frequency for the penalize-high control function ($p = 4.1 \times 10^{-3}$) and 4.0 ± 3.8 % lower for the penalize-low control function ($p = 9.7 \times 10^{-3}$). Subjects achieved most of the costs savings immediately after the exploration period, yet continued to fine-tune their step frequency for vanishingly small energetic savings (Figure 3.3). Evaluating the energetic cost at the final preferred step frequencies, and at step frequencies on either side of the final values, suggested that subjects converged to, or at least near, their minimum costs; no further cost savings appear to be gained by additional adjustments to preferred step frequency (Figure 3.4B and 3.4F).
Figure 3.4:  Time course of step frequency adaptations
(A) Steady-state step frequencies, averaged across subjects (mean ± SD), throughout the course of the protocol. Results for the penalize-high control function are shown in blue, the penalize-low control function in red, and the controller off condition in grey. Asterisks indicate average step frequencies that are statistically different from 0% (the initial preferred step frequency). (B) Step frequency time-series data, averaged across subjects, for the release high and low from the second adaptation period. For the penalize-high controller, the release from high and low step frequencies is shown in light and dark blue, respectively. For the penalize-low controller, the release from low and high step frequencies is shown in light and dark red. The horizontal bar indicates when the controller is turned on (green fill) and off (white fill), and the yellow lines indicate the prescribed metronome frequencies. (C) Average step frequency time-series data for a 30-second window about the metronome release (at time 0).

Gait adaptations use updated predictions of energetically optimal gaits

Following perturbations using the metronome tempos, our subjects converged towards their new preferred step frequency within seconds (Figure 3.3B-C). In cases where subjects were held at metronome tempos that resulted in high resistive torques (penalize-high: +10%; penalize-low: -10%) and then released, they immediately bypassed their initial preferred step frequency, which was now energetically suboptimal, to quickly converge on the new preferred and energetically optimal step frequency. All subjects bypassed the initial preferred step frequency in less than 10 seconds. When
held at metronome tempos that resulted in low resistive torques (penalize-high: -10%; penalize-low: +10%) and then released, subjects actually elected to increase the resistance on their limb, again within seconds, in order to reach the energetic optima. We have previously argued that the time scale of such rapid adaptations to energetically optimal gaits requires the prediction of energetic cost, rather than its direct optimization \[29\]. That subjects rapidly converge on new energetic minima indicates that subjects had updated their prediction of the optimal gait for each control function. This is also observable when the high or low penalty was removed for a final 12 minutes (Figure 3.2D, second adaptation); subjects’ step frequency remained shifted toward the control function optima for minutes despite a return to the natural energetic landscape and its former energetically minimal gait (Figure 3.3).

3.4. Discussion

We have shown that during walking people can adapt established motor programs to minimize energy use. We used robotic exoskeletons to shift people’s energetically optimal step frequency to frequencies higher and lower than normally preferred. After just minutes of exploratory experience with these novel cost landscapes, we found that subjects adapted their step frequency to converge on the new energetic optima. They did so in opposite directions (-5.7% and +6.9%) based on the landscape profiles, and remarkably, in response to relatively small energetic cost savings (< 5%). Following this, when transiently perturbed from their new optimal gait, subjects rapidly re-converged on the optima within seconds. It appears that, despite a lifetime of experience walking under natural conditions, people can readily adapt fundamental characteristics of their gait to minimize energy expenditure.

Motor variability has traditionally been thought of as an inevitable, if not potentially burdensome, consequence of imperfect neural control. However, recent findings have reframed motor variability as an asset—one that can facilitate and enhance motor learning. For example, song birds are able to leverage small variations in their pitch to continuously optimize their song performance \(119\), while humans actively reshape the structure of their motor output variability to elicit faster learning of reaching tasks \(120\). We found that natural gait variability did not initiate the optimization process.
in our particular experiment. Instead, subjects persevered at their initial preferred step frequency after the controller was turned on, even though minor adjustments to step frequency would have resulted in a more economical gait. Only after the exploration period, which enforced large variations in step frequency, did subjects demonstrate large adaptations toward the new energetic optima (Figure 3.3A). One possible explanation for this need for exploration is that people’s natural variability in step frequency is not expansive enough to elucidate a clear energetic gradient. Alternatively, people may not initiate optimization based on energetic gradients, but may instead require that exploration provide explicit experience with the new optimum in order for people to adapt to it. In either case, these may be smaller issues when walking in a real world setting because natural changes in speed and terrain may generate the variability in gait required to either initiate optimization or provide experience with new optimal movement patterns.

Our findings suggest that new optima are encoded in an updated prediction of the energetically optimal gait and leveraged to rapidly select preferred step frequency (2, 121). When subjects were held away from their preferred step frequency using a metronome and then released, they returned to their new preferred step frequency within seconds (Figure 3.3B and 3.3C). These gait adjustments are likely too fast to be governed by blood gas sensors, muscle metaboreceptors, and other known direct sensors of energetic cost, which are known to be relatively slow (122, 123). Furthermore, optimization itself tends to be slow if its algorithm requires the time consuming steps of averaging and iterative convergence (2). That the subjects made an updated prediction of the optimal gait is also observable at the end of the experiment, when subjects preferred step frequency remained shifted towards the control function optima for minutes despite a return to the natural energetic landscape (Figure 3B). This aftereffect differs from the aftereffects seen in force-field reaching or split-belt walking paradigms (21, 124), where the resulting trajectories are mirror images of those observed when initially exposed to the novel environment. When our controller was turned off, rather than displaying this overshoot and rapid correction, we instead found that subjects adjusted to the rapid reduction in exoskeleton torque and persevered at the optimum for the previous adaptation. These aftereffects appeared to last an order of magnitude longer than those typically reported in other walking paradigms (24, 25, 124,
This implies that sensorimotor predictions about energetically optimal movements are particularly resilient, at least without an exploratory phase to initiate re-optimization. The slow step frequency adjustments during re-adaptation are not in conflict with the fast adjustments observed when subjects are released from a metronome after exploring their new energetic landscape. During the latter, subjects are able to quickly predict their optimal gait within a now familiar energetic landscape. But the former requires optimizing within a new energetic landscape, or at least recognizing that this new landscape is familiar.

In recent years, optimal control models of biological movement have successfully explained complex and varied behaviour (43, 126). Nearly all such models explain coordination as arising out of the desire to minimize an objective function with two primary terms, one representing error and a second representing effort. To date, scientific focus has been directed primarily at the first term; various measures of task error have been proposed and then subjected to careful experimental testing (14, 43, 115-117, 127, 128). In contrast, we know relatively little about what the nervous system considers as effort, as well as the importance of this effort relative to other objectives in determining our preferred coordination. In the context of optimal control, our results suggest that the nervous system manages metabolic energetic cost as one measure of effort, and in walking, its minimization is important relative to other objectives. This is consistent with recent findings demonstrating that energetic cost was lower after adaptation than before in both reaching and walking tasks (47, 49).

This present work benefitted from three previous attempts, including one by our group, to directly manipulate subject's energetic cost functions during walking (2, 80) or reaching (48). None had been able to show clear adaptation to new energetic minima, but a careful study of their protocols and controllers guided us in designing ours. First, we focused on ensuring that the energetic cost gradient about subjects initial preferred step frequency was clear, substantial, and sloped in the appropriate direction by comparing the energetic cost at the initial preferred step frequency to the energetic cost at step frequencies 5% slower and faster than this preferred value (Figure 4C and 4E). Second, we kept context as consistent as possible on each testing day. That is, we did not alternate between the penalize-high and penalize-low conditions in order to avoid
contradictory experience with the exoskeleton which may interfere with learning (129). Third, we tried to limit the complexity of our controller. Measured step frequency was directly coupled to a resistance that was applied throughout the stride. Other more complex controllers that involve filtering, delays, or more arbitrary couplings may be outside the realm of normal experience and therefore more difficult to learn (130). Last, and perhaps most importantly, we encouraged and enforced subjects to explore different ways of walking, giving them board experience with the energetic landscape. Our experimental results indicate that this exploration is very important, if not necessary, to initiate adaptation.

At an applied level, the drive to continuously seek energetic optima presents challenges and opportunities for rehabilitating and augmenting human movement. Traditional rehabilitation of stroke-induced asymmetries, as well as other gait disorders, is often focused on restoring ‘normal’ symmetric limb trajectories (26, 131). But the achieved symmetries are transient (26, 131). Our findings perhaps suggest that the asymmetric gait is preferred because it is energetically optimal (132). Rehabilitation may instead take advantage of continuous cost optimization by reshaping underlying energetic landscapes with training or assistive devices to align the otherwise competing goals of symmetrical and optimal gaits. Our findings also have important implications for the recent and exciting push to design and build robotic exoskeletons to improve human performance. To date, users of these well-designed and powerful devices have only gained modest performance improvements (70), perhaps because, like our subjects, users persevere with aspects of their normal, and now suboptimal, coordination. A successful partnership between human and machine may require the exoskeleton to not only reshape the user’s energetic world, but also guide them through their new landscape to their improved, and energetically optimal, performance.

More broadly, our finding that energetic cost is continuously optimized gives rise to a number of fundamental questions. First, how is energetic cost sensed? It may be directly sensed, either globally by known blood gas receptors (50-52) or locally by muscle receptors sensitive to the byproducts of metabolism (53, 54). It may instead, or in addition, rely on indirect information that the body has learned is related to energetic cost. These energetic proxies may include ventilation rate, motor efference copy, or
some combination of muscle proprioceptor activity. Experimentally perturbing blood gas sensors or muscle afferents in isolation may provide insight into the relative importance of each type of sensor for real-time cost optimization. Second, what is the nature of the optimization process? Walking requires the time-varying coordination of tens of thousands of motor units, resulting in an optimization of dauntingly high dimension. To overcome this ‘curse of dimensionality’, our nervous system may be primed to quickly search only a reduced subspace—such as particular combinations of speeds and step frequencies or particular combinations of muscle activities—rather than attempting to continually tune the contributions of individual motor units (8, 133) The nervous system may also employ a ‘local search’ strategy or other optimization tricks to speed the search for new energetic optima. For example, a gradient decent process could be used to converge on optima. Finally, does continuous energetic cost optimization generalize to movements other than walking? Theories of motor control and learning often rely on energy optimization to explain the coordination of discrete movements like reaching, and postural tasks like standing and sitting (127, 128). While our research provides clear evidence that the nervous system can indeed perform such continuous cost optimization, future experiments will be needed to test whether the nervous system can leverage this capability in the control of discrete and low cost movements. It is sensible that motor programs remain malleable because people’s bodies, and the tasks they are presented with, can change. Continuous energetic optimization may assist motor adaptation by keeping movements close to energetically optimal, helping people to efficiently adapt to changing terrains, compensate for injury or motor deficits, and learn new tasks.

3.5. Experimental Procedures

Controller Design

We manipulated energetic cost using robotic exoskeletons mounted about the knee joints. Each exoskeleton weighed 1.1 kg and was composed of a custom carbon fiber shell and custom steel gear train coupled to an off-the-shelf rotary magnetic motor (BLDC40S-10A, NMB Technologies Inc.) (Figure 3.1A-B). Rather than powering the motor to induce motion, we used the motor as a generator to provide controlled
resistance to knee flexion and extension. During walking, the relatively low angular velocity characteristic of knee motion was transformed by the gear train to produce relatively high angular velocity at the motor. This rotational motion in the motor’s rotor induced voltage in the motor’s windings and, when allowed, electrical current (84). The induced current generated its own magnetic field that resisted the motion of the knee with a torque proportional to the current magnitude. We used a custom control unit to measure and control the flow of electrical current through the motor, and therefore the magnitude of the resistive torque applied to the knees (Figure 3.5A-C). In the penalize-high and penalize-low controller settings, the commanded resistive torque sent to the control unit was proportional to the subject’s step frequency measured from the previous step. While the commanded torque within each step was a constant, the applied torque only reached the commanded value for the periods of the step cycle when the knee angular velocity, and thus motor voltage, was sufficiently high (Figure 3.5A-B). In the controller off setting, the commanded current, and thus commanded resistive torque, was zero. Step frequency for an individual step was calculated as the inverse of the time between foot contact events, identified from the time derivative of the ground reaction force center of pressure in the fore-aft direction (134) from the instrumented treadmill (FIT, Bertec Inc.). Ground reaction forces, as well as measured motor current and voltage, were sampled at 200 Hz (NI DAQ PCI-6071E, National Instruments Corporation). Step frequency, and the newly desired knee torque were commanded in real-time at 200 Hz using custom software (Simulink Real-Time Workshop, Mathworks). We estimated the actual torque applied to the knee from the product of the measured motor current, the motor’s torque constant (3.36×10⁻² Nm/A) and the exoskeleton gear ratio (110:1 gear ratio).
Figure 3.5: Controller performance
(A) Resistive torque applied throughout the gait cycle for a representative subject walking at a range of step frequencies (+10 to -15% of the initial preferred step frequency) under the penalize-high controller. The black dotted line illustrates the resistive torque profile at their final preferred step frequency. (B) The equivalent plot for the penalize-low controller. (C) The average resistive torque across a stride for a range of step frequencies in the same representative subject. Blue data points are for the penalize-high controller and red are for the penalize-low. (D) Added energetic penalty, averaged across subjects, for both the penalize-high (blue) and penalize-low controllers (red). Square data points represent initial preferred step frequencies and triangles represent the final preferred step frequencies. Data points were produced by subtracting the energetic landscape under the controller off condition (Figure 4A; grey curve) from that produced under the penalize-high and penalize-low controllers (Figure 4A; blue and red curves, respectively). The lines are 4th order polynomial fits, and the shading their 95% confidence intervals.

We faced a number of tradeoffs when designing the control functions used to relate step frequency to applied resistance. Firstly, we sought to create a clear energetic gradient about the subject’s preferred step frequency. In principle, this is best achieved with steep sloped relationships between step frequency and commanded torque. Secondly, we thought it desirable that the step frequency that minimizes energetic cost be distinct from that which minimizes resistive torque at the knee. This is best achieved with shallow sloped control functions because steep slopes obscure the underlying curvature of subject’s natural energetic landscape (Figure 3.1C-D, Figure 3.5). Finally, to guard against straight-kneed gaits, we sought to limit the maximum resistive torque applied to the limb to be within the ranges of knee torques that people typically use.
during the swing phase of walking (86). With these criteria, we used pilot experiments to test candidate control functions. We settled on a penalize-high control function that applied no resistance at -15% of initial preferred step frequency with resistive torque increasing to a maximum of ~ 6Nm, averaged over the step cycle, at step frequencies greater than +10%. Our chosen penalize-low control function was sloped in the opposite direction, applying ~ 6Nm of torque, averaged over the step cycle, for step frequencies less than -10% of initial preferred with resistive torque decreasing to zero for step frequencies greater than +15%. Although it may have been possible to generate more bowl-like energetic cost landscapes with a non-linear penalty, we deemed our controller and resulting landscapes to be sufficient. Indeed, it is a difficult task to design a single control function that produces a precise energetic landscape across different subjects.

**Subjects**

Testing was performed on nine healthy adults (body mass: 65.3 ± 9.8 kg; height: 167.2 ± 10.0 cm; mean ± SD) with no known gait or cardiopulmonary impairments. Simon Fraser University’s Office of Research Ethics approved the protocol, and participants gave their written, informed consent before experimentation.

**Detailed Protocol**

Each subject completed three days of testing, each lasting three hours with no more than two and half hours of walking to reduce fatigue effects. Subjects were asked to fast for 4 hours prior to testing. On the first testing day, subjects experienced either the penalize-high or penalize-low control function, assigned in random order. On the second day, they experienced the opposite control function. And on the third and final testing day, as a control condition, subjects were tested while wearing the exoskeleton but with the controller turned off resulting in negligible added resistance from the exoskeleton friction and inertia. Subjects were given between 5-10 minutes of rest in between each of the walking periods, including baseline, first adaptation, exploration, second adaptation, and cost mapping (Figure 3.2A-E, respectively). The second adaptation period, and the 12 minutes of re-adaptation that followed the second adaptation period, was not included on the third testing day because the controller always remained turned off.
At the beginning of each testing day, subjects were instrumented with the exoskeletons and indirect calorimetry equipment (VMax Encore Metabolic Cart, VIASYS®). We then determined their resting metabolic rate during a six minute quiet standing period. The average metabolic rate during the final three minutes of this period was subtracted from all subsequent energetic data collected during walking, allowing us to control for day-to-day variability in subjects’ resting energy use. Throughout this study, the term energetic cost is used interchangeably with metabolic rate. Prior to and during the baseline and first adaption periods (Figure 3.2A-B), subjects were simply instructed to walk. At no point during testing were subjects provided with any information about how the controller functioned, or how step frequency influenced the resistance applied to the limb.

Prior to the exploration period (Figure 3.2C), we explained to the subjects that for a given walking speed it is possible to walk in a variety of different ways, including with very long slow steps or very short fast steps. They were encouraged to explore these different ways of walking during the next period. They were also informed that at times a metronome would play different steady state tempos, or slowly changing tempos, and that they should do their best to match their steps to the tempos. During the exploration period, three different steady state tempos were played for three minutes each. These tempos included +10%, -10%, and -15% of the initial preferred step frequency on the penalize-high day; -10%, +10%, and +15% on the penalize-low day; and ±10% (in random order) and 0% on the controller off day. The sinusoidal varying metronome tempo had a range of ±15% of the initial preferred step frequency and a period of three minutes.

Prior to the second adaptation period (Figure 3.2D), we explained to subjects that in the next period they would walk for 42 minutes with the exoskeleton turned on, after which the exoskeleton would be turned off and they would walk for an additional 12 minutes. For Day 3, when the controller was always off, they were told that they would be walking for only 42 minutes. We explained that at times the metronome would be turned on, during which they should match their steps to the tempo, and that when the metronome turned off, they no longer had to remain at that tempo. Besides these instructions, subjects were given no further directives about how to walk. The first
metronome tempo was used to hold subjects at step frequencies that resulted in high resistive torques (+10% penalize-high, -10% penalize-low) (Figure 3.1C). Therefore, when the metronome was turned off, we could determine if subjects would overshoot their initial preferred step frequency, which was now energetically suboptimal, to settle on a new preferred, and energetically optimal, step frequency (Figure 3.1D). The second metronome tempo was used to hold subjects at step frequencies that resulted in low resistive torques (+10% penalize-high, -10% penalize-low). Therefore, when the metronome was turned off, we could determine if subjects would elect to increase the resistance on their limb in order to settle on an energetically optimal step frequency.

During the final cost mapping period (Figure 3.2E), subjects matched their steps to steady state metronome tempos including: 0%, ±5%, ±10% of their initial preferred step frequency, the step frequency that corresponded to minimal resistance (-15% for penalize-high, +15% for penalize-low), and 0%, ±5% of the final preferred step frequency. Subjects matched each tempo for six minutes and we presented these tempos in a randomized order.

**Outcome Measures**

All step frequency outcome measures, including the baseline (initial preferred), pre-exploration, post-exploration, low release, high release (final preferred), and re-adaptation step frequencies were averages of a three minute window of data, always taken at the end of a period or just prior to a change in condition (Figure 3.2). For the cost curve mapping, we used the average of the last three minutes of energetic data for each steady-state step frequency. We used one-tailed paired t-tests to compare the step frequency outcome measures to the initial preferred step frequency. We used one-tailed because we hypothesized that step frequency adaptations would be toward lower costs. We also used one-tailed paired t-tests to compare the energetic cost at +/-5% of the initial and final preferred step frequencies to that at the initial and final preferred step frequencies. Once again, one-tailed tests were used because we expected energetic penalties consistent with the design of our controller. We used a significance level of 0.05 for all tests.
Chapter 4.

How humans continuously optimize energetic cost during walking

4.1. Abstract

We have recently demonstrated that people can continuously optimize their gait in order to minimize energy expenditure. Here, we test multiple competing hypotheses about how the nervous system initiates this optimization and the process used to converge on new optima. To accomplish this, we used robotic exoskeletons to shift people’s energetically optimal step frequencies to frequencies lower than normally preferred. We found that only a small subset of subjects with high levels of natural gait variability, and therefore more varied information about the energetic gradient, are able to spontaneously initiate this optimization. Conversely, the majority of subjects require perturbations toward the optimum, yet not explicitly to it, in order to initiate the optimization. These perturbations appear critical—subjects that were given complete experience with the energetic landscape, but were not perturbed did not initiate optimization. Once optimization is initiated, we found evidence consistent with the nervous system employing a ‘local search’ process to discover and converge on novel optima. Subjects’ step frequency adaptations following perturbations reveals that over time the old cost optima is abolished and subject learn to rapidly predict the new optima, suggesting that optimization leads to the formation of new motor memories.

4.2. Introduction

Human gait is shaped by an underlying drive to continuously minimize energy expenditure. We have recently demonstrated this using a paradigm where robotic
exoskeletons are used to alter the energetic consequences of various gaits (135). We made abnormal ways of walking energetically optimal and found that when given broad experience with the novel energetic landscapes subjects discovered the optimal gaits and opted to walk at them, even when the energetic benefits were small. This is consistent with recent findings demonstrating that energetic cost is lower after adaptation than before in both reaching and walking tasks (47, 49). Although our experiment is the first to provide direct experimental evidence for continuous energy optimization, a weakness of its design is that it did not allow us to decipher the conditions conducive to optimization. When first exposed to the novel energetic landscape, subjects did not spontaneously optimize their gait. Instead, they did so immediately after an exploration period in which they were given broad and varied experience with the landscape that was both self and metronome guided. While it was clear that optimization terminated with subjects converging on the energetically optimal gait, it was not clear what experience from the exploration period was critical to initiate this optimization or what process, or strategy, was used to discover the novel optimum. Further insight into the functioning of the body’s internal optimization could advance modern theories of motor control and inform the design of training and rehabilitation programs.

Initiating energy optimization likely requires a cue, signalling to the nervous system that a more optimal gait may exist. When the energetic consequences of movement are sufficiently altered, the nervous system must sense this and begin to deviate from past motor programs. It is logical that a criterion or threshold exists, below which the nervous system does not initiate optimization. And, there are a number of possible ways energy optimization could be initiated. In the most sensitive of cases, optimization would be initiated spontaneously based on very small sensed gradients in cost arising from natural variability in gait (119, 120). Alternatively, it may be that larger perturbations, which move subjects further away from their preferred gait and result in more substantial and salient changes in cost, are necessary to initiate optimization. It is also possible that initiation requires experience with multiple cost points along an energetic gradient, rather than perturbations to discrete new costs. Perhaps this more expansive and complete experience is required for gradients to become clear and trusted. In our previous experiment we did not find that subjects spontaneously initiate
optimization, suggesting that the energetic gradient elucidated by their natural gait variability falls below the initiation threshold in our paradigm (135). However, subjects did adapt to novel energetic optima after an exploration period that included larger perturbations away from their preferred gait as well as broad and continuous experience with the energetic landscape. Because our past experiment was not designed to differentiate between these remaining two possibilities—that initiation requires discrete perturbations or broad gradient experience—either remains as a possible catalyst for optimization.

After optimization is initiated, the nervous system must converge on the energetically optimal gait. Once again, there are a number of possible processes it could employ to do so. For one, the nervous system may employ a very simple rule such as ‘chose best’. In other words, if perturbed to a new gait and the new gait is energetically cheaper, it will remain at that gait. Under such a rule one would not converge to a novel optima unless explicitly directed to it. Rather than this somewhat passive strategy, the nervous system may employ more active exploration. For example, once optimization is initiated, the nervous system may begin exploring a random sampling of gaits within a given subspace. Alternatively, the nervous system may employ more clever techniques such as a local search process, which could be advantageous under many circumstances. In such a case, if a gait parameter changes and the nervous system detects a lower cost movement, it will continue to change that gait parameter as long as it continues to reduce cost. While our previous experiment demonstrated that people can converge on novel optima during walking, the design could not rule out any one of these optimization processes. Subjects adapted to novel energetic optima after an exploration period that included explicit experience with the energetic optima, sufficient for a chose best strategy, as well as broad and varied experience with the energetic landscape that was both self-directed and enforced (135), greatly obscuring our ability to capture the time course of any underlying strategy of the nervous system.

The purpose of this study was to test what conditions are needed for energy optimization to occur. We use the same paradigm used previously to demonstrate people that can continuously optimize energetic cost during walking (135). In brief, lightweight robotic exoskeletons capable of applying resistive torques at the knee joints
Figure 4.1A-B) were used to shift people’s energetically optimal step frequency to frequencies lower than normally preferred. The exoskeleton controller was set to a “penalize-high” control function that applied a resistance, and therefore an added energetic penalty, that was minimal at low step frequencies and increased as step frequency increased (Figure 4.1C-D). The control function was kept identical to that which we used in our previous experiment, allowing us to leverage past mappings of energetic landscapes. The “penalize-high” control function was previously shown to create positively sloped energetic gradient in the neighborhood of subjects’ initial preferred step frequency (Figure 4.1E-F). On average subjects decreased their step frequency by approximately 6% to converge on the energetic minima and reduce cost by 8% (Figure 4.1E-G). This step frequency was distinct from the step frequency that would minimize resistive torque on the limbs, giving us confidence that subjects were optimizing for cost and not simply minimizing the resistive torques applied to the limbs.

Here, we used a series of experiments to tightly control the type of experience subjects get with the energetic landscape and study how this effects optimization. We had two main goals. First, we sought to determine what experience is necessary to initiate optimization. Towards this goal, we designed experiments to distinguish between three alternative hypotheses: a) the nervous system spontaneously initiates optimization in response to a novel energetic landscape, b) the nervous system initiates optimization following perturbations to discrete cost points on a novel energetic landscape, or c) the nervous system initiates optimization in response to broad experience with multiple costs along a novel energetic landscape. Second, we sought to determine what optimization process is used to converge on a novel optimum. We again tested three alternative hypotheses: a) the nervous system uses a ‘chose best’ strategy where the body remains at the gait with the lowest experienced cost, b) the nervous system uses a ‘sampling’ strategy where the body intermittently explores a range of gaits, or c) the nervous system uses a ‘local search’ strategy where the body progressively alters a given gait parameter as long it continues to result in cost reductions.
Figure 4.1: Experimental design
(A-B) By controlling a motor attached to the gear train of our exoskeletons, we can apply a resistance to the limb that is proportional to the subject’s step frequency. (C) Design of the penalize-high (blue) control function. (D) Schematic energetic landscapes. Adding the energetic cost of the penalize-high control function to the natural cost curve (grey) produces a cost curve with the optimum shifted to lower step frequencies (blue curve). (E) Measured energetic landscapes, reproduced from Selinger et al. (2015), for the penalize-low (blue) control function and controller off condition (grey). The lines are 4th order polynomial fits, and the shading their 95% confidence intervals, shown only for illustrative purposes. The dashed grey arrow illustrates the direction of adaptation from initial preferred (blue square) to final preferred step frequencies (blue triangle). (F) The penalize-high control function creates a positively sloped energetic gradient about the subjects’ initial preferred step frequency. (G) Subjects adapted their step frequency to converge on the energetic minima. Error bars represent 1 standard deviation. Asterisks indicate statistically significant differences in energetic cost when compared to the cost at the initial or final preferred step frequency (0%).
4.3. Results

*High natural gait variability can spontaneously initiate optimization*

We previously found that natural gait variability did not reliably initiate optimization (135). Here, we have repeated this test in a larger sample of subjects and found that a small subset are in fact able to spontaneously initiate optimization and converge on novel energetic optima. Subjects first walked for 12 minutes while wearing the exoskeletons, but with the controller turned off (Figure 4.2A, baseline). The final 3 minutes of walking data was used to determine subjects ‘initial preferred step frequency’. All walking took place on an instrumented treadmill at 1.25m/s and we measured step frequency from treadmill foot contact events. Consistent with our previous experiments, all subjects appeared to settle into a steady state step frequency within 9 minutes and on average subjects walked at 1.8 ± 0.1 Hz (mean ± SD). Next, to guard against the possibility that in future trials subjects could be unaware they are able to alter, or fearful to alter, their step frequency when walking on a treadmill at a constrained speed, we habituated subjects to walking at a range of step frequencies (Figure 4.2B, habituation). During this habituation, the controller remained off; therefore, subjects did not gain experience with the novel energetic landscape. We then turned the controller on, resulting in an applied resistance that was dependent on step frequency, and the subjects walked at a self-selected step frequency for an additional 12 minutes (Figure 4.2C, first adaptation). During this time, 6 of the 36 subjects displayed gradual adaptations in gait, all toward lower, less costly, step frequencies (Figure 4.3A). They did so with an average time constant of 65.7 seconds (95% CI [60.5, 70.8]). By the final 3 minutes, these ‘spontaneous initiators’ had settled on a step frequency of -7.9 ± 2.5 % of their initial preferred step frequency (Figure 4.3C). This is indistinguishable from the location of the expected optima (p = 0.66). The others, or ‘non-spontaneous initiators’, remained at their initial preferred step frequency (0.8 ± 2.7 %, Figure 4.3C), despite it being suboptimal. Perhaps most interestingly, when we analyzed individual subjects’ step-to-step variability, prior to the controller even being turned on, we found that spontaneous initiators displayed higher variability in step frequency than non-
spontaneous initiators (1.5 ± 0.3 % and 1.1 ± 0.3 %, respectively, $p = 1.8 \times 10^{-2}$, Figure 4.3B). High natural gait variability, which would result in a more expansive and therefore more clear sampling of the novel energetic gradient, appears to be a predictor of spontaneous initiation.

**Figure 4.2: Experimental protocol**
Each subject completed four testing periods. The first three, Baseline (A), Habituation (B), and First Adaptation (C), were the same from all subjects. For the 4th testing period, subjects were assigned to either the metronome-guided perturbations to discrete cost points (D), metronome-guided broad experience with the cost landscape (E), or self-guided exploration of the cost landscape. Rest periods of 5-10 minutes were provided between each testing period. For all periods, regions of red shading illustrate the time windows during which we assessed steady-state step frequencies. Data shown in A-B and E are from one representative subject, while data in D and F are from two other representative subjects.
Figure 4.3: Non-spontaneous and spontaneous initiators
(A) Self selected step frequency during the final 3 minutes of the Baseline testing period for representative non-spontaneous initiator and spontaneous initiator (blue and orange, respectively). (B) Step frequency data during the First Adaptation period for the same two representative subjects. The horizontal bar indicates when the controller is turned on (green fill) and off (white fill). (C) Across all subjects, spontaneous initiator displayed greater average step frequency variability than non-spontaneous initiator during the Baseline testing period. (D) By the final 3 minutes of the First Adaptation period, spontaneous initiators appeared to adapt their step frequency to converge on the energetic minima, while non-spontaneous initiators did not. Error bars represent 1 standard deviation. Asterisks indicate statistically significant differences.

Perturbations toward optima can initiate optimization

We previously found that following a 15 minute period of exploration subjects made large adaptations in step frequency toward energetic minima (135). During this exploration period, subjects were instructed to self-explore walking with high and low step frequencies as well as match their steps to different steady-state and sinusoidally varying metronome tempos. Here, we sought to determine what aspects of this exploration were critical to initiate optimization. Eight ‘non-initiating optimizers’ were assigned to one of three experiments in which their exploration included either metronome-guided perturbations to discrete cost points on a novel energetic landscape (Figure 4.2D), metronome-guided experience with many costs along a novel energetic landscape (Figure 4.2E), or self-guided exploration of high and low step frequencies...
To gain insight into the progress of optimization, 1-minute probes of subjects’ self-selected step frequency occurred at the 6th, 10th, and 14th minute, along with a final 6 minute probe at the 18th minute. We found that if, prior to the probe, subjects were perturbed toward low step frequencies they appeared to initiate optimization and adapt toward the novel optima (Figure 4.4A-B). Yet, if they were perturbed toward high step frequencies they appeared to converge back toward the initial preferred step frequency (Figure 4.4A-B). This finding was consistent regardless of if the perturbation was self or metronome directed. Moreover, if immediately before the probe subjects were returned to the initial preferred step frequency, as was the case with the metronome-guided experience of many cost points, they showed no adaptation (Figure 4.4C). This was in spite of them having broad experience with the energetic landscape. These findings suggests that initiating optimization, by perturbing subjects in the direction of the optima and then allowing them to self-select their gait following these new initial conditions, is critical, while expansive experience with the landscape is not.

**Figure 4.4: Effect of perturbation direction**

For each subject, data from the final 30 seconds of each of the 1 minute self-selected step frequency probes, following either a high or low perturbation, were averaged, prior to averaging across subjects. Because there was no high or low perturbation for the metronome-guided broad experience, data from the final 30s of each probe were averaged. Error bars represent 1 standard deviation. Asterisks indicate statistically significant differences.

**A local search strategy is used to discover and converge on novel optima**

To achieve the statistical power necessary to investigate the interaction between perturbation direction and time, we next added an additional six non-spontaneous initiators to the discrete perturbations experiment, bringing our total to 14 for this condition. For the six added subjects, the first or final perturbations were set to be either the highest (+10%) or lowest (-15%) step frequency, with the other three perturbations...
assigned in random order. We then compared the first to final release from the highest (+10%) and lowest (-15%) perturbations. We found that following the first perturbations at the high step frequency, subjects appeared to use prediction to rapidly move away from this high cost step frequency (Figure 4.5A). But, their prediction was erroneous—having not yet experienced lower costs gaits, they return to their initial preferred step frequency (Figure 4.5B). They did so with an average time constant of 2.0 seconds (95% CI [1.5 2.5]). Following the initial perturbation to low step frequency, subjects more slowly descended the cost gradient, with an average time constant of 10.8 seconds (95% CI [9.2 12.5]) and eventually converged on the new optima (Figure 4.5A). Because this was the first perturbation, all of which were from -15%, these subjects had no prior explicit experience with the novel optima, yet were able to adapt to it (Figure 4.5B). Although perturbing subjects in the direction of the optima is critical for initiating optimization, prior explicit experience with the new optima is not necessary for convergence—subjects appear to use a strategy consistent with gradient decent to discover and converge on novel optima.
Figure 4.5: Effect of perturbation direction at beginning and end of exploration
Step frequency time-series data, averaged across subjects, for the first (A) and final perturbations (C) toward either high or low step frequencies. The horizontal bars indicate when the controller is turned on (green fill) and off (white fill), and the yellow lines indicate the prescribed metronome frequencies during the perturbation. Steady state step frequencies, averaged across subjects, during the final 30 seconds of the probe for the first (B) and final (D) perturbations toward either high or low. Error bars represent 1 standard deviation. Asterisks indicate statistically significant differences.

**Optimization terminates with new predictions of optimal gaits**

Given more time and experience with the energetic landscape, optimization leads to new predictions about energetically optimal gaits. Following the final perturbation, subjects rapidly converge on the novel optima, with an average time constant of two to three seconds, regardless of perturbation direction (perturb high: 2.8 seconds, 95% CI [2.3 3.2]; perturb low: 2.5 seconds, 95% CI [1.9 3.1]; Figure 4.5C-D). These findings are consistent with those of our previous experiment where subjects rapidly converged on the new preferred and energetically optimal step frequencies following the exploration period (135). However, in this experiment, we are able to see the formation and updating of these predictions. Following the final perturbation from low step frequencies, subjects no longer display slow adaptations consistent with optimization, but instead rapidly predict the optimal gait. And, following the final perturbation from high step frequencies,
Subject’s erroneous prediction has been corrected. Optimization appears to culminate in the formation of new motor memories and the abolishment of old.

Subjects preferred step frequency did not remain shifted toward the optima when the controller was turned off. On average, subject’s ‘final preferred step frequency’ was -4.8 ± 3.1 %; however, they gradually returned to a step frequency indistinguishable from the initial preferred step frequency when the controller was turned off (-0.8 ± 3.0 %, P = 4.8×10⁻¹, Fig. 6). They did so with a time constant of 10.5 seconds (95% CI [8.8 12.2]). This outcome differs from that in our previous experiment where subjects’ step frequency remained shifted toward the control function optima for minutes despite a return to the natural energetic landscape (135).

**Figure 4.6  Final preferred step frequency and re-adaptation**
Final preferred step frequency and re-adaptation. (A) Step frequency time-series data, averaged across subjects from both the high and low final release, for the final 12 minutes of the exploration period. The horizontal bars indicate when the controller is turned on (green fill) and off (white fill). (B) Steady state step frequencies, averaged across subjects, for the final preferred step frequency (minutes -3 to 0) and re-adaption step frequency (minutes 3 to 6). Error bars represent 1 standard deviation. Asterisks indicate statistically significant differences.

### 4.4. Discussion

We have tested multiple competing hypotheses about how the nervous system initiates optimization and the process used to converge on new energetic optima. To do so, we used robotic exoskeletons to alter people’s energetically optimal gaits. We found that a small subset of subjects with naturally high gait variability can spontaneously initiate optimization. The majority of subjects, however, require perturbations toward the
new optima to initiate optimization. Interestingly, for these subjects perturbations appear to be critical—if they were not perturbed they did not initiate optimization, even if they were given broad experience with the entire landscape, including explicit experience with the optima. When optimization was initiated, subjects gradually adapted their gait, in a manner consistent with a local search strategy, to converge on the new optima. Given more time and experience, this slow optimization was replaced by a new and rapid prediction of the optimal gait. Optimization appears to terminate in the formation of new motor memories.

High motor variability may be an asset that leads to the discovery of optimal movements. We found that only a small subset of subjects adapted toward low and more energetically optimal step frequencies prior to any enforced exploration. High natural variability in step frequency, even before the exoskeletons were turned on, was predictive of which subjects would adapt. This may be because subjects with higher variability sample a more expansive range of the cost landscape. When measurements are noisy, this variability could clarify estimates of the energetic gradient and aid the nervous system in optimizing performance (119, 120). It is possible that this variability is simply a consequence of noisy sensorimotor control, which fortuitously benefits the optimization process, or it may reflect meaningful motor exploration by the nervous system. Recent work showing that humans actively reshape the structure of their motor output variability, to elicit faster learning of reaching tasks, suggests the latter (120). Experiments could be performed to test if our spontaneous adaptors tend to exhibit high variability in all situations, for example during over ground walking without the exoskeletons, or if their variability was increased when donning the exoskeleton in the lab. Interestingly, motor variability that may facilitate the discovery of a less costly movement, can itself elicit an energetic penalty. For example, if one is currently at an optima for a given gait parameter, strides that deviate from that optima will necessarily increase cost. This trade-off creates an interesting conflict for a nervous system that seeks to minimize cost, and perhaps explains why most subjects do not spontaneously initiate optimization in our paradigm—exploration itself can be costly.

Enforced exploration in the form of perturbations toward lower costs can initiate optimization. We found that those subjects that did not spontaneously adapt toward the
optima could be enticed to do so by perturbations away from their preferred gait and toward the optima. Conversely, perturbations toward high costs did not initiate optimization. This suggests that sensing a lower cost gait is an important cue for the nervous system to abandon past predictions and begin to optimize. Surprisingly though, subjects did not initiate optimization if they were given broad metronome-guided experience with the energetic landscape, including experience with the optima and other lower costs gaits. Taken together these findings suggest that initiation of optimization is occurring during self-directed gait following a perturbation. Fully guided exploration, in our case with a metronome, appears ineffectual, suggesting that nervous system must actively direct it's own optimization and cannot simply recall past experience. A confounding factor that makes the comparison between the discrete perturbation and broad experience conditions difficult is that in the former subjects were given minutes of experience with one gait while in the later they were given seconds of experience with many gaits. Sensed cost, which may be both noisy and delayed (46, 136, 137), could therefore be more difficult for the nervous system to assess during the broad experience condition. However, that subjects initiated optimization during the self-guided exploration condition, where changes in gait were even more rapid and frequent, suggests that sufficient sensing of cost was not the barrier. Future testing of additional experimental conditions, including steady-state experience that ends in a return to the preferred gait and broad varying experience that ends in a perturbation away from the preferred gait, could conclusively rule out this alternative interpretation.

Identifying the dimension of an optimization problem may be an important aspect of initiation. Walking is a task of dauntingly high dimension. Various gait parameters, including walking speed, step frequency, and step width must be selected, and numerous combinations of muscle activities can be used to satisfy any one desired gait. When presented with novel contexts, the nervous system must identify which parameter, or parameters, to change in order to improve economy. This difficulty may partly explain why non-spontaneous adaptors do not initiate optimization when the exoskeletons are turned on and they are shifted to a higher cost gait. Although it may be clear that costs are higher, it may unclear how to lower them. Perturbations toward lower step frequencies, and therefore lower costs, may allow the nervous system to identify that this is the relevant dimension along which to optimize. In our experiments, we have only
presented subjects with a one-dimensional optimization problem and intentionally applied perturbations along this dimension. It would be interesting to determine if in higher dimension problems, perturbations along one dimension can initiate optimization along others.

A slow optimization process leads to the rapid prediction of energetically optimal gaits, offering a window into the formation of motor memories. When initially perturbed toward lower cost movements, our subjects gradually descended the cost gradient to converge on energetically optimal gaits. This adaptation was consistent with a gradient descent process. By the end of the exploration period, the same perturbation resulted in subjects rapidly returning to the optima. Our lab has previously investigated the selection of preferred step frequency and speed in both walking and running under natural energetic circumstances (2, 45, 60). This work has suggested that the nervous system beneficially combines these two processes to select economical gaits, relying on prediction to rapidly improve gait economy during changing walking contexts and optimization to accurately fine-tune the gait mechanics over time. Here, we add to this framework by showing that optimization not only works in tandem with prediction, but also appears to inform the process and birth prediction. While our current design allows us to study these processes following the first and final perturbations from the same points on the cost landscape, limited subject numbers prevent us from doing so for the more intermediate perturbations throughout the exploration period. Future experiments with additional subjects could allow us to more precisely quantify the progression of motor prediction formation.

The time course of re-adaptation may provide insight into the nervous system’s confidence in the newly generated prediction. In our current experiment when the exoskeletons were turned off, returning subjects to their natural energetic landscape, subjects slowly converged back toward their natural optima. They did so at a rate consistent with the slow descent of the cost gradient evidenced after the first perturbation toward low costs, suggesting subjects are re-optimizing their gait. These findings differ from those of our previous experiment, where subjects step frequency remained shifted toward the control function optima for minutes despite a return to the natural energetic landscape. In reaching paradigms, others have found that the
persistence of motor memories can reflect the type of experience subjects get with a novel environment (138-141). For example, Huang and Shadmehr (2009) found that prior experience with a rapid change in the environment increased the decay rate of memories, evidenced by faster time constants during re-adaptation (138). Conversely, prior experience in an environment that changed gradually reduced the decay rates. They propose that decay of motor memory reflects the brain’s implicit estimate of how likely it is that the environment will change with time. In the context of our experiments, this suggests the nervous system was more confident that the new energetic landscape was unlikely to change in our original experiment and therefore relied more heavily on the newly formed prediction. One reasonable explanation for this is that prior to re-adaptation subjects in our original experiment experienced the new energetic landscape for twice as long as those in our current experiment. It is also possible that the combination of discrete perturbations, broad landscape experience, and self-guided exploration had an additive or interactive effect on the produced motor prediction in our original experiment.

Our collective findings provide insight into the body’s internal optimization process. Specifically, we determined that high natural gait variability and perturbations toward lower cost movements can initiate the optimization process. Once initiated, the body can gradually converge on novel energetic optima, perhaps suggesting that it implements a local search strategy. This optimization appears to culminate in the formation of new predictions of the energetically optimal gait. While this work has begun to unveil the processes that underlie optimal gait selection, it remains unclear how the body senses energetic cost in order to do so. It may be directly sensed, either globally by known blood gas receptors (50-52) or locally by muscle receptors sensitive to the byproducts of metabolism (53, 54). It may instead, or in addition, rely on indirect information that the body has learned is related to energetic cost. These energetic proxies may include ventilation rate, motor efference copy, or some combination of muscle proprioceptor activity. Experimentally perturbing blood gas sensors or muscle afferents in isolation may provide insight into the relative importance of each type of sensor for real-time cost optimization. A complete understanding of how the body senses and optimizes energetic cost will shed light on how people adapt to changing terrains, compensate for injury or motor deficits, and learn new tasks.
4.5. Experimental Procedures

Subjects

Testing was performed on a total of 36 healthy adults (body mass: 63.9 ± 9.8 kg; height: 1.69 ± 0.10 cm; mean ± SD) with no known gait or cardiopulmonary impairments. Simon Fraser University’s Office of Research Ethics approved the protocol, and participants gave their written, informed consent before experimentation.

Initially, 27 subjects were randomly assigned to one of three testing conditions (9 subjects per condition) in which their exploration period included either metronome-guided perturbations to discrete cost points on the energetic landscape (Figure 4.2D), metronome-guided broad experience with multiple costs along the energetic landscape (Figure 4.2E), or self-guided exploration of high and low step frequencies (Figure 4.2F).

A preliminary analysis revealed that 5 of the 27 subjects (1 from the discrete perturbations condition, 1 from the broad experience, and 3 from the self-guided condition) appeared to gradually adapt their gait toward the optima during the first adaptation period, prior to exploration period (Figure 4.2C). These subjects, whom we refer to as ‘spontaneous initiators’, were therefore not included in the analysis for the exploration conditions and were instead analyzed as a separate group. To be considered a spontaneous initiator subjects had to meet two criteria. First, during the final 3-minutes of the first adaptation period their average step frequency was required to fall below 3 SD in steady state variability determined from the initial preferred step frequency. For most subjects, this equates to a minimum decrease in step frequency of approximately 3-5%. Second, the decrease in step frequency could not be an immediate and sustained mechanical response to the exoskeleton turning on. The final adapted step frequency had to be significantly lower than the step frequency assumed in the 10th to 40th second after the exoskeleton turned on (one-tailed t-test, P>0.05). To rebalance conditions, an additional 2 subjects, both of whom were non-spontaneous initiators, were added to the self-guided exploration condition.

An analysis of data from the three explorations conditions indicated that the perturbation direction prior to the 1-minute probes had a lasting effect on the subjects’
self-selected step frequency. To investigate the interaction between perturbation
direction and time, we wanted to compare the time course of adaptation during the first
and final probes following perturbations from the same step frequencies. To achieve the
statistical power necessary to do so, we added an additional 7 subjects to the discrete
perturbations experiment. For the added subjects the first or final tempos were set to be
either the highest (+10%) or lowest (-15%) step frequency, with all other tempos
assigned in random order. One of the added subjects met the criteria for a spontaneous
initiator and was therefore not included in this investigation between perturbation
direction and time. In total for the analysis, 5 subjects were perturbed toward +10% and
4 toward -15% prior to the first probe. Prior to the final probe, 4 subjects were perturbed
toward +10% and 5 toward -15%.

In total, 6 of the 36 tested subjects were identified as spontaneous initiators
(body mass: 60.8 ± 10.6 kg; height: 1.68 ± 0.11 cm; mean ± SD), while 14 were included
in the analyses for the discrete perturbation condition (body mass: 63.0 ± 10.7 kg;
height: 1.69 ± 0.11 cm; mean ± SD), 8 for the broad experience condition (body mass:
67.7 ± 9.1 kg; height: 1.71 ± 0.09 cm; mean ± SD), and 8 for the self-guided condition
(body mass: 64.2 ± 8.6 kg; height: 1.67 ± 0.07 cm; mean ± SD).

**Detailed protocol**

Each subject completed one testing session, lasting three hours with no more
than two and half hours of walking to reduce fatigue effects. All subjects experienced the
penalize-high control function, which has previously been show to shift energetic optima
to low step frequencies (135) (Figure 4.1C-G). Subjects were given between 5-10
minutes of rest in between each of the walking periods, including baseline, habituation,
first adaptation, and one of the three assigned exploration conditions (Figure 4.2, A-F
respectively, described in detail below).

At the beginning of testing, we instrumented subjects with the exoskeletons and
indirect calorimetry equipment (VMax Encore Metabolic Cart, VIASYS®). We then
determined their resting energetic cost during a six-minute quiet standing period.
Following this, during the baseline period (Figure 4.2A), subjects were simply instructed
to walk for 12-minutes.
Next, subjects completed a habituation period where they were familiarized with walking at a range of step frequencies (Figure 4.2B). This trial was included to reduce the possibility that in future trials subjects could be unaware they are able to alter, or fearful to alter, their step frequency when walking on a treadmill at a constrained speed (Figure 4.2B). During this habituation, the controller remained off; therefore, subjects did not gain experience with the novel energetic landscape. We explained to the subjects that for a given walking speed it is possible to walk in a variety of different ways, including with very long slow steps or very short fast steps. They were encouraged to explore these different ways of walking during the habituation period. They were also informed that at times a metronome would play different steady state tempos, or slowly changing tempos, and that they should do their best to match their steps to the tempos. During the habituation period, three different steady state tempos were played for three minutes each. These tempos included +10%, -10%, and -15% of the initial preferred step frequency. The sinusoidally varying metronome tempo had a range of ±15% of the initial preferred step frequency and a period of three minutes.

Prior to the first adaptation period, we explained to subjects that they would next walk for 6 minutes with the exoskeleton turned off, at which point the exoskeleton would turn on and they would walk for a remaining 12 minutes (Figure 4.2C). They were given no other directives about how to walk and at no point during testing were subjects provided with any information about how the controller functioned, or how step frequency influenced the resistance applied to the limb.

For the final exploration period, subjects completed one of the three conditions including, metronome-guided perturbations to discrete cost points on the energetic landscape (Figure 4.2D), metronome-guided broad experience with multiple costs along the energetic landscape (Figure 4.2E), or self-guided exploration of high and low step frequencies (Figure 4.2F). All subjects were informed that they would be walking for 30 minutes and that the exoskeleton would be on for the first 24 minutes and off for the final 6 minutes. To gain insight into the progress of optimization under each condition, 1-minute probes of subjects’ self-selected step frequency occurred at the 6th, 10th, and 14th minute, along with a final 6 minute probe at the 18th minute (Figure 4.2 D-F).
Those assigned to the metronome-guided perturbations to discrete cost points condition were informed that at times the metronome would be turned on, during which they should match their steps to the steady-state tempo, and that when the metronome turned off, they no longer had to remain at that tempo (Figure 4.2D). Besides these instructions, subjects were given no further directives about how to walk. The metronome was turned off at four different time points, each serving as a probe of subjects self-selected step frequency. Prior to each probes, a different metronome tempos were played, including -15%, -10%, +5% and +10% of initial preferred step frequency. We chose these tempos such that they spanned the energetic landscape but did not include perturbations explicitly to the expected optima or the preferred step frequency (approximately -5% and 0%, respectively). Order of the tempos was randomized. The exception to this being that for the 7 subjects added to this condition, either the first or last tempo was randomly assigned as +10% or -15%, with the remaining 3 perturbations assigned in random order.

Those assigned to the metronome-guided broad experience condition were given the same instructions as those in the discrete perturbation condition, except that they were informed that the metronome tempo would change slowly over time (Figure 4.2E). A sinusoidally varying metronome tempo was played for three minutes, four separate times, which were once again separated by probes of self-selected step frequency. The sinusoidal tempo had a range of ±15% of the initial preferred step frequency, a period of three minutes, and began and therefore ended at 0% of the initial preferred step frequency. These subjects therefore did not experience perturbations; they were guided through the complete landscape but always returned to their preferred gait prior to a probe.

Those assigned to the self-guided exploration condition were informed that at times the experimenter would verbally give them the command ‘explore’, at which point they should explore walking at a range of different step frequencies (Figure 4.2E). They were informed that they should continue to do so until given the command ‘settle’, at which point that should settle into a steady step frequency. They were given no
directives about what their steady state step frequency should be. Subjects were instructed to explore four separate times, each lasting three minutes and once again separated by probes of self-selected step frequency. When the command settle was given subjects could be at any self-selected step frequency, therefore the perturbation direction and magnitude were not predetermined.

**Outcome measures**

Each subject’s initial preferred step frequency was calculated as the average step frequency during the final 3 minutes of the baseline period. Individual subject’s variability in step frequency, calculated as a coefficient of variation, was also assessed during this time period. Similarly, the pre-exploration step frequency was calculated as the average step frequency during the final 3 minutes of the first adaptation period. During this period, the spontaneous initiators were found to adapt toward the optima. To determine the average rate at which they did so, step frequency time series data from the 6th to the 18th minute for the subjects was grouped together and fit with a single term time-delayed exponential. Prior to fitting data was down-sampled to a step rate of 1.8Hz, so as not to overestimate data points and inflate calculated confidence intervals. We used one-tailed t-tests with a significance level of 0.05 to compare the pre-exploration step frequency, as well as variability in step frequency, of the spontaneous and non-spontaneous initiators (Figure 4.3C-D). One-tailed t-tests were used because we expected the spontaneous initiators to present with lower steady-state step frequencies and higher variability.

During the three exploration conditions, 1-minute probes of subjects’ self-selected step frequency occurred at the 6th, 10th, and 14th minute, along with a final 6 minute probe at the 18th minute. When statistical comparisons were made between high and low perturbations or initial and final perturbations, data from the 30th to the 60th second of each of the self-selected step frequency probes were used for analysis. We used t-tests with a significance level of 0.05 (Figure 4.4 and Figure 4.5B and 5D). When investigating the rate at which subjects adapted their step frequency following the various perturbations, step frequency time series data from the first 60 seconds of the probes from subjects of the same condition were once again fit with a single term time-delayed exponential, using the same process steps as previously described. For plotting
purposes, we averaged across subjects of the same condition and calculated the across subject standard deviation at each time point.

Because there was no effect of perturbation direction following the last release, subjects from the high and low release conditions were grouped. The final preferred step frequency was calculated as the average step frequency during the 21st to 24th minute of the exploration period, just prior to the controller being turned off. The re-adaptation step frequency was calculated as the average step frequency during the final 3 minutes of the exploration period, when the controller was turned off. When investigating the rate at which subjects re-adapted their step frequency back to the initial preferred, step frequency time series data from the entire re-adaptation period were once again fit with a single term time-delayed exponential and the average and standard deviation profiles were calculated for plotting purposes.
Chapter 5.

Estimating instantaneous energetic cost during non-steady state gait

5.1. Abstract

Respiratory measures of oxygen and carbon dioxide are routinely used to estimate the body’s steady state metabolic energy use. However, slow mitochondrial dynamics, long transit times, complex respiratory control mechanisms, and high breath-by-breath variability obscure the relationship between the body’s instantaneous energy demands (instantaneous energetic cost) and that measured from respiratory gases (measured energetic cost). The purpose of this study was to expand on traditional methods of assessing metabolic cost by estimating instantaneous energetic cost during non-steady state conditions. To accomplish this goal, we first imposed known changes in energy use (input), while measuring the breath-by-breath response (output). We used these input/output relationships to model the body as a dynamic system that maps instantaneous to measured energetic cost. We found that a first-order linear differential equation well approximates transient energetic cost responses during gait. Across all subjects, model fits were parameterized by an average time constant (τ) of 42 ± 12 s with an average $R^2$ of 0.94 ± 0.05 (mean ± SD). Armed with this input/output model, we next tested whether we could use it to reliably estimate instantaneous energetic cost from breath-by-breath measures under conditions that simulated dynamically changing gait. A comparison of the imposed energetic cost profiles and our estimated instantaneous cost demonstrated a close correspondence, supporting the use our methodology to study the role of energetics during locomotor adaptation and learning.
5.2. Introduction

Steady state measurements of metabolic energetic cost have provided valuable insight into why and how we walk the way we do. Energetic cost, in this context, refers to the input energy required to power the cellular processes underlying the body’s movement. This energy is liberated from glucose, fats, and other stored foodstuffs in a reaction that requires oxygen and produces carbon dioxide (142). Consequently, energetic cost is typically measured indirectly by quantifying the oxygen and carbon dioxide in respiratory gases (143, 144). These measurements have demonstrated that we select the most fundamental characteristics of our gait—such as speed, step frequency and step width—so as to minimize energetic cost per distance travelled (33, 38, 145-152). Cost measurements have also allowed the quantification of energetic penalties imposed by various gait disabilities, and the evaluation of the effectiveness of rehabilitation interventions at mitigating these added costs (145, 146, 148). Equipment and wearable devices, be it backpacks (153, 154), prosthetics (155, 156), orthoses (157, 158), or running shoes (159), have been assessed, iteratively designed, and ultimately improved based on cost measurements.

The relationship between the body’s instantaneous energy demands (instantaneous energetic cost) and that measured from respiratory gases (measured energetic cost) is complicated. Consider, for example, oxygen consumption measured at the mouth. Muscles meet their instantaneous energy demands for force generation using ATP, a form of stored energy. While ATP is immediately replenished using another form of stored energy, creatine phosphate, the mitochondrial dynamics that use oxygen and foodstuffs to replenish creatine phosphate are rather slow (160-162). There are still further delays before mitochondrial oxygen consumption is reflected in respiratory gases due to blood circulation from muscle to lungs (163), oxygen exchange between the blood and the lungs, and then lung ventilation itself. The relationship between instantaneous and measured cost cannot be determined by simply adding up these component time delays because blood gases are under tight neural control (164), and these controllers impose their own dynamics. For example, rapid increases in ventilation are often seen at the onset of exercise (164), preloading the body in anticipation of future mitochondrial oxygen requirements. Consequently, energetic cost as measured at the mouth can
occur in advance of any actual energy use by muscle. An additional complicating factor is the discrete nature of breathing—while muscles may be continuously consuming the body’s oxygen, the lungs only replenish oxygen with each breath and each breath may be of drastically different volume. Irregularities in both depth and timing of breaths create noisy breath-by-breath estimates of energetic cost that do not reflect true fluctuations in muscle energy use (137, 165). In summary, the relationship between instantaneous and measured energetic cost is complicated by mitochondrial dynamics, body transit delays, and respiratory control mechanisms, and then further obscured by high breath-by-breath variability.

It is due to these complexities that energetic cost is traditionally only measured during long bouts of constant intensity conditions. By discounting non-steady state regions of cost measurements, the rate at which the oxygen is entering the body is allowed to reach equilibrium with the rate at which cellular processes are consuming it. By averaging over minutes of data, high breath-by-breath ‘noise’ is overcome and the measured energetic cost then accurately matches the instantaneous energetic cost. While these processing techniques have served us well over the past century, they restrict the research questions that can be effectively answered. Long-duration steady state conditions, such as those experienced on a treadmill, are the exception rather than the norm during real-world walking (166, 167). In truth, we are continually adjusting our gait to meet the demands of a changing environment and the energetic cost under these real-world conditions is essentially unknown.

Here, we expand on traditional methods of assessing energetic cost with the primary purpose of developing a technique to estimate instantaneous energetic cost during non-steady state gait. We first characterized the dynamic relationship between instantaneous and measured energetic cost. To accomplish this, we enforced known changes in instantaneous energy use (input)—by prescribing changes to subjects’ walking speed and step frequency—and measured the respiratory responses in measured energetic cost (output; Figure 5.1A). We then modeled the body as a dynamic system that maps instantaneous to measured energetic cost (Figure 5.1B). Next, we used this model to test two approaches for estimating instantaneous energy use from respiratory measures. The inverse model approach is perhaps the most intuitive—the
actual measured energetic cost is smoothed and then passed through the inverse of the identified model to produce an estimate of the instantaneous energetic cost (Figure 5.1C). The forward model approach estimates instantaneous energetic cost as the input that when passed forward through the identified model produces an estimate of measured cost that best fits the actual measured energetic cost response (Figure 5.1D). We have chosen to present both approaches, as each has distinct strengths and limitations and for particular study designs, one may be better suited than the other.
Figure 5.1: Experimental design
(Caption continued on next page)
A. Experimental Set-up. To evoke known changes in instantaneous energetic cost, subjects’ walking speed (treadmill speed) and step frequency (metronome frequency) was enforced and the resulting breath-by-breath energetic cost response was measured using indirect calorimetry. B. We then modeled the relationship between instantaneous energetic cost (input) and measured energetic cost (output). Using this model we estimated instantaneous energetic cost from the measured energetic cost response using two approaches. C. When using the inverse model approach, noisy output data was fit with a constrained polynomial, which was then passed through the inverse of our identified model to produce an estimate of instantaneous energetic cost. D. When using the forward model approach, we assumed the general shape of the input profile is known and described it by a set of parameters, which were then optimized so that the input profile, when run forward through our identified model, generated an output profile that best fit our measured output. Grey shaded boxes have been used to highlight what parameters were optimized for each processing technique.

5.3. Methods

Simon Fraser University’s Office of Research Ethics approved the protocol, and participants gave their written, informed consent before experimentation.

5.3.1. Enforcing rapid changes in instantaneous energetic cost

Ten adult subjects (body mass: 67.1 ± 6.0 kg; height: 173.7 ± 5.2 cm; mean ± SD) with no known musculoskeletal or cardio-pulmonary impairments participated in these experiments. Subjects were instrumented with indirect calorimetry equipment (VMax Encore Metabolic Cart, ViaSys, IL, USA) and all walking was performed on an instrumented treadmill (FIT, Bertec Corporation, MA, USA). To habituate subjects to the experimental set up, they walked at a range of treadmill walking speeds (0.75, 1.00, 1.25, 1.5, and 1.75 m/s) for a minimum of 10-minutes at each speed (168-170). Subjects next completed a series of enforced rapid changes in gait. The treadmill speed (walking speed) and metronome frequency (step frequency) were rapidly and simultaneously increased or decreased using custom written software (Simulink Real-Time Workshop, Mathworks Inc., MA, USA), in order to evoke a step-like change in instantaneous energetic cost (Figure 5.1A). We chose to not only alter speed, but also step frequency because people often take tens of seconds to adjust their step frequency to steady state following perturbations in treadmill walking speed (2, 168). Metronome frequency was set at the subjects’ preferred step frequency at each speed, defined as the average step
frequency during the final 3-minutes of walking in the habituation trials. Step frequency for an individual step was calculated as the inverse of the time between foot contact events, identified from the characteristic rapid fore-aft translation in ground reaction force center of pressure (134). The treadmill speed alternated between 6-minute periods at a base speed of 1.25m/s and 6-minute periods above or below this base speed (1.5 or 1.75 m/s, and 0.75 and 1.00 m/s, respectively). This resulted in eight different changes in gait (conditions), including step-like changes up-to and down-from the non-base speeds of 0.75, 1.00, 1.5, 1.75 m/s. Speed presentation order was randomized. We designed these changes to have differing direction (increase or decrease in speed) and magnitude (absolute speed change of 0.25 or 0.50 m/s) in order to test if the identified energetic cost dynamics differed across conditions. To compensate for the variable nature of breath-by-breath measurements and to further control for order effects, we had subjects complete a second day of testing in which they repeated the enforced gait changes twice with a newly randomized order, giving us a total of three repeats for each of the eight conditions. Subjects walked for less than two hours per day to reduce fatigue effects.

5.3.2. Modeling the relationship between instantaneous and measured energetic cost

Whipp and colleagues have previously modeled ventilatory gas dynamics during non-steady state cycling (137, 171). Given step-like changes in work rate, they found that for some conditions, the oxygen uptake and carbon dioxide output could be adequately described by first-order differential equations with an accompanying time delay. Here, we use their model as a starting point for our modeling efforts while recognizing that gas kinetics during walking and cycling are not constrained to have identical dynamics. We modeled the relationship between the instantaneous energetic cost (our input) and the measured cost (our output) as a single dynamic process comprising a time-delayed first-order linear ordinary differential equation. The mathematical representation of this model expressed in the frequency domain, takes the form:

\[ Y(s) = H(s)X(s), \]  

(5.1)
where

\[ H(s) = \frac{A}{s + 1} e^{-\delta s}, \]  

(5.2)

\( X(s) \) is the input instantaneous energetic cost, and \( Y(s) \) is the output measured energetic cost. The parameter \( \tau \) is a time constant characterizing the rate of change, \( A \) represents the amplitude of the change, and \( \delta \) is a fixed time delay between energy use by muscle and that which we measure at the mouth. One may understand this model as a low-pass filter, where a rapid change in input (instantaneous energetic cost) will result in a slow and smoothed output response (measured energetic cost), and the amount of slowing and smoothing will increase with the magnitude of \( \tau \). Thus, if one were to see very quick changes in measured respiratory energetic cost, it would mean there was an exceptionally large and rapid change in the underlying instantaneous energetic cost. One might also understand this model in terms of its response to a step input, where the produced response would take the form of an exponential rise to steady state with a delay between the step input and the beginning of the response. The larger the value of \( \tau \), the longer the time required for the exponential rise.

To fit this model to our data, we analyzed three minutes of metabolic data prior to each gait change and six minutes of data following the gait change. The magnitude of each trial was normalized to unity to allow us to compare and average gait changes of differing magnitude and direction. To accomplish this normalization, we first subtracted the steady state value before the gait change (the average of minutes -3 to 0) and then divided by the amplitude of the change (the average of minutes 3 to 6). Note that this normalization process does not affect any dynamics in the measured cost response. To solve for our unknown model parameters (\( \tau \) and \( \delta \)), we used weighted least-squares optimization to minimize the residuals between our model and measured data. The optimization uses the Levenberg-Marquardt algorithm and was implemented with MATLAB’s \textit{nlinit} function. Due to prior normalization, best-fit amplitudes had a value of one (\( A =1 \)). In order to avoid known convergence issues with delayed dynamic models (172), we visually confirmed the accuracy of the fitted time delays. We assessed the goodness-of-fit of our estimated parameters by calculating the \( R^2 \) value between the model and our measured data. As a test of model sufficiency we also evaluated whether
the addition of a second process, modeled as an additional time-delayed first-order linear differential equation, produced a better fit to our data.

To test whether the same model holds regardless of magnitude or direction, for each subject we first separately fit our model to all trials of the same direction (increase or decrease in speed) or magnitude (absolute speed change of 0.25 or 0.50 m/s) and tested for differences using a Student’s paired t-test. For all tests, we accepted $p < 0.05$ as statistically significant. For each subject, we also performed cross validations by fitting the increase in speed trials with the model parameters solved from the decrease in speed trials (and visa versa), as well as the 0.25 m/s magnitude trials with the parameters solved from the 0.50 m/s magnitude trials (and visa versa).

5.3.3. Estimating instantaneous energetic cost during dynamically changing gait

We next assessed if the subject-specific models that we previously identified could be used to estimate instantaneous energetic cost from measured breath-by-breath energetic cost. To accomplish this, we had four representative subjects (body mass: $69.5 \pm 9.8$ kg; height: $175.2 \pm 2.1$ cm; mean ± SD) return for a third and fourth day of testing. Our goal was to enforce instantaneous energetic cost profiles that differed from those upon which our model was based. To design varying instantaneous energetic cost input profiles, we leveraged the fact that subject’s energetic cost will increase as their step frequency deviates from preferred ($38, 118$). To quantify this relationship, on the third testing day our test subjects walked on the treadmill at 1.25 m/s for six minutes at nine enforced step frequencies that were at, above, and below preferred ($0, \pm 5, \pm 10, \pm 15, \pm 20 \%$ deviation from preferred step frequency). For each enforced step frequency, we took an average of the final three minutes of steady state energetic cost data, leaving us with nine data points that we then fit with a cubic polynomial (Figure 5.2B). Note that during these steady state regions, the average measured energetic cost is equivalent to the average instantaneous energetic cost, as the gas exchange measured at the mouth has reached equilibrium with the gas exchange occurring at the muscle tissue level.

Next, the solved polynomial was used to design step frequency profiles that, at constant treadmill speed of 1.25 m/s, would evoke three distinct input muscle energy use
profiles—a step, a ramp, and an adaptation profile (Figure 5.2A). The step profile, although the same shape as the original input profile on which we based our model, imposed different physical constraints on the subject, as treadmill speed was held constant and only step frequency was rapidly increased. The profile was designed to produce a final steady state magnitude change of approximately 1 W/kg. The ramp profile was markedly different from that of the step in that step frequency was gradually increased over the course of minutes, again resulting in a final magnitude change of approximately 1 W/kg. The adaptation profile was designed to mimic a fast adaptation, where a subject's instantaneous energetic cost may initially step up in response to a perturbation and then rapidly decay. For our adaptation profile, cost was stepped up by approximately 1.3 W/kg and then decayed with a time constant of 60 seconds to a final steady state that was approximately 0.3 W/kg above the initial steady state. For each trial, treadmill speed was held constant at 1.25 m/s and the subject was asked to match their steps to the changing metronome frequency (Figure 5.2C) while we measured energetic cost. The subjects completed three repeats for each input profile shape in randomized order on the fourth testing day.
Figure 5.2: Enforcing known input changes in instantaneous energetic cost
A. We sought to enforce three differing but known input changes in instantaneous energetic cost. B. In order to identify what step frequency profiles would evoke these desired changes in instantaneous energetic cost, we identified each subject’s relationship between energetic cost and deviation from preferred step frequency. C. Using the solved relationship between energetic cost and step frequency, we designed step frequency profiles that would evoke our desired change in instantaneous energetic cost. The black line illustrates the step frequency commanded with a metronome and the grey line illustrates the subjects actual step frequency.

We then used two different approaches to estimate instantaneous energetic cost from measured cost, each approach having distinct strengths and drawbacks. Recall that for each subject, we have solved for an individualized model that maps instantaneous to measured energetic cost. Therefore, the inverse of this model will do the opposite: map measured to instantaneous energetic cost. This is the basis of our inverse model approach (Figure 5.1C). By passing a subject’s measured energetic cost data through their inverse model, we can directly compute the instantaneous energetic cost. However, it was necessary to first smooth the measured data. Passing unsmoothed data through the inverse model, which functions like a high pass filter, would effectively amplify high frequency components in the measured signal and these high frequency components tend to be dominated by the breath-by-breath noise. Although a low pass filter could be used to first attenuate noise, it would indiscriminately attenuate all high frequency inputs, which may include rapid changes in instantaneous energetic cost that we are seeking to identify. Instead, to estimate the shape of the underlying energetic cost profiles, less the noise, we fit each trial of measured data with a polynomial. A constrained least squares optimization, implemented using MATLAB’s lsqlin function, was used to solve for the best-fit polynomial parameters. Polynomial order was set such that no systematic pattern was observed in the residuals. The fitted
curve was required to pass through the initial steady state value (0 after normalization) at the point of perturbation and had to reach steady state (1 after normalization) in the last 3 minutes of the trial. These constraints are reasonable given that the prescribed step frequencies were at steady state during these regions. We did not constrain the initial slope of the polynomial allowing for rapid initial changes in the smoothed cost.

Our forward model approach can be used in situations where the experimenter has a good first approximation of the shape of the instantaneous energetic cost profile (Figure 5.1D). This shape is described with a set of parameters that are then optimized so that the generated input profile, when run through the subject-specific model, produces an estimate of measured cost that best fits the actual measured energetic cost response. We used a Nelder-Mead Simplex method, implemented with MATLAB’s \texttt{fminsearch} function, to solve for the optimal parameter values. For the step input, a single parameter was optimized: the time of onset of the step. For the ramp input, two parameters were optimized: the time of onset and the time of offset of the ramp, which together dictate the slope of the ramp. For the adaptation input, three parameters were optimized: the time of onset, the amplitude of the peak, and a decay constant. Note that the initial and final steady state amplitudes were not optimized, as normalization fixes them at 0 and 1, respectively.

The inverse and forward model approaches where applied to individual repeats of the step, ramp, and adaptation profiles for each subject, as well average profiles, which were produced by averaging the measured energetic cost data across the three repeats of a given profile prior to applying the inverse model or forward model approach. We also averaged data across all four subjects and again applied the inverse and forward model approach, this time using the average model parameters across our four subjects. In all cases, we assessed the goodness-of-fit between model-produced estimates of instantaneous energetic cost and the enforced instantaneous energetic cost profile by calculating an $R^2$ value for each approach.
5.4. Results

We found that the dynamic relationship between instantaneous energetic cost and measured energetic cost could be modeled using a first-order linear ordinary differential equation (Equation 5.2). We first tested whether this simple model held irrespective of the direction and magnitude of the change in gait. For each subject, we grouped across all trials of the same direction, and found that the time constants describing both increases and decreases in speed, were similar in magnitude and not statistically different ($p=0.500$, Table 5.1). We found the same pattern when we grouped trials of the same magnitude and compared responses to 0.25 m/s speed changes to those induced by 0.50 m/s speed changes ($p=0.094$, Table 5.1). When the increase in speed trials were fit with the time constant solved from the decrease in speed trials (and visa versa), and the 0.25 m/s magnitude trials with the time constant solved from the 0.50 m/s magnitude trials (and visa versa) $R^2$ values, averaged across subjects, remained above 0.85. Because the underlying dynamics did not depend strongly on the magnitude or direction of the change in gait, in subsequent analyses all trials for an individual subject are grouped together before fitting.

Table 5.1: Time constants and model fits for changes in gait of different direction and magnitude, averaged across subjects

<table>
<thead>
<tr>
<th>Change in Gait</th>
<th>Time Constant, $\tau$ (seconds)</th>
<th>Fit ($R^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>STD</td>
</tr>
<tr>
<td>Direction up</td>
<td>38.04</td>
<td>8.52</td>
</tr>
<tr>
<td>Direction down</td>
<td>44.97</td>
<td>17.43</td>
</tr>
<tr>
<td>Magnitude 0.25 m/s</td>
<td>42.64</td>
<td>18.94</td>
</tr>
<tr>
<td>Magnitude 0.50 m/s</td>
<td>41.85</td>
<td>9.71</td>
</tr>
<tr>
<td>All</td>
<td>41.78</td>
<td>12.05</td>
</tr>
</tbody>
</table>

Our model described the dynamics of respiratory metabolic cost reasonably well for most subjects. When compared to the average response, the model accounted for 82-99% of the measured variability (Figure 5.3). Adding a second dynamic process, modeled as an additional time-delayed first-order linear differential equation, did not appreciably improve our fits; no improvement was visually evident and on average only an additional 0.9% ± 1.0% of the variability was explained (mean ± SD).
Figure 5.3: Modeling the measured energetic cost response
The average measured energetic cost response (black line) to 24 rapid changes in instantaneous energetic cost (grey line) is shown for each subject. The red line illustrates the model that best fits each subject’s response. Model time constants (τ) and $R^2$ values for each fit are presented on the right hand side of each panel. Before we averaged the data, we normalized all instantaneous and measured energetic cost changes to unity by subtracting the initial steady state values and dividing by the amplitude of the final steady state values.

Across all subjects, model fits yielded an average time constant (τ) of 41.8 ± 12.1 seconds (mean ± SD). This means that 95% of the response to a step-like change in input is completed within three time constants, or 125.4 ± 36.3 seconds (mean ± SD). We did not identify time delays (δ) that were discernable from zero for any of the ten subjects. Due to normalization, all amplitudes (A) displayed in Figure 5.3 have a value of 1. Therefore, the mathematical representation of our model (Equation 5.2) simplifies to a transfer function of the form:

$$H(s) = \frac{1}{\tau s + 1},$$  \hspace{1cm} (5.3)
Using the time constants we measured for each subject, this model enabled accurate subject-specific estimates of instantaneous energetic cost from respiratory energetic cost measures. Using both our inverse and forward model approaches, we were able to produce estimates of instantaneous energetic cost from measured energetic cost that well matched the enforced step, ramp, and adaptation profiles (Table 5.2 and Figure 5.4). For the step and ramp input profiles, both approaches performed exceptionally well. The $R^2$ values between the enforced instantaneous energetic cost profile and the model-produced estimates of instantaneous energetic cost were typically greater than 0.9 for individual trials. As a result, averaging measured energetic cost data across the three repeats or across subjects prior to applying either approach did little to improve our estimates of instantaneous energetic cost. Thus, for the step and ramp profiles, it appears possible to accurately estimate instantaneous cost from a single trial of measured energetic cost data. Single trial estimates of instantaneous energetic cost were less accurate for the adaptation profile. Individual trial $R^2$ values ranged widely from 0.38 to 0.96 and 0.26 to 0.96 for the inverse model approach and forward model approach, respectively. However, averaging measured energetic cost data across the three repeats prior to applying the inverse model or forward model approaches typically resulted in $R^2$ values above 0.75, while then averaging across all subjects resulted in $R^2$ values above 0.85.
Table 5.2: \( R^2 \) values between the enforced and the model-produced estimates of instantaneous energetic cost for both the inverse model and forward model approach.

<table>
<thead>
<tr>
<th>Input</th>
<th>Trial</th>
<th>S03 Inv.</th>
<th>S03 For.</th>
<th>S05 Inv.</th>
<th>S05 For.</th>
<th>S07 Inv.</th>
<th>S07 For.</th>
<th>S10 Inv.</th>
<th>S10 For.</th>
<th>All Subjects Inv.</th>
<th>All Subjects For.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step</td>
<td>best</td>
<td>0.97</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
<td>0.99</td>
<td>0.97</td>
<td>0.99</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>median</td>
<td>0.96</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>0.99</td>
<td>0.96</td>
<td>0.98</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>worst</td>
<td>0.98</td>
<td>0.92</td>
<td>0.94</td>
<td>0.87</td>
<td>0.94</td>
<td>0.93</td>
<td>0.83</td>
<td>0.74</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.96</td>
<td>0.92</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>Ramp</td>
<td>best</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.94</td>
<td>1.00</td>
<td>0.95</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>median</td>
<td>0.98</td>
<td>1.00</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.89</td>
<td>0.91</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>worst</td>
<td>0.86</td>
<td>0.79</td>
<td>0.89</td>
<td>0.93</td>
<td>0.98</td>
<td>0.99</td>
<td>0.69</td>
<td>0.60</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>0.97</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>0.87</td>
<td>0.99</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>Adapt</td>
<td>best</td>
<td>0.84</td>
<td>0.70</td>
<td>0.84</td>
<td>0.82</td>
<td>0.90</td>
<td>0.96</td>
<td>0.92</td>
<td>0.88</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>median</td>
<td>0.79</td>
<td>0.61</td>
<td>0.77</td>
<td>0.86</td>
<td>0.64</td>
<td>0.46</td>
<td>0.82</td>
<td>0.50</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>worst</td>
<td>0.72</td>
<td>0.40</td>
<td>0.79</td>
<td>0.78</td>
<td>0.38</td>
<td>0.26</td>
<td>0.77</td>
<td>0.46</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>0.81</td>
<td>0.76</td>
<td>0.84</td>
<td>0.88</td>
<td>0.75</td>
<td>0.66</td>
<td>0.92</td>
<td>0.79</td>
<td>0.87</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Note, \( R^2 \) values from the three repeats, for each of the step, ramp, and adaptation input profiles, have been ordered from highest to lowest for each subject. To produce the average value, we averaged the measured energetic cost data across the three repeats prior to applying the inverse model or forward model approach. We also averaged across all subjects and all repeats to produce the final two columns of data. Subject S03 has been used as a representative subject in Figure 4, with the median trials being used as representative individual trials.
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R\textsuperscript{2} = 0.85

180 s
Figure 5.4: Estimating changes in instantaneous energetic cost
The enforced instantaneous energetic cost (input, left panel) and measured energetic cost responses (output, right panel) are shown in black for the step (A), ramp (B) and adaptation (C) input profiles. The red lines represent estimates from the inverse model approach, and the blue lines represent estimates from the forward model approach. For some conditions, the lines illustrating the estimates obscure the black line input profiles. The first row of data is from a single representative trial for a representative subject (S03). The second row of data has been averaged across the three repeats for the same representative subject. The third row contains data averaged across the three repeats and four subjects. \( R^2 \) values calculated between the enforced instantaneous energetic cost profiles and the inverse model approach estimates of muscle energy use are shown in red text, while that for the forward model approach estimates are shown in blue text. The normalized Y-axis scale represents a change in energetic cost of approximately 1 W/kg.

5.5. Discussion

We found that a simple first order linear differential equation can approximate transient energetic cost responses during gait. When rapid step-like changes in instantaneous energetic cost were enforced, we observed a single underlying response featuring no discernable delay. On average, subjects took two minutes to reach 95% of the steady state metabolic cost value, with all but one subject reaching 95% steady state within three minutes. These same underlying dynamics held regardless of the magnitude or direction of the change in gait. Despite the collective effect of many sources of complexity—including mitochondrial dynamics, gas stores, transit delays, and cardio-pulmonary control—a simple model explains the transient energetic cost response during walking.

This model allowed us to produce reasonably accurate estimates of instantaneous energetic cost from respiratory cost measures. Our two approaches—the inverse model approach and forward model approach—resulted in similar estimates of instantaneous energetic cost, and when compared to our enforced cost profile, \( R^2 \) values were typically greater than 0.90. Both methodologies were able to capture rapid changes in instantaneous energetic cost that were prescribed during the step trials, as well as gradual changes and discontinuities that were prescribed during the ramp trials. The poorest estimates of instantaneous energetic cost were found for the adaptation trials, where fitting the rapid decay proved problematic in some trials. These sorts of transient
changes in cost are more readily distorted by breath-by-breath noise because there are fewer data points available within the transient period with which to fit model parameters. Our adaption trial decayed to steady state with a time constant of 60 seconds, which equates to only about 20 breaths. Better estimates may be possible with improved noise removal techniques, improved fitting techniques, or as we found here, through averaging over a greater number of trial repeats or subjects. Overall, the two approaches produced similar and seemingly accurate estimates of instantaneous energetic cost. However, each approach is subject to distinct limitations and requires different assumptions on the part of the user.

The inverse model approach requires little advance knowledge of the underlying instantaneous energetic cost profile, but is greatly complicated by breath-by-breath noise. High frequency components of breath-by-breath variability in measured energetic cost are effectively amplified when passed through the model inverse, obscuring estimated instantaneous energetic cost. To reduce their contribution, while retaining our ability to fit fast changing inputs, we first fit the noisy metabolic cost data using a polynomial. We constrained the polynomial to pass through an initial steady state value at the point of perturbation, and to reach steady state at the end of the trial. For an experimenter, these constraints require that the protocol be designed such that the subject begins and ends in steady state. (These particular constraints are not universal for every experimental paradigm—researchers should identify whatever constraints on the measured data are imposed by the experimental paradigm and use them to their fitting advantage.) Although we made no assumptions about the shape of the profile between the beginning and end steady state regions, complex profiles would not be fit well by a low order polynomial. In such situations higher order polynomials, splined polynomials, or all together different functions may be necessary to accurately fit the measured energetic cost profiles. This will inevitably introduce subjectivity, as the experimenter will be required to make decisions about what profile changes are ‘true’ and what is simply ‘noise’.

Estimating instantaneous energetic cost using the forward model approach requires some advance knowledge of the profile shape. This knowledge may be based on the study design or additional measurements. For example, if the study design calls
for a novel force to be rapidly applied to a limb one may reasonably assume an abrupt increase in instantaneous energy use, followed by an exponential decay as the subject adapts to the new force. One need not know the timings and magnitudes of the initial increase and subsequent decay as the forward approach employs optimization to estimate their values. Alternatively, one may deduce the profile shape from a measured physiological variable, such as the time course of adjustments to step frequency or muscle activity. It is also possible that the experimenter has a range of hypotheses about what the input profile shape may be. These hypotheses can be evaluated by optimizing each candidate input profile and testing which one provides the best fit. To illustrate this, we fit optimal step, ramp, and adaptation profiles to each of the three responses and found that each response was best fit by its respective profile shape (e.g. the enforced ramp was best fit by a ramp profile). Because the experimenter must make assumptions about the underlying profile shape, the forward approach introduces a bias based on the experimenter’s expectations. Moreover, there may be situations where the experimenter does not have a reasonable first approximation of the input profile shape.

In addition to the approach specific limitations described above, there are four more general limitations to our methodology and analysis. First, we treat our enforced instantaneous energetic cost profiles as a gold standard to which we compare our model estimates. Although we attempted to enforce a specific cost profile by controlling walking speed and step frequency, other uncontrolled gait parameters, for example stance time or muscle activity, may have caused instantaneous energetic cost to deviate from our desired input profile. As a consequence, our estimates may be better or worse than presented. Second, the identified model and its average parameters only apply to adult humans. Differences in size and phylogenetic history are both likely to alter the dynamic relationship of other animals from that in adult humans. Similarly, the identified model and its average parameters only apply to walking. While we found that a single process accurately captures the identified dynamic relationship between instantaneous and measured energetic cost, Whipp and colleagues have found that there are two important processes in particular cycling conditions, perhaps reflecting a difference in cardio-pulmonary control between the two tasks (46, 56). A fourth limitation of our model is that it can only be applied to walking tasks within the tested metabolic cost range. At metabolic rates above 5 W/kg, many subjects may breach the anaerobic threshold,
causing oxygen stores to be depleted faster than they can be replenished and rendering our measured energetic cost a poor estimate of the underlying instantaneous energetic cost. At metabolic rates below 1.5 W/kg it is possible that more complex dynamics exist at the onset of exercise, as first described by Whipp and colleagues (46). Overall, our exact model can be used to estimate instantaneous energetic cost of walking at metabolic rates ranging from 1.5 W/kg to 5 W/kg, which, under natural conditions, corresponds to walking speeds ranging from 0.75 m/s to 1.75 m/s. Outside of this range, care should be taken to first identify the underlying dynamic relationship between instantaneous and measured energetic cost before applying our inverse or forward model approach. Within the constraints imposed by these limitations, there is still considerable flexibility with regards to what tasks can be used to identify the model between instantaneous and measured energetic cost—rapid changes in speed and step frequency are convenient, but not necessary. The most important feature is that the dynamics underlying the energetics of the non-steady state tasks of interest should not be appreciably different from those underlying the tasks used to identify the model. In other words, the mitochondrial dynamics, body transit delays, and respiratory control mechanisms—but not necessarily the biomechanical task—need to be the same or similar between the tasks.

Our methodology may prove useful for both post-hoc and real-time estimation of energetic cost. Its accuracy benefits from a personalized model for each subject, but for some situations, it may suffice to use the average dynamic model identified in the current experiments. As an initial test of this possibility, we simulated measured energetic cost to an adaptation input profile for a subject with an exceptionally slow time constant of 60s. We then compared instantaneous cost estimates using this subject-specific time constant to that obtained if we assumed our average time constant (42 seconds). Using the average time constant still made it clear that instantaneous cost adapted by demonstrating the characteristic rapid increase followed by a slower decay. As to be expected, R² values dropped when using the average time constant, but over 80% of the variability was still explained. This general model is particularly useful because it allows experimenters to return to previously measured energetic cost data and estimate instantaneous energetic cost without the need for a subject-specific model of cost dynamics. Another use for the identified dynamic model is real-time estimation of
instantaneous cost. Kalman filters, and similar algorithms, leverage dynamic models of the system to help correct for noise and delays (173, 174). Real-time estimates of instantaneous energetics may prove useful for biofeedback, manipulating gait training based on energetic cost, or simply for online determination of when a research subject has reached steady state.

An ability to assess instantaneous energetic cost during non-steady gait could unveil new insights into walking. People rarely experience metabolic steady state conditions; less than 1% of real-world walking bouts last the requisite five minutes (166). The fields of locomotor adaptation and learning aim to shift our scientific focus from the steady state to this real-world behaviour. Energetic concepts—such as economy, efficiency, and least effort—are often used to explain adaptations to novel environments or tasks. Yet, as researchers work to understand the neuronal circuitry involved in gait adaptation, and quantify the timescales over which adaptation occurs, they have been unable to effectively make direct comparisons to energetic cost during the adaptation itself. An understanding of the role of energy use may help us understand how we adapt to changing environments, how we compensate for injury or motor control deficits, and how we learn new tasks. By presenting a methodology for assessing instantaneous energetic cost during adaptation and other non-steady gait conditions, we aim to provide our field with a tool with which we can investigate previously unanswerable questions.

5.6. Supplementary: Establishing Model Confidence

Identifying an appropriate model between instantaneous and measured energetic cost is a first and critical step when using both our inverse and forward model approach. When designing the experiments for identifying the model, users need to know how confident they need to be in the identified model parameters, and the number of trial repeats required to achieve this level of confidence. That is, does one need to know the time constant within one second or ten seconds of its actual value to accurately estimate instantaneous energetic cost? And to achieve the appropriate accuracy in estimating the time constant, does one need a small number of trials, or a prohibitively large number of trials?
To address the first question, we simulated the measured energetic cost to step, ramp and adaptation input profiles for hypothetical subjects with time constants over the range of time constants that we measured in our subjects (20, 40, and 60s). We constructed the simulated data for a particular combination of input profile and time constant by passing the profile through our model (Equation 5.3), parameterized with the time constant, then added white noise to reflect breath-by-breath noise, and finally down sampled the signal to a desired breathing frequency. We then applied the inverse and forward model approaches and compared the $R^2$ values found for instantaneous cost estimates from the time constant used to simulate the data (i.e. actual time constant) to that obtained if the time constant deviated by different amounts (i.e. estimated time constant). We used deviations of ±2, 5, 10, 15, and 20 seconds. As the difference in $R^2$ values will depend upon the particular random breath-by-breath variability used in each simulation, we employed a standard bootstrap Monte Carlo procedure and repeated this process 100 times to estimate the average difference in goodness of fit between the actual time constant and the estimated time constant (175). We found that across all time constants, the goodness of fit did not depend strongly on the accuracy of the time constant, the level of noise, or the breathing frequency within the range of these parameter values that we measured in our subjects. Rather, the required confidence in the time constant can depend strongly on the shape of the input profile. Profiles with impulse like characteristics, such as the adaptation input profile, are much more affected by errors in the time constant than a more gradual profile such as the ramp. For example, when the estimated time constant was 15 seconds longer than the actual time constant of 40 seconds, the average $R^2$ value dropped from 0.96 to 0.87 for the adapt input profile. The same error in time constant had almost no effect on the $R^2$ for the ramp input profile. As a conservative guideline, we recommend designing the identification experiments to have the 95% confidence level of the time constant be within 5 seconds. If attempting to fit input profile shapes that differ from those we have tested, we recommended using the range of subject data from Table 3 to simulate the output metabolic power response, allowing one to run their own simulation to determine the desired level of confidence in a subject’s time constant.

To determine the number of trial repeats required to achieve that confidence, we leveraged the work of Lamarra and colleagues who addressed precisely this question for
the purpose of identifying the time constants underlying gas kinetics during stationary cycling (137). In brief, their method uses Monte Carlo simulations to estimate the confidence interval for a given model parameter. This is dependent on both the experimental design, including factors such as the number of trial repeats and the magnitude of the induced change in metabolic power, as well as particular subject characteristic, including their time constant, variability in measured metabolic power, and breathing frequency. We modified their analysis by using our measured ranges for changes in steady state metabolic power, time constants, variability in metabolic power, and breathing frequency (Table 5.3), as these are more typical for walking than the values used in the original analysis. We found that the number of trial repeats \( n \) was largely insensitive to changes in time constant \( \tau \) within the ranges of time constants we measured in our experiments. Consequently, we choose a single value of \( \tau \) (40 seconds) to test the effect on trial repeats of breathing frequency and variability in metabolic power. Table 4 presents the results of this analysis as well as serving as a simplified look-up table for estimating the number of trial repeats across a range of subject characteristics for a nominal change in metabolic power of 1.5 W/kg (about that that would be seen if walking speed increased from 1.00 m/s to 1.5 m/s). As described by Lamarra et al (1987), the following formula can be used to determine \( n \) for a different change in metabolic power \( \Delta W_{\text{new}} \):

\[
n_{\text{new}} = n_{\text{table}} \left( \frac{\Delta W_{\text{table}}}{\Delta W_{\text{new}}} \right)^2,
\]

where \( \Delta W_{\text{table}} \) has a value of 1.5W/kg and \( n_{\text{table}} \) is determined from Table 5.4 based on subject breath-by-breath noise and breathing frequency. Intuitively, the number of required trial repeats decreases as the signal to noise ratio increases—either through a higher signal due to larger changes in metabolic power or lower noise due to smaller subject variability in metabolic power—and when breathing frequency increases thereby yielding more information on which to fit the model. As an example calculation, if we determine a subject has a breath-by-breath standard deviation in metabolic power of 0.5 W/kg and a breathing frequency of 20 breaths/min from a short steady state walking trial, and we are going to subject them to a change in metabolic power of approximately 1.5 W/kg, we would require 5 repeats to determine their \( \tau \) with a 95% confidence interval of ±5 seconds. If we were only going to subject them to a 1 W/kg change in metabolic
power, Equation 5.4 indicates that we would need 11 trial repeats to determine the time constant to the same accuracy. It is worth noting that this method is very convenient—the number of trial repeats required to determine a subject’s time constant can be estimated by making a small number of measurements (breathing frequency and variability in breath-by-breath metabolic cost) during a single steady state trial.

| Subject | Time Constant (seconds) | Metabolic Power (W/kg)* | Breathing Frequency (breaths/minute)* | Net Metabolic Power (W/kg) 0.5 m/s 1.00 m/s 1.25 m/s 1.50 m/s 1.75 m/s |
|---------|-------------------------|-------------------------|--------------------------------------|-----------------------------|---------------------------------------------|
| S01     | 22.87                   | 0.93                    | 25                                   | 1.32 1.62 2.29 3.12 4.44    |
| S02     | 35.63                   | 0.77                    | 25                                   | 1.78 2.21 2.89 3.81 5.29    |
| S03     | 37.23                   | 0.47                    | 30                                   | 1.52 1.99 2.50 3.33 4.60    |
| S04     | 37.27                   | 0.78                    | 19                                   | 1.46 2.03 2.26 3.01 3.95    |
| S05     | 37.74                   | 0.34                    | 22                                   | 1.59 1.94 2.49 3.34 4.97    |
| S06     | 37.79                   | 0.51                    | 26                                   | 2.35 2.91 3.38 4.35 6.31    |
| S07     | 42.04                   | 0.31                    | 20                                   | 1.68 2.07 2.63 3.54 5.32    |
| S08     | 42.97                   | 0.34                    | 20                                   | 2.35 2.79 3.37 4.16 5.85    |
| S09     | 60.02                   | 0.32                    | 17                                   | 1.24 1.60 2.30 3.54 5.21    |
| S10     | 64.21                   | 0.19                    | 11                                   | 1.53 2.02 2.54 3.36 4.67    |
| Mean    | 41.78                   | 0.49                    | 22                                   | 1.68 2.12 2.67 3.56 5.06    |
| STD     | 12.05                   | 0.25                    | 5                                    | 0.39 0.43 0.42 0.43 0.69    |

These data can be used to simulate an expected output metabolic cost response, allowing one to assess the required confidence in a subject’s time constant and the resulting number of trial repeats required to achieve this confidence. * These values have been reported for a walking speed of 1.25m/s. On average, standard deviation in metabolic power increases as walking speed increases at a rate of 0.31W/kg/m/s and breathing frequency increases at a rate of 3.3bpm/m/s.
Table 5.4: Simplified lookup table for the number of repeats \((n)\) required to approximate \(\tau\) with a 95\% confidence interval of \(\pm 5\) seconds across a range of breath-by-breath noise levels and breathing frequencies.

<table>
<thead>
<tr>
<th>Metabolic Power STD (W/kg)</th>
<th>Breathing Frequency (breaths / minute)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>0.2</td>
<td>1.6</td>
</tr>
<tr>
<td>0.3</td>
<td>3.5</td>
</tr>
<tr>
<td>0.4</td>
<td>6.1</td>
</tr>
<tr>
<td>0.5</td>
<td>9.5</td>
</tr>
<tr>
<td>0.6</td>
<td>13.6</td>
</tr>
<tr>
<td>0.7</td>
<td>18.4</td>
</tr>
<tr>
<td>0.8</td>
<td>24.0</td>
</tr>
<tr>
<td>0.9</td>
<td>30.3</td>
</tr>
</tbody>
</table>

\(\tau\) is assumed to be near 40 seconds and the change in metabolic power \((\Delta W)\) is 1.5 W/kg. Values are reported to one decimal place to facilitate accurate scaling of these numbers when applying Equation 4.
Chapter 6.

Conclusions

Throughout this dissertation I have investigated the role of optimization, and in particular energy optimization, in the control of human gait. I began my dissertation with an applied focus, interested in the evolving partnership between human and machine. In my first study I developed a control system for a lower limb exoskeleton that leveraged the body's internal optimization by tapping directly into the sensorimotor loop. I developed a myoelectric controller that can accurately identify the user’s desired motion, automatically gradate the actuation of an exoskeleton, and allow the controller to be adaptable to complex movements and environments. While this work focused on predicting the user’s intent, I became increasingly curious about the user’s response to the novel conditions imposed by an active exoskeleton. Here my focus shifted to a related, but more fundamental question: when the energetic consequences of movement are altered, be that due to a novel technology, environment, or constraints on the body, how does one adapt? In my second study, I tested the hypothesis that people continuously adapt their gait to optimize energetic cost in real-time. To accomplish this, I developed a controller for the robotic exoskeletons that altered the energetic consequences of various gaits. I made abnormal ways of walking energetically optimal and found that when given broad experience with the novel energetic landscapes subjects discovered the optimal gaits and opted to walk at them, even when the energetic benefits were small. In my third study, I conducted a series of experiments to test how the nervous system initiates this optimization and the process used to converge on new optima. Here I found that the nervous system can be primed to initiate optimization when perturbed toward lower cost gaits, following which it gradually converges on novel optima in a manner consistent with a 'local search' strategy. Given that energetic cost is not just an outcome of movement, but appears to play a central role in continuously shaping it, in my fourth and final study I developed a technique to estimate instantaneous energetic cost during non-steady state conditions. This
technique now makes it possible to study the role of energetics throughout the course of locomotor adaptation and learning.

6.1. Implications and Future Directions

My finding that real-time optimization of energetic cost is a fundamental objective of the nervous system has applications in the design and control of assistive robotic devices. Powered prostheses, orthoses and exoskeletons are being used to restore and augment human movement (61-68). Yet, identification of optimal control parameters, which often number in the double digits, is a significant challenge. In most cases, these parameter settings are heuristically tuned for a specific user by a trial and error process that relies on experimenter observation and user feedback (176). This process can be prohibitively time consuming, due to many possible parameter combinations, as well as unreliable given its subjective nature. For example, in my first project we optimized a single parameter, torque fraction, based in part on subjective feedback. Because we tested nine parameter settings and allowed the subject to walk at each for three minutes, optimizing this single parameter required approximately 30 minutes. Had we optimized a second parameter with this many possible settings in combination with the first, we would have had to assess $9^2$, or 81 conditions, requiring over 4 hours of walking. To address this problem, we have collaborated with researchers from the University of Michigan and are developing an automated ‘body-in-the-loop’ method to optimize assistive device settings (176). In brief, rather using brute force to explore all possible parameter settings, we propose to allow the computer to iteratively adjust parameter settings while running an optimization that seeks to minimize some physiological control objective. The implementation of this method leverages two outcomes of this dissertation. First, the finding that minimization of energy expenditure is a dominant objective in the real-time control of gait makes energetic cost a logical objective for our computer-driven optimization. Second, my technique to measure instantaneous energetic cost allows this optimization to proceed using real-time measures of energy expenditure. Further development of this method may one day allow device parameters to be rapidly and optimally selected to minimize energy expenditure and improve the user experience.
The drive to continuously seek energetic optima also presents challenges and opportunities for the rehabilitation of human movement. Traditional rehabilitation of stroke-induced asymmetries, as well as other gait disorders, is often focused on restoring ‘normal’ symmetric limb trajectories (26, 131). But the achieved symmetries are transient (26, 131). Our findings perhaps suggest that the asymmetric gait is preferred because it is energetically optimal (132, 145). Rehabilitation may instead take advantage of continuous cost optimization by reshaping underlying energetic landscapes with training or assistive devices to align the otherwise competing goals of symmetrical and optimal gaits. However, this hinges on the malleability of natural energetic landscapes. And, it is currently unclear how readily the energetic consequences of natural movement can be re-shaped. Future testing on both able-bodied and patient populations could explore the amount and time course of training required to permanently shift an energetic optima.

Beyond these direct applications, more fundamental questions remain such as what sensors and circuitry the body uses to perform optimization. As previously mentioned, energetic cost could be sensed either globally by known blood gas receptors (50-52) or locally by muscle receptors sensitive to the byproducts of metabolism (53, 54). The exoskeleton paradigm used in this dissertation necessarily perturbs both and therefore does not allow us to decipher between these possible sensing mechanisms. Our lab has recently performed experiments to perturb blood gas sensors in isolation using a closed-loop gas control paradigm (177). Preliminary results suggest that subjects do not optimize their gait in response, suggesting that global sensors of cost are not dominant. Muscle afferents are the next logical candidate. Indeed, very recent work by Hubbuch et al. (2015) has demonstrated that disrupting proprioceptive feedback can delay adaptation toward more economical gaits (178). However, it still remains unclear if energy expenditure is directly sensed using group III and IV afferents sensitive to the by-products of muscle metabolism or indirectly sensed using muscle contraction characteristics, such as velocity and force, to predict metabolic demand. Experiments using nerve blocks that selectively target group III and IV afferents could provide answers (179, 180). Moreover, Hubbuch et al. experiments were performed on well-learned walking tasks (178). Therefore, it is possible that disrupting proprioceptive feedback disrupts the rapid prediction of an optimal gait, yet not the optimization process.
itself. Testing their paradigm on a task that requires optimization within a novel context would shed light on the specific role of proprioceptive feedback in the selection of optimal gaits.

Along with identifying the relevant anatomical sensors it will ultimately be important to determine where the energy optimization process occurs within the nervous system. Early experiments conducted on decerebrate cats have demonstrated that they retain the ability to adapt their gait—to step over objects, to compensate for changing treadmill speeds, and even to adapt to split belt paradigms (181-185). This capability points to the role of lower level brain structures in adaptation. And, lesions of one particular lower level structure, the cerebellum, disrupt adaptation in these animals (181, 182). Testing on human patients with cerebellar damage exhibit similar impaired performance during adaptation tasks (27, 186-188). These findings, have implied that the cerebellum plays a central role in the adaptation and learning of motor tasks, making it a plausible neuronal site of optimization. Interestingly, impairments to higher-level brain structures such as the M1 region or basal ganglia have been shown to disrupt retention and recall of adapted movements (187, 189-192). This might suggest that this region plays an important role in prediction of optimal movements. To our knowledge, it has not been directly tested if particular neural deficits disrupt convergence on energetically optimal gaits. Testing on patient populations, functional imaging of the brain in those with and without neural deficits (193-195), and experiments on animal models, where particular neural circuitry can be disrupted or abolished, could help elucidate the anatomical origins of energy optimization and prediction during gait.

Determining if, or to what extent, subjects use a conscious or explicit strategy during adaptation to the novel cost landscapes could also provide important insight into the mechanisms of optimization. Taylor and colleagues have recently demonstrated both implicit and explicit strategies contribute to adaptation in classic visuo-motor rotation tasks for the upper arm (196, 197). Moreover, Bastian and Malone have shown that during split-belt walking, giving subjects explicit instruction on how to adapt speeds adaptation yet worsens retention, while distraction tasks slow adaptation and improve retention (198). It is not clear in our paradigm how aware subjects are of their gait adaptations or to what extent they may explicitly direct them. Additional experiments
where subjects are given explicit instructions about the controller’s function, as well as experiments where subjects are required to perform cognitive distraction tasks during adaptation could provide additional insight.

It is important that future work test the generalizability of my findings across different walking paradigms as well as other motor tasks. I expect that minimization of energy expenditure will stand as a dominant objective of the nervous system in most locomotor tasks. For example, there is already some evidence that adaptations toward symmetry during split belt walking are driven by reductions in energetic cost (47). However, some experiments have failed to show energy optimization. For example, our lab previously designed a paradigm where the speed-step frequency relationship was experimentally altered, creating a new energetically optimal gait (2). In this experiment, subjects did not adapt toward the optima but instead adapted such that they could return to a gait that lies along their natural speed-step frequency preference. This may no longer be surprising in light of my finding that most subjects will persevere at preferred and more costly gaits unless perturbed toward lower cost movements. A return to past paradigms, armed with new insight into the experienced needed to initiate optimization, will allow us to test the whether our findings represent general strategies in the control of gait. It will also be important to test whether the nervous system can leverage this capability in the control of discrete and low cost movements. Theories of motor control and learning often rely on energy optimization to explain the coordination of discrete movements like reaching, and postural tasks like standing and sitting (127, 128). However, at present time, direct evidence to support this remains sparse and mixed (48, 49).

To fully realize the implications of this work, it will be important to test how people optimize their gait during real-world walking. Thus far, all of my experiments have been conducted in a laboratory setting on a treadmill. One limitation of such a design is that variability in gait is reduced when walking on a level surface at fixed speed. If analogous experiments were to be conducted during over ground walking, variability could be naturally injected due to changing terrain and walking objectives. It will be interesting to determine if and how the body optimizes in this more natural context. At present it remains unclear if real-world experience or targeted laboratory experience is most
effective when adapting people to novel tasks and technology. I am also interested in understanding what energetic principles guide locomotion when people are walking not alone, but with a partner or pack. In the real-world we often walk with others and in many cases ones energetic preferences may be in conflict with those of others. Experiments designed to test how well we can predict others exertion and if we are willing or able to optimize a group objective could provide further insight into why we move the way we do in the real-world.

6.2. Summary

Throughout this dissertation, I have investigated the role of optimization in the control of human gait. I first designed an exoskeleton controller that is integrated into the user’s sensorimotor loop, and is therefore adaptable to changing tasks and terrains. I next used the lower limb exoskeletons to disrupt the natural sensorimotor loop, allowing me to explore fundamental aspects of locomotor control. I made abnormal ways of walking energetically optimal and found that people discovered these gaits and opted to walk at them, even when the energetic benefits were small. This finding suggests that during gait, energy optimization is a primary objective of the human nervous system. I next tested how this optimization is carried out by the nervous system and found that optimization can be initiated by naturally high variability in gait or perturbations toward lower cost gaits. Once initiated, the body appears to use a local search strategy to gradually descend an energetic gradient and converge on novel optima. Although I found that energy use is an important objective in the real-time control of human gait, standard methods for measuring energetic cost have been restricted to steady state conditions. To allow further exploration of the role of energetic cost during locomotor adaptation and learning, I developed a technique to estimate instantaneous muscle energy use during non-steady state gait.

Collectively, this work has advanced our understanding of why people walk the way they do. Using my developed paradigm, whereby exoskeletons are used to manipulate the energetic consequences of movement, I have shown that humans coordinate their gait to optimize immediate energy expenditure. In future this paradigm, along with my technique to estimate instantaneous energy use, can be used to further
explore fundamental aspects of human motor control. This could include determining the anatomical sensors used to measure energetic cost and the neural correlates that perform optimization. At a more applied level, my work is relevant to those seeking to rehabilitate and augment human movement. Rehabilitation programs could take advantage of continuous cost optimization by reshaping underlying energetic landscapes with training or assistive devices. Moreover, the design and control of novel wearable technology, such as exoskeletons or prosthetics, can now be informed by an understanding of the user’s internal energy optimization process.
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