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Abstract

In this thesis, we investigate the development of novel control schemes for single and three phase boost converters operated in different modes of conduction. Study is conducted on development of controllers based on the nonlinear dynamic characteristics of the converters and characteristics such as nonminimum phase behavior in boost converters that give rise to control challenges. The control strategies are further applied to certain areas in sustainable energy systems including maximum power point tracking of photovoltaic (PV) panels, load current control of power converters, and energy regenerative suspension in vehicular systems.

To this end, the analytical behavior of a boost converter is studied and utilized to design nonlinear controllers to control the input resistive behavior of the converter. The performance of proposed controllers are verified through simulations and experiments on single stage converters. Finally, the design of a feedback control system for input resistance control of a three-phase bidirectional converter is studied. A sliding mode controller is utilized in an application involving energy regeneration for a mechanical suspension system. A permanent magnet machine and a linear vibration generator are utilized along with the proposed control strategy to achieve regenerative damping in a proof-of-concept suspension system. The simulation and experimental results verify that the proposed controller can successfully provide desired damping for mechanical vibrations while storing the vibration energy in battery.

Index Terms—Boost converters, Continuous conduction mode, Discontinuous conduction mode, Maximum power point tracking, Non-minimum phase systems, Energy regeneration.
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Chapter 1

Introduction

1.1 Motivation of Research

Power converters are electronic systems associated with the conversion of electrical power from one form to another. These systems are used in power levels from milliwatts to megawatts and various forms such as AC to DC converters, DC to DC converters, DC to AC converters, and AC to AC converters [1, 2]. Although, these converters have been investigated extensively, their efficiency and control system robustness may still need improvement. Designing a control system to achieve higher robustness extends the converter useful life, while higher efficiency results in a reduction of environmental impacts because of a reduction of the wasted power and decreasing the cost of energy dissipated in the system [3].

Switched Mode Power Converters (SMPC), are the most common power converters, as they can be controlled easily by controlling the timing of the electronic switches as "On" and "Off". They can also be switched at high frequencies, resulting in high-power efficiency. SMPCs operational concept is simply described as storing energy temporarily in an active element and releasing it to the load at a different voltage [4].

In energy harvesting applications, where energy is recycled from a source in the environment, one of the most common power converters is the boost converter. Boost, or “step-up” converter, is a type of power converter which utilizes an inductor to store the energy from the input in a specific amount of time. It will then connect the input source to the output through the inductor, which results in releasing the stored energy at the same time. As a result, the output voltage will be greater than the input voltage. The nonlinearity of a
boost converter due to the existence of the power switches result in significant difficulties in obtaining the mathematical models in a closed analytical form; hence, making the control problem more challenging. Considering these issues, complex control techniques have been proposed for these converters in literature [5]-[13].

Depending on the power level of the application, switched mode boost converters are often operated in two modes of operation. For low-power applications, these converters are often operated in the Discontinuous Conduction Mode (DCM), whereas the Continuous Conduction Mode (CCM) is utilized in high power applications [14], [15]. In either modes of operation, controlling the current of the source and load is important depending on the application type. For example, controlling the input source current is useful in renewable energy sources and energy harvesting circuits such as Maximum Power Point Tracking (MPPT) of Photovoltaic (PV) modules [16]-[22], or energy regeneration for vehicle suspension systems [23], [24]. Also, load current control is important in various applications such as dimming control of LED drivers [25] and series regulated switching converters used as power loads [26].

1.2 Background and Overview of the Present State of Technology

Operation and control of boost converters have been studied in previous works [5]-[15]. The works on boost converter control are mainly concerned with either controlling its input/output characteristics for specific applications, or overcoming the internal behavior of the converter itself, to extend its controllability and robustness, specifically for load current control. In this thesis we study two aspects in control of boost converters, namely the input behavior of the boost converter and load current control, as discussed in the remainder of this section.

1.2.1 Input Behavior Control of the Boost Converter

In boost power converters, the input current does not inherently follow the input voltage. Hence, Power Factor Correction (PFC) controllers for boost converters have been studied in previous works [27]-[32]. The constant switching frequency PFC converters can be used either in the CCM or DCM based on the power level of the application [33]. In [34], a
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single-phase PFC was presented which eliminates the disadvantages of conventional boost-type PFCs such as high switching frequencies, high voltage drop in series path of power flow, switching losses, and high EMI interference. In [35], a pseudo-CCM boost PFC converter was proposed with its corresponding control strategy presented in [33]. A review of active PFC techniques for high-power applications was addressed in [36]. An enhanced current loop controller was discussed in [37] which discusses the design of a boost PFC converters for DCM and CCM operations. Digital control of a boost PFC converters for DCM and CCM operations was addressed in [38]. A simple digital current control scheme was proposed in [39] using input current shaping to achieve fast response.

The above works have mainly discussed boost power converters based on the assumption of using sinusoidal inputs and currents with known input frequencies. However, to achieve maximum power absorption in cases involving random power sources such as wind or wave, with time varying input amplitude and frequency, enforcing a resistive behavior at the input of the boost converter regardless of the input waveform is desirable. To this end, a new scheme for modeling the converter input resistance was presented in [40]-[42], in which boost converters, operating in DCM and CCM, were studied accompanied by the control strategy, respectively.

However, based on the dynamics of the application, and the source which is connected to the boost converter, the control technique may have an impact on the quality of the power transfer. Therefore, in this work, two specific applications have been chosen in the area of renewable energy sources and energy harvesting, to demonstrate the effectiveness of the developed control approaches.

Maximum Power Estimation and Tracking in Photovoltaic (PV) Modules

One of the common applications of boost power converter is in photovoltaic systems, where the amount of power generated through a module is highly dependent on the characteristics of the power converter circuit. Therefore, controlling the input characteristics of the power converter (boost converter in this case), plays an important role in harvesting the maximum amount of power from the module.

The efficiency of energy conversion of a PV module depends mainly on environmental conditions. In particular, the Power-Voltage (P-V) characteristic of a PV module is highly nonlinear and time-varying, which changes with atmospheric conditions such as radiance and temperature. Hence, MPPT controllers are required in PV systems to continuously tune the
CHAPTER 1. INTRODUCTION

system operating point so that it extracts maximum power from the module [43].

Several MPPT techniques have been developed in the literature for MPPT of a single PV module as discussed in [44]. The algorithms for these MPPT methods can be divided into two groups [45]. The first group of methods is based on voltage feedback in which a predetermined reference voltage is compared with the PV module voltage in a feedback loop. The feedback methods enable one to choose a desirable operating point for unknown or varying load conditions. The controllers also need to avoid energy inefficiencies such that the reference voltage is able to change due to varying environmental conditions.

For instance, in [46] the authors propose a Radial Basis Function Network (RBFN) to adjust the reference voltage of a MPPT control system. In this paper, a stand-alone hybrid power system is addressed which consists of solar power, wind power, and a diesel engine. This system includes an intelligent power controller to achieve fast and stable response for power control. This controller consists of a RBFN and an improved Elman Neural Network (ENN) for MPPT. RBFN is responsible for MPPT of the solar system while ENN controls the pitch angle of wind turbine. Other examples using this method can be found in [47] and [48], where the voltage at MPP is approximated as a fraction of the open circuit voltage of the module as

\[ V_{MPP} \approx k_1 V_{OC} \]  

(1.1)

where \( k_1 \) is a constant of proportionality. The value of \( k_1 \) is usually estimated based on different factors reported between 0.71 and 0.78. This value is affected by irradiance and temperature levels. In these methods, which are called \textit{Fractional Open-Circuit Voltage} [44], the value of \( V_{OC} \) is measured periodically by momentarily disconnecting the power converter from the module. The temporary loss of power which is the result of this method of measurement has been compensated in [47] by using pilot cells. The above concept has been used in [49] to design an MPPT controller based on an estimation of the value of \( k_1 \).

The method of fractional open-circuit voltage has also been extended to \textit{Fractional Short-Circuit Current} to estimate the current at MPP with a fraction of PV module short circuit current [50]. Using this estimation, the PV module current can be controlled to achieve the desired current as follows

\[ I_{MPP} \approx k_2 I_{SC} \]  

(1.2)

where \( k_2 \) is a constant of proportionality. As before, the value of \( k_2 \) should also be determined beforehand experimentally which is generally estimated between 0.78 and 0.92.
The second group of methods are power feedback methods based on calculating the PV module generated power by sensing voltage and/or current and utilizing them for tracking the MPP. Among these algorithms, *Hill-Climbing/Perturb and Observe (P&O)* and *Incremental Conductance (IncCond)* are the most popular algorithms which have been utilized in previous works (see e.g., [51] and [44]). The P&O technique is based on injecting high-frequency small-amplitude perturbations in the system to detect the direction of power variation [52]. In the hill-climbing method the perturbation is applied in the duty ratio of the power converter, while in the P&O method the perturbation is in the operating voltage of PV module. As perturbing the duty ratio of power converter will eventually perturb the PV module voltage, the fundamental concept of these two methods are the same. The P-V curve of the PV module in Figure 1.1 demonstrates basics of these two methods. In the voltage-power curve $P_1$, if an increase in voltage decreases the power of the module (e.g., moving from A to B), the perturbation should be reversed. Otherwise, with an increase in power (e.g., moving from B to A), the perturbation should be kept the same to reach MPP. This concept can be extended for reducing the voltage as well. Figure 1.1 also illustrates that these methods can fail under rapidly changing atmospheric conditions [44]. If during the transition from A to B, the irradiance faces a rapid change, which results in changing the curve to $P_2$, the operating point will move to C. As the power is increasing, the perturbation will be kept the same, while the operating point is diverging from the MPP.

![Figure 1.1: Hill-climbing and P&O methods [44].](image-url)
In these methods, after a transient time the operating point will oscillate around the MPP. These oscillations can be avoided by reducing the step size of changing the perturbations. However, reducing the step size results in reducing the MPPT speed. This conflict has been addressed in the literature (e.g., [53]) by using variable step sizes.

The Incremental Conductance technique has been widely used due to its ease of implementation and high tracking efficiency. This method is based on the fact that the instantaneous conductance of a PV module with a negative sign is equal to the incremental conductance of it at MPP [54]. The above method can be demonstrated by considering the following

$$\frac{dP}{dV} = \frac{d(IV)}{dV} = I + V \frac{dI}{dV} \quad (1.3)$$

Since at the MPP, the variations of the power with respect to voltage, $\frac{dP}{dV}$, is equal to zero, (1.3) can be written as

$$\frac{\Delta V}{\Delta I} = -\frac{V}{I} \quad (1.4)$$

where $\frac{dI}{dV}$ in (1.3) is approximated by $\frac{\Delta I}{\Delta V}$.

In this method, the MPP can be tracked by comparing the instantaneous and incremental conductances of the module, and changing the reference voltage $V_{ref}$, where the reference voltage is the desired voltage of the PV module. This algorithm has been demonstrated in Figure 1.2 [44].

In the IncCond method, when the MPP is reached, there will be no more oscillations around that point. Thus, this method is more advantageous because of the elimination of the continuous oscillation around the optimal operating point [55]. However, a major drawback is the difficulty in choosing the step size of the reference voltage, which has been addressed in the literature (e.g., [56]).

Beside the conventional methods for MPPT control, intelligent control algorithms have been introduced to this area, such as neural networks controllers [46], [57]. The drawback of using neural networks is their need to be trained beforehand. Also, their functionality are degraded over time if they are not periodically trained.

Fuzzy logics has been used for MPPT control because of their ease of implementation using microcontrollers [58]. These controllers demonstrate well performance under rapidly changing conditions.

In this research, an identification method for MPP is proposed, followed by a novel MPPT approach, in which the MPP is achieved with a high tracking efficiency.
Figure 1.2: Incremental conductance method algorithm [44].
Regenerative Suspension

Another recent application of the boost power converter is in regenerative suspension systems. The idea is to create a damping effect by storing the wasted vibration energy of vehicle suspension system. This effect can be created by proper control for the input characteristics of the power converter.

The suspension system installed between a vehicle’s chassis and wheels is a dynamic system comprised of spring and dampers to effectively attenuate the transfer of road vibrations to the vehicle body. The system provides ride comfort, while keeping the wheel in contact with road at all times, i.e. road handling [59]. Two main components of these systems are springs and dampers, which have the responsibility of absorbing and releasing the energy and dissipating the vibration energy, respectively [60]. Suspension systems are categorized as passive, active, and semi-active systems [61]. In the passive suspension, the damping coefficient is constant, with its magnitude obtained by a trade-off between ride comfort and road handling. In active suspension, an actuator is used to exert opposite forces and overcome the vibrations. However, active suspension has disadvantages such as higher power consumption and cost, larger equipment, and the need for complex controllers [62]. Another drawback of the active suspension systems is the possibility of becoming unstable if the controller fails [63]. On the contrary, the semi-active approach enables the suspension system to change its damping coefficient continuously, i.e. Continuously Varying Damper (CVD) [64], due to its flexible structure, while remaining stable by acting as a pure passive damper if the controller fails.

Among proposed approaches for designing semi-active suspension systems such as skyhook, ground-hook, and hybrid strategies, skyhook control is highly utilized, because of its ease of realization and better performance [65]. Existing works in realization of skyhook suspension systems can be categorized as methods which dissipate the suppressed energy into heat, and those which recycle the damping energy into electric charge to be stored in a battery, i.e. regenerative systems [66]. In the first category, hydraulic and Magneto-Rheological (MR) dampers are the most common choices [64, 67, 68]. The later one has advantages such as small size and fast response time, but it is more complex from the control perspective. Thus, regenerative systems can be used to control the damping coefficient of the system while storing the vibration energy by utilizing an electrical circuitry. The proposed methods
for regenerative systems, mostly include the usage of linear or rotary electromagnetic mechanisms in the energy conversion stage. Compared to the rotary machines, tubular linear machines can generate more force with better linear accuracy, while avoiding the use of a linear-to-rotary motion conversion system [69]-[71]. However, in high-power applications, where the space and cost is important, the choice of rotary machines is more justified [72].

Most of the semi-active suspension systems reported in the literature emphasize on design considerations for developing the linear machine for specific applications [69]-[70], or utilize simple control strategies for a single-phase boost converter [69], [71]. However, in vehicular systems, the amount of damping forces are relatively high; therefore, the need for a three-phase converter design and control has yet to be satisfied for this types of applications. In [72], the control strategy for a three-phase boost converter applied to a regenerative suspension system is discussed, in which the converter is operated in DCM. However, as operating in CCM enables the transfer of higher powers from the shock-absorber to the storage system, designing a proper technique to work in CCM is very important. This system is analyzed in this research, and a control strategy is designed to overcome the mentioned problems.

1.2.2 Load Current Control of the Boost Converter

In DCM operation, the boost converter system is minimum-phase due to the non-existence of Right Half-Plane (RHP) zeros in the transfer function from the input duty cycle to the output voltage/current. Consequently, the feedback system is less prone to instability issues when compared to DCM operation where the boost converter is non-minimum phase. In high-power applications, a boost converter may be operated in CCM. However, due to its Non-Minimum Phase (NMP) characteristic, regulation of the output load current and voltage pose control challenges [73]-[79]. In [73], the NMP behavior of a boost converter facing uncertainties and sudden changes in operating conditions was studied. It is well known that feedback control of non-minimum phase systems is challenging due to the instability of the system internal dynamics [80], [81]. There have been continuous efforts to design novel control strategies to improve performance of boost power converters [82]. Previous works have studied cascade control [73], $H_\infty$ control [83], interleaved converters [84], synergetic control [85], and passivity-based control [76]. The above approaches are generally complex in hardware and control algorithms. For instance, additional inputs have to be introduced as in [84], or complex controllers may be required [83], which in turn may pose stability and
robustness issues. Moreover, most of the previous works have utilized linear or piece-wise linear models for the boost converter [73, 82], which may affect the accuracy and performance of the control system.

In this research, the concept of output re-definition has been utilized, which involves defining a new minimum-phase output that is reasonably close to the desired load current; yet resulting in a minimum-phase system. Controlling the re-defined output would be less difficult due to the minimum phase characteristic of the system and would lead to a more robust controller. The aforementioned method was originally presented in [74] and has been utilized in under-actuated mechanical systems including tip-position tracking control of structurally flexible robots [86], end-point force control of a flexible arm [87], and attitude control of flexible spacecrafts [88]. Due to under-actuation, all the above systems exhibit unstable internal dynamics and non-minimum phase characteristics. A major challenge in utilizing the method of output re-definition is finding a proper output. To this end, extension of the output re-definition concept to a boost power electronics converter is the subject of the present work. Achieving a minimum-phase characteristic would improve the feedback loop stability and robustness at the cost of introducing larger tracking errors, which can be alleviated by a proper choice of the re-defined output.

1.3 Summary of Contributions and Outline of This Dissertation

Controlling the boost converter input/output behavior is related to the type of application in hand. Therefore, for each specific application, the control strategy for the boost converter should be modified to enhance the performance of the overall system. To achieve proper performance and alleviate nonlinear and/or non-minimum phase issues of the boost converter, the idea presented in this dissertation is to analyze boost converter behavior in different modes of operation, and design a control strategy for each mode through nonlinear feedback control approaches. In this regard, the contributions of this thesis are summarized as follows:
1.3.1 Chapter 2: Input Behavior Control of Boost Converters

This chapter lays the groundwork upon which the rest of the research was founded. First, the boost converter circuit and its different modes of operation are introduced. The analytical closed-form solutions of the boost converter are discussed in Discontinuous Conduction Mode (DCM) and Continuous Conduction Mode (CCM). The analytical expression for the converter model is addressed based on the complete mathematical model of the converter, averaged model, and simplified model. Simulation results in this section demonstrate the accuracy of the models, specially while operating in CCM. A nonlinear feedback control approach is proposed to control the input behavior of the converter either in DCM or CCM modes of operation. Simulation results are presented to demonstrate the effectiveness of the proposed control strategies. The results of this chapter are used in Chapter 3 as a control framework for tracking the maximum power point of photovoltaic modules. The outcomes of research presented in this chapter were published in [89].

1.3.2 Chapter 3: MPPT of PV Modules Utilizing Boost Converter Input Control

The modeling approach and controller design strategy developed in Chapter 2, is used in this chapter to perform maximum power point tracking for photovoltaic modules. First, the electrical characteristics of the PV module is presented. Then, the effect of controlling the input behavior of the boost converter on MPPT is analyzed. The control strategy is verified by simulation of a novel modified incremental conductance control method. In order to perform MPPT control, the maximum power point identification is very important. Therefore, two real-time identification methods are proposed in this chapter utilizing the knowledge of PV operating condition. The first one utilizes an approximation method; while the second one utilizes Lambert W-Function to find the MPP of a PV module under variable operating conditions. The results of the identification methods along with the proposed controller are presented in this chapter along with simulation and experimental evaluations. The outcomes of research presented in this chapter were published in [41], [49], [55], and [90].
1.3.3 Chapter 4: Non-Minimum Phase Load Current Control in a Boost Converter

Due to the non-minimum phase behavior of the boost converter operating in CCM, output control of the boost converter is a challenging issue from a control theory perspective. In this chapter load current control is addressed. A nonlinear feedback-based controller is developed to alleviate the non-minimum phase problem by using the concept of output-redefinition. Another controller is proposed for the converter to operate in DCM. The two controllers are then combined. The resulting system contains a global controller to be used as load current controller for boost converters, regardless of their mode of operation. Simulation and experimental results of the proposed strategy demonstrate the effectiveness of the controller in terms of speed and accuracy. The outcomes of the research presented in this chapter were published in [40] and [42].

1.3.4 Chapter 5: Three-Phase Bidirectional Converter in Regenerative Suspension

In this chapter, the dynamics 3-phase bidirectional converter is analyzed. A sliding mode controller is proposed to shape the input waveforms of the converter based on desired characteristics of regenerative suspension systems. To this end, the control system is simulated when used with a linear permanent magnet machine to demonstrate its performance in damping vibrations while storing the vibration energy into a battery. The power electronic system and controller are implemented by utilizing a rotary permanent magnet machine through a two-leg linear to rotary conversion mechanism to verify the performance of the system. Experimental results demonstrate the accuracy of the proposed control system to act as a variable resistor; hence, variable damper, for the regenerative suspension system. The outcomes of research presented in this chapter are submitted to [91] and [92].

1.3.5 Chapter 6: Summary, Conclusions, and Suggestions for Future Works

The research work accomplished in this thesis is summarized in this chapter. Based on the theoretical, simulation, and experimental studies, general conclusions concerning the outcome of this thesis are provided along with suggestions for future work.
Chapter 2

Input Behavior Control of Boost Converters

In this chapter, the analytical closed-form solution of a boost type DC-DC switching power converter is analyzed in continuous and discontinuous conduction modes of operation. The models are simplified using circuit averaging technique. The solutions are then verified by simulating a boost converter circuit. Using the simulation results the accuracy of the simplified models are evaluated. In section 2.4, controlling the input behavior of the boost converter in DCM and CCM is addressed. The developed controllers are evaluated by simulation results in this section. The proposed controllers are used in Chapter 3 to track the maximum power point of a single PV module.

2.1 Boost Converter Circuit

Figure 2.1 illustrates the general structure of a DC/DC boost converter. Here it is assumed that the converter is connected to a constant voltage load with voltage $v_b$ (e.g., a battery). Thus, the output voltage is considered constant during a switching period. Figure 2.2 depicts a simplified model of a lead-acid battery [94], which includes the constant voltage source $v_B$, and an internal resistance $r$. Based on the value of the duty cycle $d$, and the ratio of input and output voltages of the converter, i.e. $v_i$ and $v_b$, respectively, the converter can operate in either Discontinuous Conduction Mode (DCM) or Continuous Conduction Mode (CCM)
as follows [95]

\[
\begin{align*}
    d < 1 - \frac{v_i}{v_b} & \quad \text{DCM} \\
    d \geq 1 - \frac{v_i}{v_b} & \quad \text{CCM}
\end{align*}
\] (2.1)

Figure 2.1: Boost converter circuit.

In both modes, the inductor is charged during the switch ON period. During the switch OFF period, the inductor is discharged in the battery through the diode. In DCM, the inductor will be discharged completely before the start of the next switching cycle, while in CCM, the inductor current does not have adequate time to discharge completely in the battery. The inductor current and voltage and the output current of the converter in both modes are depicted in Figures 2.3a and 2.3b, respectively.

### 2.2 Analytical Closed-Form Solution of Boost Converter

In this section, the closed-form solution of the boost converter equations is derived. First, the boost converter response will be analyzed with the battery internal resistance, and then
Figure 2.3: Boost converter signals (a) DCM mode. (b) CCM mode.
the model will be simplified by considering a very small resistance. The solution will be analyzed in both DCM and CCM modes. The average model of the system is then derived to control the input behavior of the converter.

To derive the analytical closed-form solution of the converter, following [93] a method based on Laplace and $Z$ transforms is used. From the analysis of the boost converter during ON and OFF time, the following differential equation can obtained.

$$v_i = L \frac{di_l}{dt} + f(t)(v_b + ri_l) \quad (2.2)$$

where

$$f(t) = \sum_{n=0}^{\infty} [u(t - t_{ON} - nT_s) - u(t - T_s - nT_s)] \quad (2.3)$$

in which $u(t)$ is the step function. To solve (2.2), the following change of variables is performed

$$t = (n + m)T_s, \quad n = 0, 1, ..., 0 \leq m < 1 \quad (2.4)$$

where $n$ is a discrete variable corresponding to the switching periods passed, and $m$ is a continuous variable ranging between 0 and 1. With this change of variables, the mathematical model of the system can be defined as follows

$$\frac{di_{l,n}}{dm} = \begin{cases} \frac{T_s}{L}v_{i,n}, & 0 \leq m < \frac{t_{ON}}{T_s} \\ \frac{T_s}{L}(v_{i,n} - v_b) - \frac{rT_s}{L}i_l, & \frac{t_{ON}}{T_s} \leq m < 1 \end{cases} \quad (2.5)$$

where $i_{l,n}(0) = i_{l0,n}$, and $i_{l,n}(\frac{t_{ON}}{T_s}) = i_{l1,n}$, and $v_{i,n}$ is the input voltage in switching cycle $n$, which is assumed to be constant in each switching cycle.

Using the Laplace transform method, (2.5) can be solved as follows

$$i_{l,n}(m) = \begin{cases} i_{l0,n}u(m) + \frac{T_s v_{i,n}m}{L}, & 0 \leq m < \frac{t_{ON}}{T_s} \\ \left(i_{l1,n} - \frac{v_{i,n}-v_b}{r}\right) e^{-\frac{r(mT_s-t_{ON})}{L}} + \frac{v_{i,n}-v_b}{r}, & \frac{t_{ON}}{T_s} \leq m < 1 \end{cases} \quad (2.6)$$

Given that the inductor current is continuous, the sequence $i_{l1,n}$ can be evaluated from the sequence $i_{l0,n}$ as follows

$$\lim_{m \to (\frac{t_{ON}}{T_s})^-} i_{l,n}(m) = \lim_{m \to (\frac{t_{ON}}{T_s})^+} i_{l,n}(m) \Rightarrow i_{l1,n} = i_{l0,n} + \frac{t_{ON}v_{i,n}}{L} \quad (2.7)$$
Equations (2.6) and (2.7) contain the unknown sequence of the initial conditions for each period of switching. Analytical closed form expressions of these sequences can be obtained by using the z-transform method. Since \( i_l(t) \) is a continuous function, the following relationship have to be satisfied at the switching instants \( t = nT_s \):

\[
\lim_{m \to 1^-} i_{l,n}(m) = \lim_{m \to 0^+} i_{l,n+1}(m)
\]

\[
\Rightarrow i_{l,0,n+1} = \left( i_{l1,n} - \frac{v_{i,n} - v_b}{r} \right) e^{-\frac{r}{L}(T_s-t_{ON})} + \frac{v_{i,n} - v_b}{r}
\]

\[
\Rightarrow i_{l,0,n+1} = \left( i_{l0,n} + \frac{t_{ON}v_{i,n}}{L} - \frac{v_{i,n} - v_b}{r} \right) e^{-\frac{r}{L}t_{OFF}} + \frac{v_{i,n} - v_b}{r} \tag{2.8}
\]

Equation (2.8) can be solved by means of the z-transform. Using \( Z\{i_{l0,n}\} = I_{l0}(z) \), and \( Z\{i_{l0,n+1}\} = zI_{l0}(z) - zi_{l0,0} \), we can re-write (2.8) as

\[
I_{l0}(z) = \frac{z}{z - e^{-\frac{r}{L}t_{OFF}}} i_{l0,0} + \frac{z}{(z-1)(z - e^{-\frac{r}{L}t_{OFF}})} \left[ \left( \frac{v_{i,n}t_{ON}}{L} - \frac{v_{i,n} - v_b}{r} \right) e^{-\frac{r}{L}t_{OFF}} + \frac{v_{i,n} - v_b}{r} \right] \tag{2.9}
\]

Using (2.9), the steady state values of the unknown sequences can be found using the final value theorem of the z-transform as

\[
i_{l0,ss} = \lim_{z \to 1} (z-1)I_{l0}(z) = \left( \frac{1}{1 - e^{-\frac{r}{L}t_{OFF}}} - 1 \right) \frac{v_{i,n}t_{ON}}{L} + \frac{v_{i,n} - v_b}{r} \tag{2.10}
\]

Hence

\[
I_{l0}(z) = \frac{z}{z - e^{-\frac{r}{L}t_{OFF}}} i_{l0,0} + \frac{z}{(z-1)(z - e^{-\frac{r}{L}t_{OFF}})} \left( 1 - e^{-\frac{r}{L}t_{OFF}} \right) i_{l0,ss} \tag{2.11}
\]

The complete solution can be found by using the inverse z-transform of (2.11), i.e.,

\[
i_{l0,n} = e^{-\frac{r}{L}t_{OFF}} i_{l0,0} + i_{l0,ss} \left( 1 - e^{-\frac{r}{L}t_{OFF}} \right) u(n-1) \tag{2.12}
\]

The final closed-form solution of the boost converter can be written by substituting (2.12) and (2.7) into (2.6) as follows
2.2.1 Mathematical Model for Boost Converter Operating in DCM

The relations in section 2.2 describe the analytical closed-form solution of a boost converter regardless of the operating area. When the converter operates in DCM, the inductor current falls to zero before the switch is turned ON again. From a mathematical point of view, this means $i_{l0, n} = 0, \forall n$. Therefore, the inductor current in DCM can be written as a special case of (2.13) as

$$i_{l, n}(m) = \begin{cases} 
T_s v_{i,n} m, & 0 \leq m < \frac{t_{ON}}{T_s} \\
(T_s v_{i,n} m + \frac{t_{ON} v_{i,n} - v_{b}}{r}) e^{-r(mT_s - t_{ON})} + \frac{v_{i,n} - v_{b}}{r}, & t_{ON} \leq m < \mu T_s \\
0, & \mu T_s \leq m < 1 
\end{cases} \quad (2.14)$$

where $\mu$ is the time where the inductor current reaches zero. The value of $\mu$ can be evaluated from equating the second part of (2.14) to zero. If the value of $r$ has been assumed negligible with respect to the other terms, and using the L’Hôpital’s rule, the value of $\mu$ can be found from

$$\mu = \frac{v_b t_{ON}}{(v_b - v_{i,n})} \quad (2.15)$$

Equation (2.14) can be re-written in the following simplified form.

$$i_{l, n}(m) = \begin{cases} 
T_s v_{i,n} m, & 0 \leq m < \frac{t_{ON}}{T_s} \\
(\frac{t_{ON} v_{i,n}}{L} + \frac{v_{i,n} - v_{b}}{r}) e^{-r(mT_s - t_{ON})} + \frac{v_{i,n} - v_{b}}{r}, & \frac{t_{ON}}{T_s} \leq m < \mu \\
0, & \mu \leq m < 1 
\end{cases} \quad (2.16)$$

In DCM mode, the inductor current will reach zero at the end of each switching cycle. Therefore, the inductor current changes in each cycle is zero. However, using the averaging method [95], [96], the average value of the inductor current can be derived as follows

$$<i_l>_n = \frac{t_{ON}^2}{2LT_s} \left( \frac{v_b v_{i,n}}{v_b - v_{i,n}} \right) \quad (2.17)$$
Equation (2.17) indicates that the boost converter operated in DCM exhibits the following nonlinear behavior.

\[ R_{DCM} = \frac{v_{i,n}}{<i_l>_{n}} = \frac{2LT_s}{t_{ON}} \left(1 - \frac{v_{i,n}}{v_b}\right) \]  \hspace{1cm} (2.18)

From (2.18), the resistance varies based upon the operating condition and parameters of the converter and switching characteristics. This resistance is related to the power transferred through the converter to the DC link, which is referred to as effective resistor [96]. Using a proper controller, one can regulate the effective resistance to a desired value, for example to achieve maximum power transfer. This concept is utilized in the following sections for maximum power point tracking of solar modules.

### 2.2.2 Average Model for Boost Converter Operating In CCM

An averaging method is used [96] to find the averaged values of \( \frac{di_l}{dt} \) and the inductor current \( i_l \), in one switching cycle. The average variations in the inductor current is given by

\[ \left. \frac{di_l}{dt} \right|_n = \frac{i_{i0, n+1} - i_{i0, n}}{T_s} \]

\[ = \frac{1}{T_s} \left( \left( i_{i0, n} + \frac{t_{ON}v_{i,n}}{L} - \frac{v_{i,n} - v_b}{r} \right) e^{-\frac{T_s}{t_{OFF}}} + \frac{v_{i,n} - v_b}{r} - i_{i0, n} \right) \]  \hspace{1cm} (2.19)

Also, the average value of the inductor current is given by

\[ <i_l>_{n} = \frac{1}{2T_s} \left( i_{i0, n} + i_{i0, n}t_{ON} + \frac{t_{ON}v_{i,n}}{L}T_s \right. \]

\[ + t_{OFF} \left( i_{i0, n} + \frac{t_{ON}v_{i,n}}{L} - \frac{v_{i,n} - v_b}{r} \right) e^{-\frac{T_s}{t_{OFF}}} + t_{OFF} \left( \frac{v_{i,n} - v_b}{r} \right) \]  \hspace{1cm} (2.20)

where \(<.>\) denotes the average value of the signal in one switching cycle, and \( n \) denotes the number of switching period.

### 2.2.3 Simplified Analytic Model for Boost Converter Working in CCM

Assuming that the internal resistance of the battery is close to zero, (2.21) can be written in each sampling period as follows

\[ i_{i,n}(m) = \begin{cases} 
\frac{T_s v_{i,n}}{L} t_{ON} + \frac{mv_{i,n} T_s}{L} - \frac{mv_{b} t_{OFF}}{L}, & 0 \leq m < \frac{t_{ON}}{T_s} \\
\frac{v_{i,n} - v_b}{L} (m T_s - t_{ON}) + \frac{mv_{i,n} T_s}{L} + \frac{mv_{b} t_{OFF}}{L} t_{OFF}, & \frac{t_{ON}}{T_s} \leq m < 1 
\end{cases} \]  \hspace{1cm} (2.21)
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Note that in deriving (2.21), the input voltage is considered to be constant, i.e., \( v_{i,n} = v_{i,n-1} \). If the input voltage is a multi-frequency signal (the frequencies should be much less than the switching frequency so that the input voltage can be considered constant in one switching cycle), the term \( nv_{i,n} \) will change to \( \sum_{k=0}^{n-1} v_{i,k} \). For calculating the average values of the inductor current, one can use the L'Hpital’s rule and calculate the limits of (2.19) and (2.20) when \( r \) approaches zero. Using this rule, and by performing some algebraic manipulations, the average value of the inductor current deviations and the inductor current itself are as follows

\[
\frac{di_l}{dt}|_n = \frac{v_{i,n}}{L} - \frac{v_BT_{OFF}}{LT_s} \quad (2.22)
\]

\[
< i_l > = i_{i0,n} + \frac{T_s}{2L} \left( v_{i,n} - \frac{i_{OFF}^2}{T_s^2} v_B \right) \quad (2.23)
\]

2.3 Simulation of the Boost Converter Operating in CCM Mode

In the previous section, the analytical closed-form solution of a boost converter operating under either DCM or CCM was derived. The results of section 2.2.1 were simulated and confirmed in [97]. In this section, the boost converter operating in CCM is simulated and the results are compared with the closed-form solution.

A Simulink model of the proposed control system was developed using the SimPowerSystems toolbox in the Matlab/Simulink environment. The data for the simulated circuit are chosen as follows:

- Inductor, \( L \), \( 0.1mH \),
- Battery voltage, \( v_B \), \( 7V \),
- Battery Internal Resistance, \( r \), \( 0.07\Omega \),
- Switching Frequency, \( f_s \), \( 2KHz \).

To verify the accuracy of CCM analytical closed-form solution, a boost converter was simulated along with an input voltage of \( v_i = 2 + sin(100\pi t) \). Figures 2.4a and 2.4b present waveforms for \( i_l \) and \( \frac{di_l}{dt} \), respectively. In these figures, the dashed line demonstrates the value which is obtained from the averaging method, i.e. (2.19) and (2.20). The solid line demonstrates the results of the simulation. These figures indicate that there is a good match.
between the results obtained using the averaging method and the actual system. Also, Fig. 2.4a includes the magnified inductor current, with the dashed line representing the average value of the solid line.

Figure 2.4: Results of \( v_i = 2 + \sin(100\pi t) \) (a) Inductor current. (b) Inductor current variations.

Figure 2.5 represents the inductor current for the case of constant input voltage \( v_i = 2V \). This figure also illustrates a close match between the results of the averaging method simulation (dashed line) and numerical simulation of the circuit (solid line) when the input
is a constant voltage.

2.4 Input Behavior Control for Boost Converter

Input behavior of the boost DC/DC converter in both DCM and CCM are described in (2.18) and (2.22), respectively. In this section, two controllers are designed to control the boost converter input behavior based on the above operation modes.

2.4.1 Boost Converter Operating in DCM

In [97], an input resistance controller for the boost converter was presented for operation in DCM. Figure 2.6, depicts the proposed controller blocks to achieve the desired input resistance. In this system, the duty cycle of the converter is calculated using the control law, $u = \frac{2L}{D_T T_s}$. After applying a linearization term, a PID controller is utilized to regulate the input resistance. Since the desired input of the controller is the maximum power point of the PV module, which would change as a function of time, a feedforward control input is used to compensate the desired input variations. Using the feedforward path, the control
The system can enhance its convergence speed, at the cost of increasing the steady state error. The error can then be reduced by increasing the integrator coefficient. Further analysis of the proposed feedback controller demonstrates that with a feedforward gain equal to one, and as long as PID coefficients satisfy the following

\[(K_p + 1)^2 \geq 4K_i K_d\]  \hspace{1cm} (2.24)

where \(K_p, K_i,\) and \(K_d\) are PID proportional, integral, and derivative coefficients, respectively, then the error would exponentially converge to zero.

\[u = \frac{V_B}{V_B - V_i} \left( K R_{\text{des}} + w \right)\]

\[\text{Power Electronic Circuit}\]

Figure 2.6: Proposed controller structure.

The proposed controller was implemented on a PV module using a dSPACE system which will be discussed in section 3.

2.4.2 Boost Converter Operating in CCM

Based on (2.22), \(d\) can be chosen as a suitable control parameter with \(L\) and \(T_s\) kept constant. Now, let us define the control input \(u\) as follows

\[u = 1 - d\]  \hspace{1cm} (2.25)

Assuming that the input voltage of the converter can be measured independently in each switching period, the control objective is to minimize the error term

\[e = i_d - i_L = G_d v_i - i_L\]  \hspace{1cm} (2.26)

where \(i_d\) and \(G_d\) are the desired input current and desired conductance at the input of the converter, respectively. Therefore, \(i_L\) can be written as

\[i_L = G_d v_i - e\]  \hspace{1cm} (2.27)

Based on (2.22) and (2.27), and by performing some algebraic manipulations, one can define control law based on feedback linearization method as follows

\[u = \frac{1}{v_B} \left( v_i - LG_d \frac{dv_i}{dt} - L K_i e \right)\]  \hspace{1cm} (2.28)
where $K_i$ is the integrator gain of the controller. Figure 2.7 depicts the proposed controller structure. In this system, the error formula can be derived as

$$e + K_i \int e \, dt = 0$$  \hspace{1cm} (2.29)

Equation (2.29) indicates that in the proposed controller structure, error would exponentially converge to zero. Therefore, the control input determined by controller for attaining resistive behavior at the converter input, can be generated by using a PWM signal with duty cycle $d$.

**Simulation results**

To verify the performance of the proposed controller, the controller designed in section 2.4.2 is simulated in the Matlab/Simulink environment using the circuit parameters reported in section 2.3. From (2.22), the input voltage and current of a boost converter in CCM operation exhibit an inductive relationship. Figure 2.8 illustrates this relationship, which clearly shows the 90 degrees phase difference between these two signals. Therefore, the proposed controller is utilized to achieve a desired resistive behavior by controlling the duty cycle of PWM signals.

Figure 2.9a, illustrates the relationship between input current and voltage of the converter after applying the proposed controller. In this simulation, the input voltage is chosen as $v_i = 3 + \sin(100\pi t)$, while the desired conductance $G_d$ is chosen as 10S. This figure illustrates that there is no phase difference between these two signals, and the ratio between them is
equal to the value of $G_d$. Unlike DCM operation, where the desired resistance is achievable based on a fixed duty cycle [97], in CCM operation the duty cycle should change periodically to regulate the input current. This fact is demonstrated in Fig. 2.9b.

The proposed controller is also able to regulate the input current when a multi-frequency input source is used in which a time varying amplitude with frequencies sufficiently lower than the switching frequency (e.g. at least 10 times). In such a case, the input voltage can be considered constant during each switching period. To verify this, the input source is changed to a multi-frequency input with varying amplitude. Figures 2.10a and 2.10b demonstrate the performance of the proposed controller with respect to this input source.

2.5 Conclusion

In this chapter, an analytical closed-form solution of a boost-type DC-DC converter describing its input characteristics was derived. The model was analyzed and simplified using mathematical techniques for both DCM and CCM. Based on the model, nonlinear feedback controllers were designed to achieve resistive input behavior for input signals with multiple
Figure 2.9: Results for $v_i = 3 + \sin(100\pi t)$  (a) Input voltage and current. (b) Duty cycle of the PWM signals.
Figure 2.10: Results for multi-frequency input with varying amplitude. (a) Input voltage and current. (b) Duty cycle of the PWM signals.
frequencies, depending on the converter’s mode of operation. The closed-form model of the converter can be utilized to obtain the control law for achieving a desired resistive behavior in the input of the converter, i.e., shaping the input waveforms of the converter. Furthermore, performance of the converter using a nonlinear feedback controller was demonstrated through simulation studies. The results verify that the controller can provide a resistive behavior between input current and voltage for arbitrary waveforms. This method can be applied for maximum power transfer from renewable energy sources such as photovoltaic module or regenerative suspension systems, which is the subject of next chapters.
Chapter 3

Maximum Power Point Tracking of Photovoltaic Modules Utilizing Boost Converter Input Resistance Control

Maximum power point tracking for a PV module would allow one to achieve desired operating points in face of varying temperature profiles and irradiation levels. In this chapter, we describe how to achieve this objective by controlling the operating point of the PV module through controlling the input resistance of the boost converter. To this end, a control technique based on a modification of the incremental conductance algorithm is presented by taking into consideration the pseudo-resistive input behavior of boost converter in the discontinuous conduction mode. The proposed method regulates the input resistance of the converter to a desired value, determined by the PV characteristics, to achieve maximum power conversion. The method can be extended to other types of converters such as buck and buck-boost. Furthermore, two estimation techniques to obtain the desired level of PV resistance at the MPP are presented that can provide the desired operating point of the module to the feedback controller in real-time. The performance of the proposed methods are verified by simulation and experimental studies.
3.1 Equivalent Model of a Photovoltaic Module

A PV array consists of a large number of p-n junction diodes, referred to as cells, that can convert light energy into electricity. The equivalent circuit model of a single PV cell is illustrated in Figure 3.1. In this model, the current source is driven by light. The mathematical expression of this model is given by [98] as follows

\[ I = I_{PH} - I_s \left( e^{\frac{V + IR_s}{nVT}} - 1 \right) - \frac{V + IR_s}{R_{sh}} \]  

(3.1)

where \( I, V \) denote the output current and voltage, respectively; \( I_{PH}, I_s \) represent the solar induced and diode saturation currents, respectively; \( R_s, R_{sh} \) represent the series and shunt resistors, respectively; \( n \) is the diode ideality factor; and \( V_T \) the thermal voltage.

A typical PV module consists of \( N_p \) parallel strings and \( N_s \) series cells in each string. Figure 3.2 illustrates a typical PV module consisting of \( N_s \) series solar cells in each string and \( N_p \) parallel strings. An ideal PV module has a very high equivalent shunt resistance. In practice, for silicon or polysilicon PV cells, this resistance can be neglected [99]. This model can be further simplified by neglecting the series and shunt resistors as follows

\[ I = N_p I_{PH} - N_p I_s \left( e^{\frac{V}{nN_sV_T}} - 1 \right) \]  

(3.2)

3.1.1 Electrical Characteristics of a PV Module

Figure 3.3 illustrates the characteristics of a PV module under different irradiance levels (from \( 750 \frac{W}{m^2} \) to \( 1250 \frac{W}{m^2} \)). Referring to this figure, the output characteristics of the module are drastically affected by the irradiance level. Also, the output power level has a highly
nonlinear relationship with irradiation. Each voltage-power curve of the PV module has a maximum at a certain voltage. The nonlinear PV characteristics make the MPPT problem complex. Hence robust MPP tracking, plays a key role in maximizing the utilization of the PV module.

3.2 Controlling the PV Module Operating Point

Let us consider the case when a PV module is connected to a battery, or a DC link, through a boost converter as depicted in Figure 3.4. Assuming that the duty cycle of the switch is such that the converter operates in the DCM, the duty cycle should remain within a certain boundary.

The maximum power point tracking algorithm for the PV module should be able to achieve the desired operating points in face of varying temperature profiles and irradiation levels. Figure 3.5 illustrates the principle of operation of the controller to regulate the operating point of the PV module. The intersection of the PV curve and the load line of the converter determines the operating point of the PV. Therefore, controlling the input resistance of the converter, results in controlling the operating point of the PV module connected to the input of the converter. Ability to change the slope of the load line, i.e. value of resistance, enables us to change the PV module operating point in real time.
Figure 3.3: PV characteristics curve for different irradiance levels (from $750 \frac{W}{m^2}$ to $1250 \frac{W}{m^2}$).

Figure 3.4: Connection of PV to the battery using boost converter.
Figure 2.6 depicts the proposed controller blocks to achieve the desired operating point of the PV. The controller design approach was discussed in section 2.4.1. This controller is utilized to set the operating point of the PV module based on the requirements of the MPPT algorithm.

3.3 Modified Incremental Conductance Method

The main purpose of a MPPT controller is to find the voltage which maximizes the output power of the PV. The incremental conductance method is based on setting the derivative of the power-voltage curve is equal to zero [100]. Thus, using $P = V.I$, we have

$$\frac{dP}{dV} = 0 \Rightarrow I + V\frac{dI}{dV} = 0 \Rightarrow \frac{V}{I} = \frac{dV}{dI}$$  \hspace{1cm} (3.3)

From (3.3), it follows that the MPP can be reached if the instantaneous resistance, i.e. $\frac{V}{I}$, is equal to the incremental resistance, i.e. $\frac{dV}{dI}$, with a negative sign. In the modified
incremental conductance approach, we re-formulate the above scheme as a feedback control problem where the error between the input resistance of the converter and the incremental resistance of the PV should approach zero at the maximum power point. Figure 3.6 illustrates the structure of the electronic hardware and the MPPT system. The output voltage and current of the PV and the battery voltage are used in the controller to determine an appropriate value for the duty cycle of PWM switching for the boost converter. As noted before, the proposed modification to the incremental conductance approach is to control the input resistance of the power converter such that it converges to the incremental conductance of the PV module.

![Figure 3.6: Structure of the MPPT system.](image)

### 3.3.1 Simulation Results

A Simulink model of the proposed MPPT algorithm was developed in the MATLAB/Simulink environment. Tables 3.1 and 3.2 demonstrate the parameters of the photovoltaic module and the circuit, respectively. To evaluate performance of the controller, the simulation module was subjected to different irradiation levels. The PV was subjected to abrupt changes in irradiation around an average irradiation level for a sunny day (1000W/m²). Each irradiation will result in a different MPPT, as depicted in Figure 3.7. The PID coefficients $K_P$, $K_I$ and $K_D$, were selected as 1.1, 0.5, and 0.5, respectively. Also, the gain $K$ (see Figure 2.6) of the desired input feedforward was chosen as 100. These gains were chosen by trial and error to achieve acceptable performance in terms of error in the incremental and input resistances.

Figure 3.7 illustrates the output power of the PV module under the proposed MPPT
Table 3.1: Photovoltaic module parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_L$</td>
<td>7.34 A</td>
</tr>
<tr>
<td>$I_1$</td>
<td>$10^{-6}$ A</td>
</tr>
<tr>
<td>$I_1$</td>
<td>$10^{-6}$ A</td>
</tr>
<tr>
<td>$R_s$</td>
<td>0.01 ohms</td>
</tr>
<tr>
<td>$R_{sh}$</td>
<td>100 ohms</td>
</tr>
<tr>
<td>$n$</td>
<td>1.5</td>
</tr>
<tr>
<td>$V_T$</td>
<td>25.7 mV</td>
</tr>
</tbody>
</table>

Table 3.2: Circuit parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery</td>
<td>Lead-acid, 30V</td>
</tr>
<tr>
<td>Inductance (L)</td>
<td>105 uH</td>
</tr>
<tr>
<td>Converter input capacitance</td>
<td>500 uF</td>
</tr>
<tr>
<td>Converter output capacitance</td>
<td>600 uF</td>
</tr>
<tr>
<td>Switching Frequency</td>
<td>2 KHz</td>
</tr>
</tbody>
</table>
Figure 3.7: Output power of photovoltaic module versus the actual maximum power, and the tracking efficiency.

Figure 3.8: Output voltage of photovoltaic module.
controller. Also, the actual maximum power of the module and the tracking efficiency are illustrated in this Figure. Figure 3.7 illustrates performance of the closed-loop controller. Besides, Figure 3.8 represents the photovoltaic module output voltage. This figure demonstrates that the MPP voltage will remain almost constant in different irradiations. This fact can also be observed from Figure 3.3, where the MPP occurs at an almost constant voltage regardless of the irradiation level. Also, Figure 3.9 illustrates the relative error performance of the controller. This figure demonstrates that the error is less than 2.5% during the operation. Figure 3.10 illustrates the magnified relative error of the feedback controller system, to demonstrate its changes. As it can be observed from this figure, error will change at the beginning of each change in irradiation level, but the feedback controller manages to regulate the error.

Furthermore, Table 3.3 provides output power and tracking efficiency data under rapid changes in the ambient temperature. The tracking efficiency is computed as follows,

\[ \eta = \frac{P_{PV_{out}}}{P_{MPP}} \times 100 \]  

(3.4)

where \( P_{PV_{out}} \) is the power reached by using the MPPT controller, while \( P_{MPP} \) is the expected maximum power output.

Simulation results in Figure 3.7 show that a significant improvement in the speed of convergence (in the order of a few milliseconds) is achieved using the proposed strategy when compared to previously published works in this area (e.g., [100], [101], and [102]). The results also indicate that the proposed method is robust against sudden changes ambient conditions such as irradiation and temperature.

Table 3.3: MPPT controller performance at different temperatures.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>( P_{MPP} ) (W)</th>
<th>( P_{PV_{out}} ) (W)</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>129</td>
<td>126</td>
<td>97.7%</td>
</tr>
<tr>
<td>35</td>
<td>137</td>
<td>135</td>
<td>98.6%</td>
</tr>
<tr>
<td>25</td>
<td>144</td>
<td>142</td>
<td>98.7%</td>
</tr>
<tr>
<td>15</td>
<td>151</td>
<td>150</td>
<td>99.4%</td>
</tr>
<tr>
<td>5</td>
<td>158</td>
<td>157</td>
<td>99.4%</td>
</tr>
</tbody>
</table>

The proposed method exhibits a relatively high tracking efficiency between 97% and 100%, over a wide irradiation range. Furthermore, the average error in finding the MPP of the
Figure 3.9: Controller performance error.

Figure 3.10: Controller performance error (magnified).
photovoltaic module is less than 1% for different irradiation levels and ambient temperatures. The efficiency under different conditions is above 97% which is robust to abrupt changes in operating conditions. The conventional incremental conductance method is a simple and efficient approach in commonly used MPPT algorithms. Recent works on the variable step incremental conductance algorithms have generally reported high efficiencies [101, 103]. However, common problems using these approaches are the convergence time and steady state oscillations when approaching the maximum power point. In Figure 3.7, the changes in steady state power is less than 1% compared to variations of about 10% in [100].

3.4 Real-Time Identification Utilizing Maximum Power Point Approximation

The results of section 3.2 demonstrate that a PV module system can be operated at a desired operating point using a proper controller. In a practical situation, this technique can be used to track the MPP of a PV module. To do so, a real-time identification algorithm was developed to identify the PV curve and determine the MPP as described in the following. During the first stage, the PV curve relationship, equation (3.2), is identified. This identification is based on the knowledge of the structure of the PV module and also an approximation of the PV module parameters. In the typical PV module utilized in this work, the solar cells are connected in series with each other to increase the output voltage, i.e. \( N_p = 1 \) in (3.2). For a given temperature, the values of parameters of \( I_s \) and \( nN_sV_T \) are constant for each PV module, which can be approximated using the Curve Fitting Toolbox of Matlab software. In this study, we operated the PV module under different irradiance conditions and recorded the values of module currents and voltages. Using the Curve Fitting Toolbox, the parameters of \( I_s \) and \( nN_sV_T \) were identified at room temperature and and the mathematical model of the PV was built to yield the following model

\[
I = I_{PH} - C_1 \left( e^{\frac{V}{C_2}} - 1 \right) \tag{3.5}
\]

where both \( C_1 \) and \( C_2 \) are known parameters. Note that the ambient temperature can affect the above PV model. However, low-cost temperature sensors can be used to modify the coefficients in the above model, which can be further written as

\[
I = I_{PH} - C_1(T) \left( e^{\frac{V}{C_2(T)}} - 1 \right) \tag{3.6}
\]
where $T$ is the ambient temperature (in °C). The terms $C_1(T)$ and $C_2(T)$ are described as [98]

$$C_1(T) = I_s(T) = I_{s,ref} \left( \frac{T}{T_{ref}} \right)$$

$$C_2(T) = nN_s V_T(T) = nN_s \left( \frac{k(T + 273.15)}{q} \right)$$

where $I_{s,ref}$ is the diode saturation current in $T_{ref}$ (which is normally 25°C), $k$ is the Boltzmann constant, and $q$ is the magnitude of the electrical charge on the electron.

During the operation of the MPPT system, the PV module’s $I_{PH}$, will be changing according to the ambient irradiance level. Therefore, a real-time system should be able to analyze the changes in PV module current and voltage and approximate the value of $I_{PH}$ in each control cycle. Using the measured values, the value of $I_{PH}$ is calculated based on (3.6). Using this value, the open circuit voltage of the PV module, $V_{OC}$, is expressed as

$$V_{OC} = nN_s V_T \ln \left( \frac{I_{PH}}{I_s} + 1 \right) = C_2(T) \ln \left( \frac{I_{PH}}{C_1(T)} + 1 \right)$$

In the next step, the value of the PV desired resistance at the MPP should be determined and fed to the controller. Empirical studies have shown that the MPP usually occurs at approximately 0.77$V_{OC}$ [44]. Using this voltage, the current at MPP is calculated as follows

$$I_{MPP} = I_{PH} - C_1(T) \left( \left( \frac{I_{PH} + C_1(T)}{C_1(T)} \right)^{0.77} - 1 \right)$$

Hence, the desired input resistance of the boost converter is set to the value of the resistance at MPP given by

$$R_{des} = \frac{0.77 V_{OC}}{I_{MPP}} = \frac{0.77 C_2(T) \ln \left( \frac{I_{PH} + C_1(T)}{C_1(T)} \right)}{I_{PH} - C_1(T) \left( \left( \frac{I_{PH} + C_1(T)}{C_1(T)} \right)^{0.77} - 1 \right)}$$

By controlling the resistance derived in (3.11), the MPP of the PV module can be tracked in real-time. In the following section, the results of the experiment of the performance of the designed MPPT controller is analyzed.
### Table 3.4: Implemented circuit and PV module parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV short circuit current, $I_{SC}$</td>
<td>8.20 A</td>
</tr>
<tr>
<td>PV open circuit voltage, $V_{OC}$</td>
<td>14.75 V</td>
</tr>
<tr>
<td>Lead Acid Battery, $V_B$</td>
<td>36 V</td>
</tr>
<tr>
<td>Inductance, $L$</td>
<td>100 uH</td>
</tr>
<tr>
<td>Converter input capacitance</td>
<td>5 mF</td>
</tr>
<tr>
<td>Converter output capacitance</td>
<td>0.5 mF</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>2 KHz</td>
</tr>
</tbody>
</table>

### 3.4.1 Experimental Results

#### Description of the Setup

The proposed MPPT control system was implemented for operation with the *DAY4-48MC* PV module using a boost converter, with the data listed in Table 3.4. The setup built for doing the experiments is depicted in Figure 3.11. In this setup, the irradiance is generated using Halogen lamps to allow making instantaneous changes in the irradiation levels. The position and distance of the lamps is set to have the module surface insolation as uniform as possible in the laboratory conditions. Reaching the nominal MPP of the module requires relatively high power levels to be applied to the Halogen lamps. In this setup, four 500 W lamps were used. The irradiance of these lamps are lower than the maximum irradiance for the PV module to reach its nominal maximum power. Furthermore, increasing the number of lamps was not practical due to space limitations. Thus, the maximum achievable power output of the PV module using the implemented setup is lower than its nominal maximum power. To implement the controller, a dSPACE system (DSP1104) was used. The controller was built in the Matlab/Simulink environment with the C code generated for the DSP processor using the Mathworks Real-Time Workshop Toolbox. The dSPACE system and power electronics circuit are depicted in Figure 3.12. Also, the overall control system block diagram is indicated in Figure 3.13, which is comprised of the PV module, boost converter, battery, and the controller. In this setup, energy is extracted from the PV module is fed to the converter which is used to charge the battery. The control system regulates the energy flow in such a way that the maximum power can be extracted from the PV module under...
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varying irradiation levels.

![Experimental laboratory setup. The irradiance is simulated using Halogen lamps.](image)

### Operating Point Control

The control system was tested for two different conditions. First, controlling the operating point of the PV module was investigated, in which the input resistance of the converter was set to 10 Ω. At this operating point, the PV module operates in its current source region. The irradiation level was also changed instantaneously during the operation. In the next step, the resistance was set to 60 Ω (voltage source region) and the transient response of the
Figure 3.12: Implemented circuit and the dSPACE system.

Figure 3.13: Overall control system diagram.
controller system was obtained. Figure 3.14 demonstrates the results of setting the desired resistance as 10 Ω. Figure 3.14a demonstrates the anticipated changes in the PV voltage and current based on two different irradiations with a fixed load line. Figures 3.14b and 3.14c demonstrate the changes in PV module current and voltage due to changes in the ambient conditions. As it is anticipated, both voltages and currents are changing, but the resistance of the PV module (Figure 3.14d) remains constant. Figure 3.14e demonstrates the changes in the controller output (duty cycle). From (2.18), a decrement in the PV module voltage (while other parameters are constant), results in an increment in duty cycle. Finally, Figure 3.14f demonstrates the changes in the V module current and voltage when the irradiation changes. This figures illustrates that, regardless of the changes in the ambient condition, the PV module operating point will always remain on a pre-defined load line.

Figure 3.15 demonstrates the results when the desired resistance is set to 60 Ω. With this resistance, the PV module system will work in the voltage source region. The results of this experiment illustrate the performance of the controller during the transient conditions.

Implementation of the Proposed MPPT Method

To implement the proposed MPPT method, the first step is to identify the PV module parameters using sampled data and the Curve Fitting Toolbox of Matlab software. Figure 3.16a illustrates the sampled voltages and currents of the module under two different laboratory conditions. Figure 3.16b illustrates the curves fitted based on experimental data. The PV module can thus be modeled as follows

\[
I = I_{PH} - 4.7525 \times 10^{-5} \left( e^{\frac{V}{1.637}} - 1 \right)
\]  

which is the same as (3.5) with known \( C_1 \) and \( C_2 \) parameters. The ambient temperature is assumed to be equal to \( T_{ref} \). To test the performance of the controller, an instantaneous change in the irradiation is applied to the system at time 1.53 seconds. This change, results in 60% decrease in the short circuit current of the PV module.

Figure 3.17 depicts the results obtained using the proposed controller. Figures 3.17a and 3.17b illustrate the PV module power and current (their experimental and theoretical values), which indicate that the controller can compensate the sudden changes in ambient conditions and can successfully track the MPP of the system in about 0.7 seconds (with the error of less than 5%), which is fast enough compared to similar works such as [103], [101]. Figure 3.17c demonstrates the anticipated values of the operating point under different irradiations levels.
Figure 3.14: Results of controlling the operating point of the PV module (a) Load line for resistance of 10 Ohms and PV curves for two different irradiations (b) Output current of the PV module (c) Output voltage of the PV module (d) Converter input resistance (e) Duty cycle of the converter (f) Changes in PV voltage and current.
Figure 3.15: Transient response of the control system (a) PV module current (b) PV module voltage (c) Converter input resistance (d) Duty cycle of the converter.
Figure 3.16: (a) Sampled data for curve fitting (b) Results of the Curve Fitting Toolbox of Matlab.

Figure 3.17d demonstrates the actual values of the desired operating point. Finally, Figures 3.17e and 3.17f illustrate the I-V and P-V diagrams of the controlled PV power system, which demonstrate no chattering in the operating point path and good MPPT accuracy (compared to methods discussed in [104]).

3.5 Real-Time MPP Identification Utilizing the Lambert W-Function

In this section, the identification method has been enhanced, to determine the MPP based on real-time sensory data. Similar to the previous method, during the first stage, the PV curve is identified based on a knowledge of the parameters of the PV module given by the manufacturer datasheet and PV module’s mathematical model. The manufacturer data at certain points, referred to as remarkable points by [105], can be used in the identification step. Also, similar to the last approach, we assume the number of parallel PV cells as one, i.e., \( N_p = 1 \). For a given temperature, the parameters \( I_s, nN_sV_T, \) and \( R_s \) are constant, which can be approximated using the available information on remarkable points. The values of short circuit current \( I_{SC} \), open circuit voltage \( V_{OC} \), MPP current \( I_{MPP} \), and MPP voltage
Figure 3.17: Results of the proposed MPPT methods (a) Output power of the PV module (b) Output current of the PV module (c) PV module and desired load line curves in two different irradiance levels (d) Desired resistance identification result (e) Changes in PV voltage and current (f) Changes in PV voltage and power.
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$V_{MPPT}$, are given in the manufacturer’s datasheet for every PV module. Based on these values, a mathematical model of the module can be constructed at a nominal temperature. However, the modeling accuracy is dependent on the accuracy of the PV module data such as $I_{SC}$ or $V_{OC}$. For instance, degradation of these values with respect to time, i.e., aging phenomena, will have a negative impact on the accuracy of the PV model. [106] shows that for a typical PV module, in a four year period, the $I_{SC}$ and $V_{OC}$ change by $-7.6\%$ and $-1.6\%$, respectively. Based on the above data, the ratio $\frac{V_{MPPT}}{V_{OC}}$ would decrease, whereas $R_{MPPT}$ would increase by $4\%$ in 4 years.

Under the short circuit condition ($V = 0$), the value of $I_{SC}$ can be found as follows

$$I_{SC} = I_{PH} - I_s \left( e^{K I_{SC} R_s} - 1 \right)$$  \hspace{1cm} (3.13)

in which the value of $nN_s V_T$ has been replaced with $\frac{1}{K}$ for simplicity. Note that $I_{PH}$ is the nominal value for which all other measurements are made. The value of $I_{PH}$ is identified in real-time based on the voltage and current measurement of the PV module. Furthermore, under the open circuit condition ($I = 0$) we have

$$I_{PH} = I_s \left( e^{K V_{OC}} - 1 \right).$$  \hspace{1cm} (3.14)

Using (3.13) and (3.14), the short circuit current can be calculated as

$$I_{SC} = I_s \left( e^{K V_{OC}} - e^{K I_{SC} R_s} \right).$$  \hspace{1cm} (3.15)

As the value of $R_s$ is very small (usually less than $1\Omega$), the value of $e^{K I_{SC} R_s}$ is negligible with respect to $e^{K V_{OC}}$. Therefore

$$I_{SC} = I_s e^{K V_{OC}} \approx I_{PH}$$  \hspace{1cm} (3.16)

Using (3.16), and at the maximum power point, (3.2) can be written as

$$I_{MPPT} = I_s \left( e^{K V_{OC}} \right) - I_s \left( e^{K (V_{MPPT} + I_{MPPT} R_s)} \right)$$  \hspace{1cm} (3.17)

It is also known that the derivative of power $P$ with respect to voltage $V$ at MPP is zero.

$$\left. \frac{dP}{dV} \right|_{(V_{MPPT}, I_{MPPT})} = 0$$  \hspace{1cm} (3.18)

Using (3.16)-(3.18), and after some algebraic manipulations, the expressions for $K$, $I_s$, and $R_s$ are obtained as follows

$$K = \frac{I_{MPPT}}{V_{MPPT} (I_{SC} - I_{MPPT})}$$  \hspace{1cm} (3.19)
\[ I_s = I_{SC}e^{-KV_{OC}} \]  
\[ R_s = \frac{1}{KI_{MPP}} \times \left( \ln \left( \frac{I_{SC} - I_{MPP}}{I_s} \right) - KV_{MPP} \right). \]  

Thus, based on the values of \( I_{SC}, V_{OC}, I_{MPP}, \) and \( V_{MPP} \), the values of \( I_s, K, \) and \( R_s \) can be identified. Using (3.19)-(3.21) and (3.2), one can calculate the value of \( I_{PH} \) for each irradiation level, given the PV module’s current and voltage measurements. It should be noted that the shunt resistance \( R_{sh} \) and ambient temperature can affect the modeling accuracy. However, the proposed MPPT method utilizes the PV module resistance at MPP, which exhibits the least dependency on the shunt resistor and temperature. These dependencies are analyzed in section 3.5.2.

### 3.5.1 Real-Time MPP Identification

In this section, it is assumed that the model of the PV module is known and the objective is to find the MPP. An analytic approach is presented here to find the PV module resistance at MPP. This resistance will then be used to track the MPP. Based on the model illustrated in Figure 3.18, the value of the PV module resistance \( R_{pv} \) can be defined as the summation of the series resistance \( R_s \) and the resistance of the nonlinear part of the model denoted by \( R_{temp} \). Since the objective is to find the MPP resistance \( R_{MPP} \), one can neglect \( R_s \) and add it later. This assumption is justified based on the value of \( R_{MPP} \), which is usually more than 2\( \Omega \), whereas a typical value of \( R_s \) is 0.15\( \Omega \).

![Figure 3.18: Circuit diagram illustrating the resistances \( R_{pv} \) and \( R_{temp} \).]
Furthermore, at the MPP we have

\[ P = VI \rightarrow \frac{dP}{dV}_{MPP} = I_{MPP} + V_{MPP} \frac{dI}{dV}_{MPP} = 0 \]

\[ \rightarrow R_{MPP} = \frac{V_{MPP}}{I_{MPP}} = \left. -\frac{dV}{dI} \right|_{MPP} \tag{3.22} \]

Based on the simplified model of the PV module, the value of the incremental resistance \( \frac{dV}{dI} \) can be obtained as follows

\[ V = \frac{1}{K} \ln \left( \frac{I_{PH} - I}{I_s} + 1 \right) \]

\[ \rightarrow \left. -\frac{dV}{dI} \right|_{MPP} = \frac{1}{K} \times \frac{1}{I_{PH} + I_s - I_{MPP}} \tag{3.23} \]

Replacing \( \frac{1}{X} = I_{PH} + I_s - I_{MPP} \) and using Eqs. (3.22) and (3.23) we have

\[ R_{MPP} = \frac{X}{K}. \tag{3.24} \]

Furthermore, the value of \( R_{MPP} \) can be found from \( \frac{V_{MPP}}{I_{MPP}} \) as follows

\[ V_{MPP} = \frac{1}{K} \ln \left( \frac{I_{PH} + I_s - I_{MPP}}{I_s} \right) = \frac{1}{K} \ln \left( \frac{1}{XI_s} \right) \tag{3.25} \]

Hence,

\[ R_{MPP} = \frac{V_{MPP}}{I_{MPP}} = \frac{1}{K \left( I_c - \frac{1}{X} \right)} \ln \left( \frac{1}{XI_s} \right) \tag{3.26} \]

where \( I_c = I_{PH} + I_s \) is a constant value.

Using (3.24) and (3.26) we have

\[ e^{I_c X - 1} = \frac{1}{XI_s} \Rightarrow I_s e^{I_c X} = \frac{1}{X} \tag{3.27} \]

In (3.27), the values of \( I_c \) and \( I_s \) are known while the value of \( X \) is unknown. Solving this equation for \( X \) yields \( R_{MPP} \) based on (3.24). The solution of this equation can be found based on the Lambert W-Function \( W \), which is a nonlinear inverse function of \( f(W) = We^W \) [107]. Thus, the solution of (3.27) can be expressed as

\[ X = \frac{1}{I_c} W \left( \frac{eI_c}{I_s} \right) \tag{3.28} \]

where \( W(\cdot) \) is the Lambert W-Function.
To find the value of $X$ analytically, one can use the asymptotic formula for the Lambert W-Function given by

$$W(z) = \ln z - \ln \ln z + \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} c_{km}(\ln \ln z)^{m+1}(\ln z)^{-k-m-1}$$

$$= L_1 - L_2 + \frac{L_2}{L_1} + \frac{L_2(-2 + L_2)}{2L_1^2} + \frac{L_2(6 - 9L_2 + 2L_2^2)}{6L_1^3}$$

$$+ \frac{L_2(-12 + 36L_2 - 22L_2^2 + 3L_2^3)}{12L_1^4}$$

$$+ \frac{L_2(60 - 300L_2 + 350L_2^2 - 125L_2^3 + 12L_2^4)}{60L_1^5} + O\left[\left(\frac{L_2}{L_1}\right)^6\right]$$

(3.29)

where $L_1 = \ln z$ and $L_2 = \ln L_1$. The above formula yields reasonably accurate results for $W(z)$ when $z \geq 3$, which is true for our case since $\frac{L_2}{L_1} \gg 3$. Using (3.28) and (3.24), the optimal operating point given by $R_{MPP}$ can be calculated. In particular, (3.29) can be approximated by its first four terms as follows

$$W(z) = L_1 - L_2 + \frac{L_2}{L_1} + \frac{L_2(-2 + L_2)}{2L_1^2}$$

(3.30)

which is computationally less expensive than (3.29). A numerical analysis based on the data used in this study, section 3.5.3, indicates that the approximation error in using (3.30) is less than 0.01%.

### 3.5.2 Sensitivity Analysis

As mentioned in section 3.5, the modeling accuracy of the PV module is dependent on the ambient temperature. Also, the value of the shunt resistor, neglected in deriving the model, may affect the accuracy as well. The sensitivity of the resistance of $R_{MPP}$ is analyzed with respect to these parameters as follows. Figure 3.18 can be updated by adding the shunt resistance $R_{sh}$ between $R_s$ and $R_{temp}$. Therefore, $R_{pv}$ can be calculated as follows

$$R_{pv} = R_s + R_{sh}||R_{temp}$$

(3.31)

Using (3.31), the sensitivity of the $R_{pv}$ with respect to $R_{sh}$ can be calculated as

$$\frac{\partial R_{pv}}{\partial R_{sh}} = \left(\frac{R_{temp}}{R_{sh} + R_{temp}}\right)^2 \approx 0$$

(3.32)
owing to the fact that $R_{\text{temp}}$ is negligible with respect to $R_{sh}$ ($1\, \Omega$) [105]. Therefore, the change in $R_{MPP}$ due to neglecting $R_{sh}$ is quite small.

Utilizing (3.24) and (3.28), and noting that $I_s \ll I_{PH}$, the value of PV resistance at the maximum power point is given by

$$R_{MPP} = \frac{1}{I_c K} W \left( \frac{eI_c}{I_s} \right) \approx \frac{1}{I_{PH} K} W \left( \frac{eI_{PH}}{I_s} \right) \tag{3.33}$$

from which the power of the PV module at MPP can be obtained as follows

$$P_{MPP} = \frac{I_{PH}}{K} \frac{W \left( \frac{eI_{PH}}{I_s} \right) - 1}{W \left( \frac{eI_{PH}}{I_s} \right)} \tag{3.34}$$

In the above equation, the most temperature dependent parameters are $K$ and $I_s$ with dependencies given by

$$K(T) = nN_s V_T = \frac{nN_s \kappa T}{q} \tag{3.35}$$

$$I_s(T) = CT^3 e^{-qV_g \kappa T} = CT^3 e^{-\frac{V_g}{VT}} \tag{3.36}$$

where $\kappa$ is the Boltzmann’s constant $1.38 \times 10^{-23} \, J/K$, $T$ is the ambient temperature in Kelvin, and $q$ is the electron charge $1.6 \times 10^{-19} \, C$. Also, $V_g$ is the band gap voltage ($1.11 \, V$), and $C$ is a constant [108].

Note that although $I_{PH}$ is dependent on the temperature, it will not affect the accuracy of the algorithm as it will be calculated in each control cycle using real-time measurements of PV voltage and current.

Using (3.34), the power at MPP can be obtained, which is dependent on the temperature. This dependency can be compensated by using a temperature sensor on the module to modify the values of $I_s$ and $K$ based on (3.35) and (3.36) to reach the maximum accuracy. However, the proposed algorithm has a very low dependency on the temperature. To investigate this relationship, the power of the PV module at each operating point should be obtained. Using (3.2) and $N_P = 1$, let us assume that a resistive behavior has been enforced at the PV module terminals through feedback control regulated at $R_{OP}$. Hence

$$\alpha V = \beta - e^{\gamma V} \tag{3.37}$$

where $\alpha = \frac{1}{R_{OP} I_s}$, $\beta = \frac{I_{PH}}{I_s}$, and $\gamma = K \left( 1 + \frac{R_s}{R_{OP}} \right)$. Solving (3.37) by using the Lambert
W-Function results in

\[ V = \beta \frac{W}{\alpha} - \frac{\beta^2}{\alpha^2} \left( \frac{2 \pi}{\gamma} \right) \]  

from which, the power is obtained as

\[ P = \frac{V^2}{R_{OP}}. \]  

Using (3.33), the value of the PV resistance at its MPP, \( R_{MPP} \), can be obtained. However, this value is just valid at the nominal temperature 25°C. Variations in the PV module temperature result in changes in the value of \( R_{MPP} \). If no temperature sensor is used to compensate this effect (by updating \( R_{MPP} \)), the value of \( R_{OP} \) will be fixed and equal to \( R_{MPP} \) at the nominal temperature, in the whole operating temperature range. The difference between the values given by (3.39) and (3.34) can be used to determine power variations under different temperatures. These variations are shown by simulating the system in the next section. In the case where the temperature variation is very high, or a higher power point tracking accuracy is required, a temperature sensor may be used to improve the accuracy of \( R_{MPP} \). Another possibility is to utilize real-time I-V curve estimation, such as [109], [110], to estimate the MPP regardless of the ambient temperature.

3.5.3 Simulation Results

In this section, a PV module is studied to verify the results of the proposed MPPT technique. The PV module chosen for simulation and experiments is the DAY4-48MC manufactured by DAY4 Energy, Burnaby, BC, Canada. The datasheet values for this module are \( I_{SC} = 8.20 \text{A} \), \( V_{OC} = 14.75 \text{V} \), \( V_{MPP} = 11.91 \text{V} \), and \( I_{MPP} = 7.77 \text{A} \), yielding the following model.

\[ I = I_{PH} - 1.32 \times 10^{-10} \left( e^{0.5934(V+0.14I)} - 1 \right). \]  

Using the above relation, the MPP was calculated both from simulating the power-voltage curve and finding its maximum numerically. The proposed analytical method was further used under various irradiation conditions with the results shown in Figure 3.19. In this figure, both the optimal operating point resistance (Figure 3.19a), and the PV module MPP (Figure 3.19b), are illustrated and numerical and analytical methods are compared. From this figure, the analytical results demonstrate a perfect match with numerical simulation results, and the error is always less than 0.1%.
Figure 3.19: (a) Optimal operating points of the PV module in different irradiations. (b) MPP of PV module in different irradiations (Numerical and analytical methods).
To study the variations of power with respect to the ambient temperature, the module is simulated using the SimElectronics toolbox of the Matlab/Simulink software for temperatures between $-10^\circ C$ to $+60^\circ C$. Table 3.5 illustrates the results of tracking the MPP when the desired $R_{MPP}$ is fixed at different temperatures. In this table, $\text{err}$ is defined as follows

$$\text{err} = \left| \frac{P_{MPP} - P}{P_{MPP}} \right| \times 100. \quad (3.41)$$

The results indicate small errors in estimation of MPP for the specified temperature variations.

Table 3.5: Simulation results indicating the effect of temperature variations.

| Irradiance | $R_{MPP}$ | $T(\degree C)$ | $P_{MPP}(W)$ | $P|_{R=1.45}$ | err |
|------------|-----------|----------------|--------------|---------------|-----|
| $1000 \text{W/m}^2$ | $1.45 \Omega$ | $-10$ | 98.8 | 96.4 | 2.4% |
| | | 25 | 85.27 | 85.27 | 0% |
| | | 60 | 71.9 | 70.5 | 1.9% |
| Irradiance | $R_{MPP}$ | $T(\degree C)$ | $P_{MPP}(W)$ | $P|_{R=2.42}$ | err |
|------------|-----------|----------------|--------------|---------------|-----|
| $600 \text{W/m}^2$ | $2.42 \Omega$ | $-10$ | 58.9 | 57.3 | 2.7% |
| | | 25 | 51.58 | 51.58 | 0% |
| | | 60 | 43.3 | 42.45 | 1.9% |
| Irradiance | $R_{MPP}$ | $T(\degree C)$ | $P_{MPP}(W)$ | $P|_{R=7.47}$ | err |
|------------|-----------|----------------|--------------|---------------|-----|
| $200 \text{W/m}^2$ | $7.47 \Omega$ | $-10$ | 21.10 | 19.92 | 2.7% |
| | | 25 | 16.23 | 16.23 | 0% |
| | | 60 | 15.19 | 14.65 | 1.9% |

Table 3.4 shows the design specification and circuit parameters of the PV module and the DC-DC converter circuit. In the first stage of evaluating the controller performance, the PV model was simulated and subjected to abrupt changes in the irradiation levels. The irradiation changes were applied in time steps of 0.5s, which were decreased from their maximum value to 13% of the maximum value and then increased back again.

Figure 3.20 illustrates the output power of the PV module under the proposed MPPT controller versus the actual maximum power for each irradiation condition. In Figure 3.20, a
part of the transient performance has been magnified to demonstrate the performance of the controller. The results exhibit a high tracking efficiency (99%), where the tracking efficiency, $\eta_{\text{Tracking}}$, is defined as

$$\eta_{\text{Tracking}} = \frac{P_{PV}}{P_{MPP}} \times 100$$

in which $P_{PV}$ is the power reached by using the proposed MPPT controller and $P_{MPP}$ is the expected maximum power output.

Besides having a high tracking efficiency, the MPPT controller also achieves a relatively fast tracking speed of less than 0.1 seconds, which is comparable to other reported works, for example, by [111], [112], and [113].

![Figure 3.20: Output power of photovoltaic module versus the actual maximum power.](image)

In the second stage of testing the performance, the robustness of the control system under variations in output battery voltage was analyzed. These simulations were done for
both abrupt changes of 5 V every 0.5 seconds, starting from 25 V, or a smooth sinusoidal signal as the battery voltage with the frequency of $\pi$ rad/sec, amplitude of 20 V and bias of 45 V. Figure 3.21 demonstrate the results of these simulations, where the percentage of the output error is always less than 0.7%. The results state that the proposed method exhibits a high degree of robustness under abrupt and continuous variations in the output voltage. Performance of the proposed controller has yet to be evaluated in an experimental setting as discussed in the next section.

### 3.5.4 Experimental Results

To investigate the performance of the analytical MPP identification method, the PV module was subjected to various irradiations, and the VI curve of the module were approximated using the Curve Fitting Toolbox of Matlab software. Using these curves, the MPP was calculated numerically. Also, the proposed analytical method was operated on the voltage-current pairs to identify the MPP. The results are illustrated in Figure 3.22. In this figure, the PV module MPP is indicated along with the results using numerical and analytical methods.

As illustrated in this figure, the analytical and numerical results for the MPP identification are very close with an error of less than 0.1%. Furthermore, the time consumed for estimation of the MPP was $400 \mu s$ when using a $60MHZ$ 32-bit microcontroller (TMS320F2802x). This time includes calculation time of $I_{PH}$ and $R_{MPP}$.

To test the performance of the MPPT controller, an instantaneous change in irradiation level is applied to the system at time 1.3 seconds as in Figure 3.23. This change, results in a 60% decrease in the short circuit current of the PV module. Figure 3.23 depicts the results obtained using the proposed controller. Figure 3.23a illustrates the experimental and theoretical values of PV power, which indicates that the controller can compensate for sudden changes in ambient conditions and can successfully track the MPP of the system in about 0.7s (error less than 4%). This speed is fast, while having a reasonable accuracy, compared to similar works of [111]-[114]. Figure 3.23b demonstrates the anticipated values of the operating point under different irradiation levels, and Figure 3.23c demonstrates the actual values of the desired operating points, which is in compliance with the former figure. Finally, Figure 3.23d illustrates the working point of the system projected into P-V characteristics of the controlled PV power system. The results obtained in Figure 3.23d are very similar to the previous identification method. There is no chattering in the path of the working point and good MPPT accuracy is achieved when compared to the results discussed by [115].
Figure 3.21: (a) Output power of the PV module under abrupt battery voltage changes. (b) Output power of PV module under sinusoidal battery voltage changes.
Figure 3.22: MPP of a PV module at different irradiations (numerical and analytical methods).
Figure 3.23: Results of the proposed MPPT method. (a) Output power of the PV module. (b) PV module and desired load line curves in two different irradiance levels. (c) Desired resistance in different irradiance levels. (d) Changes in PV voltage and power.
3.6 Conclusion

This chapter proposed a number of novel MPPT methods using analytic approaches to identify the MPP of a PV module in real-time. A control scheme was developed to ensure that the MPP of the module is reached based on the pseudo-resistive behavior of the boost converter. The control performance was evaluated using numerical simulations and experiments at different irradiation levels. An average error of less than 1% for simulation and less than 5% for experimental results were achieved for tracking the MPP using the proposed feedback controller, in all of the proposed methods. Simulation and experimental results indicate that higher convergence speeds, minimum variations in the output power, and a higher degree of robustness, regardless of system parameters variations, can be achieved using the proposed controller.
Chapter 4

Control of Non-minimum Phase Load Current in a Boost Converter using Output Re-definition

Control of the output current of a boost type DC-DC converter is challenging due to the non-minimum phase characteristic between the input duty cycle and output load current and the nonlinear dynamics of the converter. This chapter presents a control strategy which utilizes the method of output re-definition combined with a nonlinear control scheme to regulate the output current of the converter when operating in CCM. The output redefinition concept relies on defining a new output to make the system minimum phase, or marginally minimum phase, so that a robust controller can be designed. To this end, a nonlinear feedback linearization controller is proposed based on a circuit averaged model of the converter. Furthermore, control in the DCM is studied and a switching scheme is presented to regulate the output current of the converter regardless of the operation mode. The control scheme can achieve small regulation errors while providing robustness due to the minimum-phase characteristic of the new output. Numerical simulations and experimental results are presented to evaluate and verify the performance of the proposed control scheme.
4.1 Boost Power Stage Dynamics

Power converters exhibit nonlinear dynamics due to the semiconductor device switching and pulse width modulation (PWM) operation. An \textit{averaged} model of the converter is often utilized in control design [96]. The averaging methods proposed for modeling PWM converters include state-space averaging and circuit averaging. In state-space averaging, one defines the converter states depending on the on-off status of the switches and weighting the relevant linear circuit models. This method has been widely used in the literature, for example in modeling the CCM operation [73]. The second method, referred to as \textit{circuit averaging}, utilized in this paper, is based on the average of the converter signals in a switching cycle. The latter method yields better accuracy by avoiding the approximation involved in the model weighting process [116].

Figure 4.1 depicts a boost converter connected to a resistive load. This figure is similar to the one in Figure 2.1, but the major difference is assuming a load at the output, rather than just a fixed battery voltage. Therefore, the output current control, would be a major challenging issue. The corresponding inductor current, output current, and switch voltage, are depicted in Figure 2.3 when operating in DCM and CCM, respectively. During the switch ON time, the input current can be modeled as

\begin{equation}
\text{ON time: } i_{\text{in}} = i_{\text{in}}(kT_s) + \frac{1}{L} \int_{kT_s}^{t} v_i \, dt
\end{equation}

where $i_{\text{in}}$ is the inductor $L$ current, $v_i$ is the input voltage of the converter, assumed to be constant in each switching period; and $k$, $T_s$ are the number of switching periods and the switching period, respectively. As depicted in Figure 2.3, in CCM the current $i_{\text{in}}(kT_s)$ has a non-zero value; however, this value is zero in DCM. Using (4.1), the input current is given by

\begin{equation}
i_{\text{in}} ((k+d)T_s) = i_{\text{in}}(kT_s) + \frac{1}{L} v_i d T_s \end{equation}

where $d$ is the PWM switching duty cycle.

During the OFF time of the switch, the inductor will start discharging through the load. In the discharge time interval, the input current can be written as

\begin{equation}
\text{OFF time: } i_{\text{in}} = i_{\text{in}}(kT_s) \\
+ \frac{1}{L} v_i d T_s + \frac{1}{L} \int_{(k+d)T_s}^{t} (v_i - v_o) \, dt
\end{equation}
where $v_o$ is the output voltage. Note that the diode voltage has been neglected in comparison with $v_o$.

When the converter operates in DCM, the input current reaches zero at time $(k+d+d')T_s$ as shown in Figure 2.3. This condition can be written as

$$i_{in} ((k + d + d')T_s) = \frac{dT_s}{L}v_i + \frac{d'T_s}{L}(v_i - v_o) = 0. \quad (4.4)$$

Therefore, the value of $d'$ can be calculated as follows

$$d' = \frac{v_id}{v_o - v_i}. \quad (4.5)$$

In the CCM operation, the input current will not reach zero during the switching period. Hence, its value at the end of period is given by

$$i_{in} ((k + 1)T_s) = i_{in}(kT_s) + \frac{T_s}{L}v_i - \frac{(1 - d)T_s}{L}v_o. \quad (4.6)$$

Thus, in DCM operation, utilization of (4.1)-(4.5) and the averaging technique [96], yields the average input current as follows

$$<i_{in}> = \frac{1}{2L}v_id^2T_s \left(\frac{v_o}{v_o - v_i}\right) \quad (4.7)$$

where $< >$ denotes the averaged value of the variable. Moreover, the average of the output current can be obtained as

$$<i_o> = \frac{d^2T_s}{2L} \left(\frac{v_i^2}{v_o - v_i}\right). \quad (4.8)$$
Equation (4.7) shows that, in DCM operation, the input current has a static and nonlinear relationship with the output voltage. A similar behavior exists for the output current given by (4.8). Using (4.1)-(4.6), the average of the output current in CCM operation can be obtained as follows

\[
<i_o> = (1 - d) <i_{in}> + \frac{d(1 - d)T_s}{2L} v_i - \frac{d(1 - d)^2 T_s}{2L} v_o.
\]  

(4.9)

Next, let us assume that the output is connected to a general RC load (Figure 4.1). Hence, the output current-voltage relationship is given by

\[
<i_o> = C_o \frac{d<v_o>}{dt} + \frac{<v_o>}{R}.
\]  

(4.10)

Referring to Figure 4.1, since the conduction time of the diode is \((1 - d)T_s\), the average of the switch voltage is given by

\[
<v_Q> = (1 - d) <v_o>.
\]  

(4.11)

Using (4.11), the average input voltage can be obtained as follows

\[
<v_i> = L \frac{d<i_{in}>}{dt} + (1 - d)v_o.
\]  

(4.12)

In the rest of this paper, all the formulations are based on the average values in one switching period. Hence, the notation \(<.>\) will be omitted for brevity. To investigate the dynamic behavior of the converter in the CCM, one can utilize (4.9)-(4.12). After performing algebraic manipulations, the nonlinear state-space equations of the system in this mode are obtained as follows

\[
\begin{align*}
\dot{x}_1 &= \frac{v_i}{L} - \frac{u}{L} x_2 \\
\dot{x}_2 &= \frac{u}{C_o} x_1 + \frac{u(1-u)T_s}{2LC_o} v_i - \frac{u^2(1-u)T_s}{2LC_o} x_2 - \frac{x_2}{RC_o}
\end{align*}
\]  

(4.13)

where \(x_1 = <i_{in}>\), \(x_2 = <v_o>\), and \(u = 1 - d\). Using (4.13), the equilibrium point of the system can be found from

\[
\begin{align*}
x_1^* &= \frac{v_i}{u^* R} \\
x_2^* &= \frac{v_i}{u^*}
\end{align*}
\]  

(4.14)

where the variables with the superscript \(*\) indicate equilibrium quantities.
The small signal model of the dynamical system around the equilibrium point can be obtained as follows:

\[
\begin{align*}
\dot{x}_1 &= -\frac{u^*}{L} \ddot{x}_2 - \frac{x_2^*}{L} \ddot{u} \\
\dot{x}_2 &= \frac{u^*}{C_o} \ddot{x}_1 + \left( \frac{u^*(u^*-1)T_s}{2LC_o} - \frac{1}{RC_o} \right) \ddot{x}_2 + \left[ \frac{X_1^*}{C_o} + \frac{(1-2u^*)T_s}{2LC_o} v_i - \frac{u^*(2-3u^*)T_s}{2LC_o} \right] x_2^* \ddot{u} 
\end{align*}
\]

(4.15)

where \( \ddot{x}_1 = x_1 - x_1^* \), \( \ddot{x}_2 = x_2 - x_2^* \), and \( \ddot{u} = u - u^* \). Equation (4.15) can be further simplified by utilizing (4.14) as follows:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = A \begin{bmatrix}
\ddot{x}_1 \\
\ddot{x}_2
\end{bmatrix} + B \ddot{u}
\]

(4.16)

where

\[
A = \begin{bmatrix}
0 & -\frac{u^*}{L} \\
\frac{u^*}{C_o} & \frac{u^*(u^*-1)T_s}{2LC_o} - \frac{1}{RC_o}
\end{bmatrix}
\]

(4.17)

and

\[
B = \begin{bmatrix}
-\frac{x_2^*}{L} \\
\frac{x_1^*}{C_o} + \frac{(1-2u^*)T_s}{2LC_o} v_i - \frac{u^*(2-3u^*)T_s}{2LC_o} x_2^*
\end{bmatrix}
\]

(4.18)

The transfer function of the output voltage \( \ddot{x}_2 \) with respect to the control input \( \ddot{u} \) is obtained as follows:

\[
G_{ou}(s) = \frac{X_2(s)}{U(s)} = \frac{b_2s + a_{21}b_1}{s^2 - a_{22}s - a_{12}a_{21}}
\]

(4.19)

where \( a_{ij} \) and \( b_k \) are the elements of matrices \( A \) and \( B \) in (4.17) and (4.18), respectively. Since \( 0 < u^* < 1 \), the terms \( a_{12} = -\frac{u^*}{L} \), \( a_{22} = \frac{u^*(u^*-1)T_s}{2LC_o} - \frac{1}{RC_o} \), and \( b_1 = -\frac{x_2^*}{L} \) are always negative, while \( a_{21} = \frac{u^*}{C_o} \) is always positive. Besides, for practical circuit values, \( b_2 = \frac{x_1^*}{C_o} + \frac{(1-2u^*)T_s}{2LC_o} v_i - \frac{u^*(2-3u^*)T_s}{2LC_o} x_2^* \) is positive. The sign change in the numerator polynomial coefficients of the output voltage transfer function \( G_{ou} \) indicates the existence of a RHP zero, i.e., NMP behavior of the boost converter operating in the CCM. Furthermore, the transfer function between the output current and the control input has a RHP zero.

It is well known that tracking control of a non-minimum phase system may result in instability of its internal dynamics (see [117]-[118]). Output re-definition, utilized in control of flexible structure robotic systems [86, 87], can be used to alleviate the problem. This method relies on re-defining the output of the system to a new output that is close to the
desired output but can render a minimum-phase input-output characteristic. In this work, we extend the concept to control the output of boost converters. To this end, the output of the system is defined as a linear combination of the output current and input current such that the system becomes minimum phase or marginally minimum phase. To this end, let us re-define the output of the system as follows

\[ y = (1 - \beta)i_{in} + \beta i_o \]  

(4.20)

where the value of \( \beta \) is used to transform the NMP system into a minimum-phase one. Note that choosing \( \beta = 1 \) results in the original NMP system, whereas \( \beta = 0 \) results in a minimum-phase system. A range for \( \beta \) values to yield a minimum-phase characteristic can be obtained by utilizing (4.13) and rewriting (4.20) as follows

\[ y = \left( 1 + \beta(u - 1) \right)x_1 + u(1 - u)\beta \frac{T_s}{2L}v_i \]
\[ - u^2(1 - u)\beta \frac{T_s}{2L}x_2. \]  

(4.21)

Referring to (4.21), the output is given by

\[ \tilde{y} = (1 + \beta(u^* - 1))\tilde{x}_1 - \left( u^{*2}(1 - u^*)\beta \frac{T_s}{2L} \right)\tilde{x}_2 \]
\[ + \beta v_i \left( \frac{1}{u^{*2}R} + \frac{T_s(u^* - 1)}{2L} \right)\tilde{u} \]  

(4.22)

where \( \tilde{y} = y - y^* \). Rewriting (4.22), we have

\[ \tilde{y} = C \begin{bmatrix} \tilde{x}_1 \\ \tilde{x}_2 \end{bmatrix} + D\tilde{u} \]  

(4.23)

where

\[ C = \left[ 1 + \beta(u^* - 1) - \left( u^{*2}(1 - u^*)\beta \frac{T_s}{2L} \right) \right] \]  

(4.24)

and

\[ D = \beta v_i \left( \frac{1}{u^{*2}R} + \frac{T_s(u^* - 1)}{2L} \right). \]  

(4.25)

Since matrix \( A \) given by (4.17) does not change due to the re-definition, the eigenvalues of the system are in the same place as before. However, the numerator of the transfer function
from \( u \) to the output current is changed due to the re-defined output. The zeros of the system are calculated from the roots of the following equation

\[
Ds^2 + (b_1c_1 - Da_{22} + c_2b_2) s + (c_1b_2a_{12} - c_1b_1a_{22} + c_2b_1a_{21} - Da_{12}a_{21}) = 0. \tag{4.26}
\]

where \( c_k \) are the elements of the \( C \) matrix in (4.24).

Analysis of the roots of (4.26) using MATLAB software for different values of circuit parameters demonstrates that in CCM operation, the value of \( \beta \) is a key factor in determining whether the system is minimum-phase (MP) or not. In particular, if \( \beta \) is chosen close to zero, the system will be minimum phase. However, the desired values of \( \beta \) should be close to 1 so that the re-defined output is close to the desired output. An analysis of the roots of (4.26) demonstrates that the values of \( \beta \) for which the system changes its characteristics between NMP and MP, is highly dependent on the value of \( u^* \). The analysis suggests that smaller values of \( u^* \) would result in smaller values of \( \beta \). Therefore, to ensure the internal stability of the system, the value of \( \beta \) should be chosen large enough such that the system remains in the minimum phase region. Furthermore, if \( \beta \gg 1 \), the value of \( (1 - \beta)i_{in} \) cannot be neglected with respect to \( \beta i_o \) in (4.20). In the steady state CCM operation, the value of inductor current will be approximately \( \frac{1}{u} i_o \), for which \( u \) is relatively small. Therefore, the effect of \( (1 - \beta)i_{in} \) would be negligible if \( u \) is increased. As a result of increasing \( u \), the NMP region for \( \beta \) is increased and the controller may possibly cross the boundary into the NMP region during a transient process. Utilizing different values of \( u^* \) and studying their effect on \( \beta \) shows that the value of \( (1 - \beta)i_{in} \) cannot be neglected with respect to \( \beta i_o \) in the CCM. This effect will be considered in designing the controller in section 4.2.

### 4.2 Nonlinear Controller Design

Based on the expression for output current, a controller is presented in this section to track a desired output, i.e., the redefined load current, under CCM and DCM operating conditions. The controller structure is shown in Figure 4.2, consisting of a PI controller to assure convergence of the error to zero. The nonlinear control block is a feedback linearization controller obtained as follows. Referring to Figure 4.2, \( w \) is defined as

\[
w = k_p(y_d - y) + k_i \int (y_d - y) dt \tag{4.27}
\]
where $y_d$ is the desired output of the system.

Let us choose a control input $u$ such that the closed loop relationship is given by

$$y = w + y_d.$$  \hfill (4.28)

Hence, the closed-loop error, $e = y_d - y$, can be obtained as

$$(k_p + 1)\dot{e} + k_i e = 0$$ \hfill (4.29)

which indicates exponential convergence of the error to zero.

To define a proper control input $u$ to enforce (4.28), one needs to individually define the output of the plant under each operating condition. In DCM operation, let us rename the output current of the system to $y = i_o$ in (4.8). Hence the output can be obtained as follows

$$y = \frac{(1 - u)^2 T_s}{2L} \left( \frac{v_i^2}{v_o - v_i} \right).$$ \hfill (4.30)

Referring to (4.30) and choosing the control input $u$ as

$$u = 1 - \sqrt{\frac{2L}{v_i^2 T_s}} (w + y_d)(v_o - v_i)$$ \hfill (4.31)

will result in the closed loop relationship given by (4.28). Therefore, the error will converge to zero, exponentially.

In the CCM operation, a trade-off should be sought between the value of $u^*$ and $\beta$ to ensure system stability and small errors. In particular, larger values of $\beta$ decrease the risk of internal instability, but increase the effect of input current in the redefined output formula (4.20). Since the control objective is to track a desired output current, the effect of input current will appear as an error term in the output current. To solve this issue, one approach is to approximate the desired input current and utilize it to update the desired output. Using
the above approach, the desired output of the system can be re-defined as

\[ y_d = \beta i_{od} + (1 - \beta)i_{in_d} = \beta i_{od} + (1 - \beta)\frac{R_{i_{od}}^2}{\eta v_i} \]  

(4.32)

where \( \eta \) is a parameter equal to the power conversion efficiency of the converter. Furthermore, it is assumed that \( \eta \) is known and can be tuned, or updated on-line, based on the input and output power, voltage, and current measurements. Furthermore, in (4.32), the subscript \( d \) denotes the desired value of a variable.

Using (4.13) and (4.21), the output can be re-written as

\[ y = (1 + \beta(u - 1))x_1 + u(1 - u)\frac{T_s}{2} \dot{x}_1. \]  

(4.33)

Since \( 0 < u \ll 1 \) in CCM operation, \( u^2 \) is negligible with respect to \( u \). Using the Taylor’s series expansion, we have

\[ y = (1 + \beta(u - 1))x_1 + \left(u(1 - 2u^*) + u^*\right)\frac{T_s}{2} \dot{x}_1. \]  

(4.34)

Figure 4.3 demonstrates the approximation error for the term \( u(1 - u) \). Based on this figure, the value of \( u^2 \) can not be completely neglected; hence, a Taylor series expansion is used here, instead.

Referring to (4.28), a control input to ensure the exponential convergence of the closed-loop error to zero is given by

\[ u = \frac{w + y_d - \left((1 - \beta)x_1 + u^*\frac{T_s}{2} \dot{x}_1\right)}{\beta (x_1 + (1 - 2u^*)\frac{T_s}{2} \dot{x}_1)}. \]  

(4.35)

It should be noted that utilizing the approximate input (4.35) versus solving the quadratic equation (4.34) provides a trade-off between larger approximation errors and computational cost of the algorithm. Furthermore, the feedback system loop-gain would compensate for the errors in the input including the approximation in (4.34).

4.3 Convergence Analysis for CCM Controller

In section 4.2, it was shown that the proposed controller for CCM, results in exponential convergence of the error to zero. However, zero error between re-defined output and its desired value in steady state may not necessarily guarantee zero error between output current
and its desired value. This issue is verified in the following by studying the operational conditions of the boost converter in CCM.

Utilizing (4.20) and (4.32) in the steady state, when $e = 0$, i.e., $y \rightarrow y_d$, the relationship between the steady state value of the output current and its desired value can be obtained as

\[
(1 - \beta) \frac{i_{o_{ss}}}{\eta u_{ss}} + \beta i_{o_{ss}} = \beta i_{od} + (1 - \beta) \frac{R i_{od}^2}{\eta v_i} \tag{4.36}
\]

where the subscripts $d$ and $ss$ determine the desired and steady state values, respectively. Also, let us assume that the output current does not converge to its desired value, i.e., $i_{o_{ss}} = i_{od} + \Delta i_o$. Note that as $i_{o_{ss}} = i_{od} + \Delta i_o > 0$, $\Delta i_o$ is always greater than $-i_{od}$. Therefore, the output voltage can be obtained as

\[
v_{o_{ss}} = R i_{od} + R \Delta i_o. \tag{4.37}
\]

Utilizing (4.37) and $v_i = u_{ss} v_{o_{ss}}$, the following relationship can be obtained.

\[
\frac{1}{u_{ss}} = \frac{R i_{od}}{v_i} + \frac{R \Delta i_o}{v_i}. \tag{4.38}
\]
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Utilizing (4.38) and (4.36), we have

\[ R(1 - \beta)\Delta i_o^2 + (2R(1 - \beta)i_{od} + \beta \eta v_i) \Delta i_o = 0. \] (4.39)

The trivial solution of (4.39) is \( \Delta i_o = 0 \), which leads to \( i_{os} = i_{od} \), indicating that the output current converges to its desired value in the steady state. However, the second solution of (4.39) is given by

\[ \Delta i_o = \frac{\beta \eta v_i}{(\beta - 1)R} - 2i_{od}. \] (4.40)

To ensure that \( i_{os} = i_{od} \) is the only solution under all operating conditions, the parameters of the system should be chosen such that the second solution (4.40) is not feasible. Since \( \Delta i_o > -i_{od} \) and referring to (4.40), this condition is met when the following inequality is valid

\[ i_{od} > \frac{\beta \eta v_i}{(\beta - 1)R}. \] (4.41)

Furthermore, when the converter is operating in CCM, the steady state output voltage should be larger than the input voltage multiplied by \( \frac{1}{1 - d_B} \), where \( d_B \) is the duty cycle of the converter at the DCM/CCM boundary. Therefore, the value of \( i_{od} \) should be chosen to satisfy the following inequality

\[ \frac{v_i}{R(1 - d_B)} < i_{od}. \] (4.42)

Combining inequalities (4.41) and (4.42), the boundary value of \( \beta \) to ensure that (4.40) is not a solution, can be obtained as

\[ \frac{1 - d_B}{1 - d_B - \eta} < \beta \] (4.43)

which is a weaker constraint for \( \beta \) than the constraint to remain in the minimum phase region.

4.4 Combination of the CCM and DCM Controllers

In section 4.2, two different controller structures were presented for operation in DCM and CCM, respectively. To combine the two controllers, a switching algorithm is required based on the desired outputs of the system and the boundary condition between the two modes of
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operation. Figure 4.4 depicts the input current waveform at DCM/CCM boundary. Referring to Figure 4.4 and (4.1), when the converter is operating in the boundary point between DCM and CCM, the maximum value of the input current \(i_{\text{in, max}}\), is given by

\[
i_{\text{in, max}} = \frac{v_i d_B T_s}{L} \tag{4.44}
\]

where \(d_B\) is the duty cycle at the boundary point between DCM and CCM. Utilizing \(i_{\text{in, max}}\), the average value of the input current \(i_{\text{in}}\) in the boundary mode is given by

\[
i_{\text{in}} = \frac{v_i d_B T_s}{2L} \tag{4.45}
\]

Figure 4.4: Input current at DCM/CCM boundary.

In the steady state, \(v_i = v_o B (1 - d_B)\) and \(i_o B = i_{\text{in,}} B (1 - d_B)\), where \(i_o B\) and \(v_o B\) are the average values of output current and voltage in the boundary mode, respectively. Therefore, the average value of the output current is given by

\[
i_o B = \frac{v_o B d_B (1 - d_B)^2 T_s}{2L} \tag{4.46}
\]

Now using \(R = \frac{v_o B}{i_o B}\), the boundary mode duty cycle can be obtained by solving the following constrained equation

\[
d_B (1 - d_B)^2 = \frac{2L}{RT_s}, \quad 0 < d_B < 1 \tag{4.47}
\]

Equation (4.47) is utilized in the design of the switching scheme. To this end, let us use the following linearized approximation

\[
d_B (1 - d_B)^2 \approx -0.264 d_B + 0.25 \tag{4.48}
\]
where the numerical coefficients were found using the Curve Fitting Toolbox of Matlab. Figure 4.5 demonstrates the accuracy of this approximation. Substituting (4.48) into (4.47), and using circuit parameters, the value of boundary duty cycle, $d_B$, can be obtained.

\[
\delta B(1 - \delta B)^2 \approx 0.1387 \exp \left(-\frac{d_B - 0.4075}{0.3197} \right)^2
\]

Using the boundary duty cycle, the value of output voltage is given by

\[
v_{ob} = \frac{v_i}{1 - d_B}.
\]
Furthermore, since the steady state average current of the output capacitor reaches zero, the output voltage can be obtained by a knowledge of the desired output current and load resistance. Hence, the boundary value of the output current can be obtained based on the load resistance and (4.50) as follows

\[ i_{0B} = \frac{v_{0B}}{R}. \]  

(4.51)

Utilizing (4.47)-(4.51), the following limit for the desired output current to remain in CCM is obtained

\[ i_{omin} \approx \frac{v_i}{0.053R + \frac{7.5758L}{T_s}}. \]

(4.52)

Thus, the controller switching scheme is obtained as follows. By utilizing the numerical values of input voltage and load resistance, if the desired input current is more than \( i_{omin} \) in (4.52), the CCM controller is selected; otherwise, the DCM controller is selected.
4.5 Simulation and Experimental Results

The parameters of the system used in simulation studies are shown in Table 4.1. In the first step, the root locus of the zeros of the system was utilized to study the system for different values of \( u^* \) and \( \beta \), as shown in Figure 4.7. By increasing \( \beta \), the zeros move to the left-half plane, mainly because of the dominance of the input current in the corresponding relationship, i.e., (4.20). For instance, in Figure 4.7a, when \( u^* = 0.05 \), a value of \( \beta = 1.02 \) is required for operation between the non-minimum and minimum phase boundary. However, \( \beta = 1.3 \) when \( u^* = 0.25 \). Based on the discussion in section 4.2, the value of \( \beta \) should be chosen large enough to avoid reaching the non-minimum phase region in order to maintain internal stability of the states.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input voltage, ( v_i )</td>
<td>2V</td>
</tr>
<tr>
<td>Inductance, ( L )</td>
<td>0.1mH</td>
</tr>
<tr>
<td>Load</td>
<td>100Ω</td>
</tr>
<tr>
<td>Output capacitance</td>
<td>200 μF</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>10kHz</td>
</tr>
</tbody>
</table>

In the next step, the controller was simulated using the SimPower Systems Toolbox in the MATLAB/Simulink environment. Figure 4.8 demonstrates the results of the controller implementation for the converter operating in DCM. Figure 4.8a illustrates the controller performance due to an abrupt change in the desired output current, i.e., a step change from 0.15A to 0.3A at \( t = 0.1s \). Figure 4.8b shows the results due to an instantaneous change in the input voltage at \( t = 0.1s \). These and other similar tests demonstrate the robustness of proposed controller and its ability to quickly track a desired output current while achieving small errors in DCM operation. In particular, the settling time of the proposed controller for DCM operation, is less than 3ms in response to 50% variations in the desired current or input voltage parameters.

The results of the CCM controller indicate that, as long as the value of \( \beta \) ensures minimum phase conditions, the controller is able to stabilize the system and track the desired output. Similar to DCM operation, the performance of the controller was tested in response to sudden changes in the operating conditions when \( \beta = 1.25 \). In the first test, the desired
Figure 4.7: Root locus of system zeros for different values of $\beta$: (a) $u^* = 0.05$, (b) $u^* = 0.25$. 
output current drops to 50% of its initial value. In the second test, the input voltage increases suddenly to 1.5 times of its initial value. Figure 4.9 demonstrates the results of the controller which clearly show that the error converges to zero with a relatively high speed and accuracy. The settling time for the proposed controller in CCM operation is less than 10 milliseconds for sudden 50% change in desired output current or input voltage, which is comparable to other suggested controllers in [73]-[76].

In the final step of simulation, a hybrid algorithm was tested by integrating the CCM and DCM controllers for regulating the desired output current. Figure 4.10 demonstrates the performance of the hybrid controller. In this figure, as well as in Figure 4.9, an overshoot behavior is observed for operation in CCM. As Figure 4.7 illustrates, the system has a dominant pair of complex conjugate poles which results in the overshoot behavior. This behavior is also observable in the experimental results depicted in Fig. 13. The above tests indicate that the switching controller is able to track the desired output current with a reasonable performance regardless of the mode of operation.

To experimentally verify the effectiveness of the proposed controller, the control system was implemented using a dSPACE system (DSP1103). The controller was built in the Matlab/Simulink environment with the C code generated using the Real-Time Workshop Toolbox. The parameters of the implemented boost converter circuit were chosen similar to the ones in Table 4.1. A value of $\eta = 86\%$ was utilized based on off-line measurements prior to
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Figure 4.9: Output current in CCM in response to a sudden change in (a) Desired output current (desired current: ——, circuit current: ——), (b) Input voltage.

Figure 4.10: Desired and actual output currents using the combination algorithm.
the experiment, by applying 10 different input voltages in the operating range of the converter and measuring input and output currents/voltages and calculating the corresponding power levels. Two sense resistors, 0.1Ω and 0.5Ω, were used to measure input and output currents of the converter, respectively. The dSPACE system used in the experiments had an A/D conversion speed of 800ns which is negligible compared to the control loop period. Also, the PWM signal output was directly generated using the dSPACE system; hence, no D/A was used in the experiments.

Increasing the switching frequency will result in decreasing the ripples in the current. However, increasing the switching frequency can be hampered by other issues when using the averaging technique. This is due to the fact that the controller has to sense the changes in the current waveform at a much higher rate than the input waveform; hence, requiring a relatively high sampling frequency. Due to the limitation of the real-time environment used in our study (dSPACE system DSP1103), the switching frequency was set to 10 kHz. However, increasing the switching frequency is possible if a faster real-time environment is utilized.

In the first step, the DCM and CCM controllers were tested individually, with step changes in the input voltage. Figure 4.11 shows the output current of the boost converter. In both cases, a 30% increase and decrease was applied to the input voltage at two different times. This test demonstrates the ability of the controller to compensate for sudden input variations, while tracking a desired output current. The convergence speed of the controller in both cases is about 0.2 seconds.

To demonstrate the advantage of the output re-definition approach, Figure 4.12 illustrates the control input, i.e., duty cycle, and the output current, utilizing the feedback linearization controller without using the output redefinition technique. Since the system is NMP, the closed-loop system will be unstable as seen by the control input in Figure 4.12a. Furthermore, by utilizing (4.47) the PWM duty cycle is limited to 85% to ensure operation in CCM. Hence, the output current will not become unbounded and will be limited to the boundary value between CCM and DCM. The effect of estimating the desired output as in (4.32), is shown in Figure 4.13. In this experiment, the effect of the second term of (4.32), i.e., the estimated desired input current, was reduced to 80% of its value, while the desired output current remained constant. In this case, the feedback controller can still control the system and avoid instability; however, the steady state error is increased.

In the last experiment, the hybrid controller was implemented and tested by applying
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Figure 4.11: Output current of the converter in the presence of 30% instantaneous change in input voltage. (a) DCM, (b) CCM.
Figure 4.12: De-stabilization effect when not using the output re-definition technique: (a) Control input (duty cycle), (b) Output current.

Figure 4.13: Effect of changing the desired re-defined output on the steady state error: (a) Control input (duty cycle), (b) output current.
instantaneous changes in the reference output current. The above changes were applied such that the system moves from DCM to CCM and then back to DCM operation. The results are shown in Figure 4.14, which indicate that the switching controller can quickly track the reference output current regardless of the conduction mode of the converter.

Figure 4.14: Output current of the converter using the switching controller (desired current: --, circuit current: ---).

4.6 Conclusion

In this chapter, a nonlinear model of a boost converter was presented using the circuit averaging method for DCM and CCM operation. The latter method was utilized due to its better accuracy when compared to state-space averaging models. Based on the nonlinear models, two controllers were designed to track a desired output load current. The proposed control scheme is based on a combination of the feedback linearization method and the concept of output re-definition to overcome the non-minimum phase characteristic of the boost converter. The DCM and CCM controllers were further merged to form a hybrid
controller for tracking a desired output regardless of the conduction mode of the converter. Integration of the two controllers enables the circuit to be used in a wide range of input power. Simulation and experimental results were presented to illustrate the performance of the proposed controller and its effectiveness in terms of providing stability and small errors.
Chapter 5

Control of a 3-Phase Bidirectional Converter with Application in Regenerative Suspension

In this chapter, the development of a novel control strategy for a 3-phase bidirectional converter and its application in an energy regenerative suspension mechanism are discussed. The semi-active suspension system consists of a mass-spring unit coupled with a linear permanent magnet machine or a rotary machine cascaded with a 3-phase bidirectional converter connected to a battery. For the case where a linear machine is used, a skyhook controller is developed to provide energy transfer from the suspension system to the battery. For the case where a rotary machine is used, the performance of the controller is verified by connecting the linearly vibrating system to the rotary machine through a linear to rotary conversion mechanism. Enforcing a resistive behavior across the electric machine terminals produces the same effect as controlling the mechanical damping of the suspension system. To this end, a sliding mode control approach is utilized to design a controller for the system. Numerical simulation and experimental results are presented that demonstrate the performance of the proposed control strategy.
5.1 Boost Power Stage Dynamics

The three-phase bridgeless boost converter considered in this work is demonstrated in Figure 5.1. It is assumed that switches \( Q_1, Q_2, \) and \( Q_3 \) are controlled by \( u_a, u_b, \) and \( u_c, \) respectively. The other 3 switches, \( Q_4 - Q_6 \) are switching with the inverse signals. In other words, if switch \( Q_j \) is ON, switch \( Q_{j+3} \) will be OFF, and vice versa, where \( j \in \{1, 2, 3\} \). Based on the conduction state of each switch, the circuit can have eight different modes. Analyzing different modes enables us to derive the analytical model of the circuit as follows.

a) \( Q_1 - Q_3 \) are OFF: If \( Q_1 - Q_3 \) are OFF, the circuit is operated as in Figure 5.2a. Utilizing Kirchhoff’s circuit laws, the dynamics of the circuit in this mode of operation are as follows

\[
\begin{align*}
\frac{di_a}{dt} & = \frac{1}{3L}(2v_a - v_b - v_c) \\
\frac{di_b}{dt} & = \frac{1}{3L}(-v_a + 2v_b - v_c) \\
\frac{di_c}{dt} & = \frac{1}{3L}(-v_a - v_b + 2v_c)
\end{align*}
\]  

(5.1)

where \( i_p \) and \( v_p \) are the phase current and voltage, respectively, in which \( p \in \{a, b, c\} \), and \( L \) is the phase inductance. In this work, we assume that the phase inductances are equal to each other.

If \( Q_1 - Q_3 \) are ON, the circuit is the same as Figure 5.2a with the difference that the conducting switches are in the upper half, and non-conducting switches are in the lower half of the circuit. Therefore, dynamics of the system will be the same as (5.1).

b) \( Q_1 \) and \( Q_2 \) are OFF, \( Q_3 \) is ON: Figure 5.2b demonstrates the circuit configuration in this mode of operation. Using the Kirchhoff’s circuit laws, dynamics of the circuit in this mode are expressed as

\[
\begin{align*}
\frac{di_a}{dt} & = \frac{1}{3L}(2v_a - v_b - v_c) + \frac{1}{3}V_B \\
\frac{di_b}{dt} & = \frac{1}{3L}(-v_a + 2v_b - v_c) + \frac{1}{3}V_B \\
\frac{di_c}{dt} & = \frac{1}{3L}(-v_a - v_b + 2v_c) - \frac{2}{3}V_B
\end{align*}
\]  

(5.2)

where \( V_B \) indicates the battery voltage. The diodes forward voltage has been neglected for brevity. Similar to (5.2), one can easily derive the model of the circuit when either \( Q_1 \) or \( Q_2 \) are ON and the other switches are OFF.

c) \( Q_1 \) is OFF, \( Q_2 \) and \( Q_3 \) are ON: The last modes of operation will be the ones with two switches in ON mode and one switch in OFF mode. Let us assume that \( Q_1 \) is OFF, while \( Q_2 \) and \( Q_3 \) are ON, as show in Figure 5.2c. Dynamics of the circuit in this mode can
be obtained as

\[
\begin{align*}
\frac{di_a}{dt} &= \frac{1}{3L}(2v_a - v_b - v_c) + \frac{2}{3}V_B \\
\frac{di_b}{dt} &= \frac{1}{3L}(-v_a + 2v_b - v_c) - \frac{1}{3}V_B \\
\frac{di_c}{dt} &= \frac{1}{3L}(-v_a - v_b + 2v_c) - \frac{1}{3}V_B
\end{align*}
\] (5.3)

By integrating dynamics of the circuit obtained in (5.1), (5.2), and (5.3), individually, one can derive the overall dynamics of the three-phase boost converter as follows

\[
\begin{align*}
\frac{di_a}{dt} &= \frac{1}{3L}(2v_a - v_b - v_c) - \frac{v_B}{6L}(2u_a - u_b - u_c) \\
\frac{di_b}{dt} &= \frac{1}{3L}(-v_a + 2v_b - v_c) - \frac{v_B}{6L}(-u_a + 2u_b - u_c) \\
\frac{di_c}{dt} &= \frac{1}{3L}(-v_a - v_b + 2v_c) - \frac{v_B}{6L}(-u_a - u_b + 2u_c)
\end{align*}
\] (5.4)

where \(u_a, u_b,\) and \(u_c\) can take values from the set \([-1, 1]\) (\(-1\) demonstrates the OFF state, while \(1\) demonstrates the ON state).

By defining \(i = [i_a, i_b, i_c]^T, v = [v_a, v_b, v_c]^T, u = [u_a, u_b, u_c]^T,\) and

\[
B = \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix}
\] (5.5)
Figure 5.2: Operation modes of the three-phase boost converter when (a) all switches are OFF, (b) two switches are OFF and one switch is ON, (c) one switch is OFF and two switches are ON.
and substituting in (5.4) the following vector model of the circuit can be obtained [119]

$$\frac{di}{dt} = \frac{1}{3L} Bu - \frac{V_B}{6L} Bu. \quad (5.6)$$

Note that, in the overall system the voltage vector $v$ in (5.6) can be replaced by its value from analyzing the input voltage waveform, based on the relative position or angle of the electric machine. This relationship will be further utilized to derive the control strategy for controlling the phase currents of the boost power stage.

### 5.2 Dynamic Model of a Suspension System Connected to a Linear Permanent Magnet Machine

A single degree-of-freedom suspension system is shown in Figure 5.3. Motion equations of this system are obtained by Newton’s second law as follows

$$m\ddot{x}_1 = k(x_2 - x_1) + c(\dot{x}_2 - \dot{x}_1) \quad (5.7)$$

where $k$, $c$, and $m$ are the spring coefficient, damping coefficient, and mass, respectively. The base is assumed to be directly connected to tire and road. Hence, $x_2$ is vibrating based on the road profile changes.

To implement the skyhook semi-active suspension system, the damper in Figure 5.3 is replaced with a three-phase linear permanent magnet synchronous machine, so the damping coefficient can be controlled in real time. This machine enables the energy transfer from mechanical linear vibrations into the energy stored in the battery, which results in damped vibrations. The machine consists of two parts, including a slider with a permanent magnet, and a stator with three-phase windings. The relative motion of these two parts results in generation of voltage across stator windings. In the following, a model of the aforementioned machine is presented to describe the relationship between the relative motion of the slider and the output voltages.

Based on [120] and by calculating the magnetic flux density in the machine, the voltage induced in each phase by the linear motion of slider is described as follows

$$v_a = k_e \cos\left(\frac{\pi}{\tau}(x_1 - x_2)\right)(\dot{x}_1 - \dot{x}_2)$$

$$v_b = k_e \cos\left(\frac{\pi}{\tau}(x_1 - x_2) - \frac{2\pi}{3}\right)(\dot{x}_1 - \dot{x}_2)$$

$$v_c = k_e \cos\left(\frac{\pi}{\tau}(x_1 - x_2) + \frac{2\pi}{3}\right)(\dot{x}_1 - \dot{x}_2) \quad (5.8)$$
where $k_e$ and $\tau$ are the machine constant and pole pitch, respectively [120]. In (5.8), the induced voltages can be rewritten as multiplication of the magnetic field related coefficient and relative speed of base and mass vibrations as

$$v_p = k_p \dot{x}_{\Delta}$$

where $p \in \{a, b, c\}$, and $k_p = k_e \cos \left( \frac{\pi}{\tau} x_{\Delta} + \phi_p \right)$. In the latter relationship, $\phi_p$ denotes the phase shift in each phase, which is equal to 0, $-\frac{2\pi}{3}$, and $\frac{2\pi}{3}$, for phases $a$, $b$, and $c$, respectively. Also, $x_{\Delta}$ denotes the relative displacement of the mass and body, i.e., $x_1 - x_2$.

Figure 5.3: A single degree-of-freedom suspension system.

The total thrust force of the machine is proportional to the magnetic field and the phase currents [71] and can be described as the sum of forces produced by each phase as

$$f_{\text{thrust}} = \sum_{p \in \{a, b, c\}} k_p i_p.$$  \hspace{1cm} (5.10)

The relationship between the thrust force and the phase currents can be further utilized to design a control strategy to provide the damping force needed for semi-active suspension.

To design the suspension system using the skyhook approach, the damper coefficient should be defined as [121]

$$c_{\text{sky}} = \begin{cases} c_s \frac{v_1}{v_{12}} & v_1 v_{12} > 0 \\ 0 & v_1 v_{12} < 0 \end{cases}$$

\hspace{1cm} (5.11)
where \(c_s\) is the constant value of damper, \(v_1\) is the speed, and \(v_{12}\) is the relative speed of the mass and base. Utilizing the damper coefficient, the damping force in the suspension system is described as \(f_{\text{damping}} = c_{sky}v_{12}\), which can be enforced by controlling \(f_{\text{thrust}}\) from (5.10). Therefore, by controlling the phase currents of the machine, one is able to control the generated force, which results in controlling the damping force of the suspension system. The issue of controlling the phase currents of the linear machine is addressed in the next section.

### 5.3 Controller Design Strategy for Linear Electric Machine

The control purpose in this work is to provide a controllable resistive behavior across the input terminals of the converter. It can be done by controlling the switching pattern of the switches so the overall circuit acts like the circuit shown in Figure 5.4. By providing a controllable resistive behavior using the boost converter, the output current of the linear permanent magnet machine will be controlled; hence, the damping force will be controlled based on (5.10). Solving the circuit in Fig. 5.4 in general results in (5.12). Therefore, the control goal can be redefined as regulating the input currents of the converter (phase currents) to follow desired currents, as follows

\[
\begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix} = \frac{1}{R} \begin{bmatrix} v_a \\ v_b \\ v_c \end{bmatrix} \tag{5.12}
\]

where

\[
R = \frac{1}{R_1R_2 + R_2R_3 + R_3R_1} \begin{bmatrix} 2(R_2 + R_3) & R_2 & R_3 \\ R_1 & 2(R_1 + R_3) & R_3 \\ -(R_1 + 2R_2 + 2R_3) & -(2R_1 + R_2 + 2R_3) & -2R_3 \end{bmatrix} \tag{5.13}
\]

Considering the application of this controller in an active suspension system, the value of resistances \(R_i, i = 1, 2, 3\) are assumed to be equal to \(R\). Based on this assumption and as the input voltage sources have 120 degrees phase difference, the final currents can be simply calculated based on \(i_p = \frac{1}{\pi}v_p, p \in \{a, b, c\}\).

To design the controller, an issue of uncontrollability for a set of control signals \(u_p\)s exists. Singularity of the gain matrix \(B\) yields in loss of controllability of the system in cases where
$u = [1, 1, 1]^T$ and $u = [-1, -1, -1]^T$. As these conditions will happen for finite times in real time control, the controller design is based on the assumption of avoiding these events to happen \[119\].

The sliding surface for the controller is defined based on the tracking error as follows

$$\sigma_p = i_p - i_{des_p} \tag{5.14}$$

where $p \in \{a, b, c\}$ and $i_{des}$ denotes the desired current profile. Based on the definition in (5.14), enforcing the system to reach $\sigma_i = 0$ is equivalent to the convergence of the errors to zero.

To demonstrate the stability of the controller in sliding mode, Lyapunov analysis can be used. Let us assume the Lyapunov function $V = \frac{1}{2} \sigma^T \sigma$. Therefore, its derivative is written as

$$\dot{V} = \sigma^T \dot{\sigma} = \sigma^T \left( \frac{1}{3L} B \dot{v} - \frac{V_B}{6L} B u - \frac{1}{R} \dot{v} \right). \tag{5.15}$$

The goal of the Lyapunov analysis is choosing control signal $u$ such that $\dot{V} < 0$. In order
to do so, let us define

\[ \psi_p = \left( \frac{k_e \dot{x}_\Delta}{L} - \frac{k_e \ddot{x}_\Delta}{R} \right) \cos \left( \frac{\pi}{\tau} x_\Delta + \phi_p \right) + \frac{V_B}{6L} \sum_k u_k \]

\[ + \left( \frac{k_e \pi}{R \tau} \dot{x}_\Delta \right) \sin \left( \frac{\pi}{\tau} x_\Delta + \phi_p \right) \]  

(5.16)

where \( p, k \in \{a, b, c\} \), and \( \phi_p \)s are defined as \( \phi_a = 0 \), \( \phi_b = -\frac{2\pi}{3} \), and \( \phi_c = \frac{2\pi}{3} \).

Using (5.16) one can re-write (5.15) as

\[ \dot{V} = \sum_p \sigma_p \psi_p - \frac{V_B}{2L} \sum_p \sigma_p u_p. \]  

(5.17)

The later relationship can be utilized to derive the existence condition of the sliding modes [119].

\[ \dot{V} \leq \sum_p |\sigma_p| |\psi_p| - \frac{V_B}{2L} \sum_p |\sigma_p| u_p \text{sign}(\sigma_p) \]

\[ \leq \bar{\psi} \sum_p |\sigma_p| - \frac{V_B}{2L} \sum_p |\sigma_p| \]

\[ \leq - \left( \frac{V_B}{2L} - \bar{\psi} \right) \sqrt{\sum_p \sigma_p^2} = - \left( \frac{V_B}{2L} - \bar{\psi} \right) \sqrt{\sigma^T \sigma} \]

\[ = - \left( \frac{V_B}{2L} - \bar{\psi} \right) \sqrt{2V} \]  

(5.18)

where the control signal \( u_p \) is defined as \( \text{sign}(\sigma_p) \) and \( \bar{\psi} \) is defined as \( \max(\bar{\psi}_p) \). Also, \( \bar{\psi}_p \) is the maximum value of \( \psi_p \). Based on

\[ a \cos x + b \sin x = \sqrt{a^2 + b^2} \cos \left( x - \tan^{-1} \frac{b}{a} \right), \]  

(5.19)

the value of \( \bar{\psi} \) can be obtained as

\[ \bar{\psi} = \frac{V_B}{6L} + \sqrt{\left( \frac{k_e \pi}{R \tau} \dot{x}_\Delta \right)^2 + \left( \frac{k_e \dot{x}_\Delta}{L} - \frac{k_e \ddot{x}_\Delta}{R} \right)^2}. \]  

(5.20)

Based on the Lyapunov theorem, the existence condition of the sliding mode is given as

\[ \frac{V_B}{2L} - \bar{\psi} > 0. \]  

(5.21)

Utilizing (5.20) in (5.21), the following inequality should exists between the input voltage amplitudes, the desired resistances, and the circuit parameters, so the sliding mode controller
can provide finite time convergence of $\sigma$ to zero \[119\].

$$\sqrt{\left(\frac{k_e \pi \Delta \dot{x}_\Delta}{R \tau}\right)^2 + \left(\frac{k_e \dot{x}_\Delta}{L} - \frac{k_e \ddot{x}_\Delta}{R}\right)^2} < \frac{V_B}{3L}. \quad (5.22)$$

The value of $L$ is relatively small, and if $\dot{x}_\Delta$ is small enough, (5.22) can be simplified to $3k_e \dot{x}_\Delta < V_B$. Thus, based on the knowledge about the nature of the input, selecting a proper battery size is plausible, to ensure the existence condition of the sliding mode.

### 5.4 Simulation Results for a Linear Electric Machine

To verify the performance of the controller in section 5.3, and the damping system based on skyhook method, a Simulink model of the converter along with the proposed sliding mode controller was developed using the SimPowerSystems toolbox in Matlab/Simulink environment. Figure 5.5 demonstrate the schematics of the feedback control system. After that, the suspension system was simulated along with the linear permanent magnet machine and the power electronics circuit. The results of these two simulations is analyzed in this section.

![Figure 5.5: Feedback control system schematics.](image)

#### 5.4.1 Controller performance

The parameters of the circuit and controller simulation are shown in Table 5.1. The system was simulated using sinusoidal input voltage sources for different conditions.

In the first test, the source inputs were chosen as $v_a = 12.5 \sin (40\pi t)$, $v_b = 12.5 \sin (40\pi t - \frac{2\pi}{3})$, and $v_c = 12.5 \sin (40\pi t + \frac{2\pi}{3})$, while the desired resistances were chosen to be equal to each other and equal to $2\Omega$. In the second test, the desired resistances were chosen as $R_1 = 2\Omega$, $R_2 = 1\Omega$, and $R_3 = 0.5\Omega$ to demonstrate the effectiveness of the controller when the desired resistances are not equal to each other. Figure 5.6 demonstrates the performance...
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of the controller in these tests. This figure verifies the perfect performance of the controller to regulate the input currents of the converter.

Table 5.1: Simulation circuit parameters

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boost inductor, $L(mH)$</td>
<td>0.1</td>
</tr>
<tr>
<td>Inductors resistance ($\Omega$)</td>
<td>0.01</td>
</tr>
<tr>
<td>Boost output capacitor, $C(mF)$</td>
<td>0.2</td>
</tr>
<tr>
<td>Battery voltage, $V_B(V)$</td>
<td>36</td>
</tr>
<tr>
<td>Switching frequency, $f_s(kHz)$</td>
<td>10</td>
</tr>
</tbody>
</table>

5.4.2 Lyapunov existence condition

Equations (5.9) and (5.22) show that increasing the input voltage of the converter more than a certain boundary value, results in the violation of the existence condition. To demonstrate the effect of the Lyapunov existence condition, the control system was re-simulated for larger input voltages. The amplitude of phase voltages were decreasing over time, but they are violating (5.22) in the first period (before $t = 0.02$). Figure 5.7 illustrates the phase currents in this situation, which indicates that the controller is unable to converge to the sliding surface, in the periods that the Lyapunov existence condition has not been satisfied.

5.4.3 Robustness analysis through simulation

In the next step, the robustness of the controller was investigated by changing the desired input resistances, and the input voltage sources. The simulation started with the first set of parameters from Table 5.2. After $t = 0.1$, it is switched to the second set from the table, and again at time $t = 0.2$, the third set is selected. Figure 5.8 illustrates the results of these tests, which show almost no performance deterioration of the controller in terms of keeping the resistive behavior. Also, the changes in the amplitude and frequency of the input voltages and the effect of varying the desired resistances can be verified in this figure.
Figure 5.6: Simulation results for the closed-loop controller in different situations: (a) Sinusoidal inputs and equal desired resistances, (b) Sinusoidal inputs and different desired resistances.
Figure 5.7: Simulation results for the closed-loop controller in the case that Lyapunov existence condition has not been satisfied. Arrows show the inability of the controller to converge to the sliding surface, in this case.

Table 5.2: Robustness analysis parameters

<table>
<thead>
<tr>
<th>Set</th>
<th>$v_a$</th>
<th>$[R_1, R_2, R_3]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$6.25\sin(40\pi)$</td>
<td>$[2, 1, 0.5]$</td>
</tr>
<tr>
<td>2</td>
<td>$12.5\sin(24\pi)$</td>
<td>$[2, 1, 0.5]$</td>
</tr>
<tr>
<td>3</td>
<td>$12.5\sin(24\pi)$</td>
<td>$[1, 2, 1]$</td>
</tr>
</tbody>
</table>
Figure 5.8: Robustness of the controller regarding to instantaneous changes in input voltages, and desired resistances.

Figure 5.9: Suspension system schematic.
5.4.4 Simulation of the semi-active suspension system

In the last simulation, the performance of the power electronic control system was evaluated on a single degree of freedom suspension system including a skyhook damper. The schematic diagram of the system is shown in Figure 5.9. In this figure, the damping force exerted by the linear machine can be set and controlled through the boost converter input current. The parameters of the suspension system were chosen as \( m = 86.4\,\text{kg} \) and \( k = 7000\,\text{N/m} \). The results of the suspension system were compared with a simple spring and damper suspension system with a passive damper.

Figure 5.10 demonstrates the displacement transmission ratio between the base and the mass for the two cases as a function of \( \frac{\omega}{\omega_n} \), where \( \omega \) is the excitation frequency and \( \omega_n \) is the natural frequency of the suspension system. As it is illustrated in this figure, the proposed semi-active suspension system acts better for low and high frequency vibrations. For low frequency vibrations, the transmissibility is lower than the passive system. Regardless of the value of \( \zeta \) in the high frequency range, the transmissibility would always converge to zero. Also, in the proposed semi-active suspension system, the generated energy from damping, is stored in the battery, rather than wasted as heat in the damping system.

5.5 Dynamic Model of a Regenerative Suspension System Connected to a Rotary Permanent Magnet Machine

The amount of energy dissipated in a conventional suspension system can be stored by utilizing an electric system as indicated by [122], [123], which demonstrate that the dissipated energy of four dampers in a passenger car on a poor roadway with a speed of 13.4 m/s can reach to approximately 200W. In this section, the proposed control method for 3-phase boost converter circuit is utilized to store this energy into the battery. A mechanism to interface road vibrations and the boost converter circuit is a two-leg mechanism developed in the Motion and Power Electronics Control Laboratory. This mechanism converts vibrational linear motion into rotary motion, and a rotary permanent magnet machine is used to convert mechanical energy to electrical energy.
Figure 5.10: Simulation results for the single degree of freedom suspension system: (a) Passive suspension system, (b) Skyhook semi-active suspension system.
5.5.1 Regenerative Shock Absorber Using a Two-Leg Conversion Mechanism

Mechanical vibrations in a vehicle suspension system produce reciprocating motion. This motion has to be converted into rotary motion to be usable by the rotary machine. Using this system, rather than a linear machine, is more cost-effective and the resulting device would be much smaller in size. The interface between linear vibrations and rotary motion is done using a two-leg conversion mechanism. Figure 5.11 illustrates the designed shock absorber which will damp the vibrations while controlling the damping coefficient. The rotary machine will be introduced in the next section. Figure 5.12 shows the schematic diagram of the two-leg mechanism designed and developed in Motion and Power Electronics Control Laboratory, Simon Fraser University, by Mr. Amir Maravandi. This mechanism acts as a converter of the linear vibrational motion to rotary motion. The rotary motion is then translated to the rotary machine utilizing a gear-head system. The relations of the linear motion, rotary motion, and the total damping of the system are described in [124].

In [124] the effect of connecting resistors at the output terminals of the rotary machine is described. Based on the analysis, the relation between the linear damping coefficient of the system, and the resistance values is as follows

\[ B_L = \frac{1.5 \times n^2 k_t^2}{\eta_{tl} \eta_{gh} \eta_g c^2 (R + r)} \]  \hspace{1cm} (5.23)

where \( B_L \) is the linear damping coefficient, \( n \) is the gear-head ratio, \( k_t \) is the torque constant of the rotary machine, \( c \) is the linear to rotary motion conversion ratio, \( R \) and \( r \) are the external and internal resistances of the rotary machine, respectively, and \( \eta_{tl}, \eta_{gh}, \) and \( \eta_g \) are two-leg mechanism, gear-head and generator efficiencies, respectively.

Utilizing (5.23) and the proposed control strategy in this chapter, the linear damping of the system can be controlled, based on desired needs of the system. To perform the experiments, the whole system has been tested with an actual resistor, and also with the developed power electronic circuit. The results were compared to each other for different amplitudes and frequencies of vibration.
Figure 5.11: Regenerative shock absorber [124].

Figure 5.12: Two-leg mechanism schematic diagram [124].
5.5.2 Rotary Permanent Magnet Machine and Controller Design and Considerations

The rotary machine in this work is a brushless permanent magnet synchronous generator. In this machine, the rotor is a permanent magnet, while the stator includes 3-phase windings, spatially apart by 120 degrees. Based on the rotational movement of the motor, a 3-phase voltage waveform will be induced in the stator coils [125]. These voltages are given by

\[ v_a = N\Phi\omega(t)\cos(\theta(t)) \]
\[ v_b = N\Phi\omega(t)\cos(\theta(t) - \frac{2\pi}{3}) \]
\[ v_c = N\Phi\omega(t)\cos(\theta(t) + \frac{2\pi}{3}) . \] \hfill (5.24)

where \( N \) is the number of turns in each stator coils, \( \theta(t) \) is the rotor angular position, which is time-dependent, and \( \Phi \) represents the flux passing through each coil given by

\[ \Phi = 2rl_CB_M \] \hfill (5.25)

in which \( l_C \) represents the length of the conductor in the magnetic field, \( B_M \) is the maximum magnetic flux density, and \( r \) is the radius of the conductor. Rotor angular speed, i.e., \( \omega(t) \), can also be defined as

\[ \theta(t) = \int_0^t \omega dt + \theta(0) \rightarrow \omega(t) = \frac{d\theta(t)}{dt} \] \hfill (5.26)

where \( \theta(t) \) is the angular position of rotor, which will be changing based on the road condition.

Using the relations of the 3-phase boost converter and applying similar control strategy, one can design a proper sliding mode control and find the existence conditions of the sliding modes for the case of connecting the 3-phase rotary machine to the circuit.

Based on (5.24), and by defining \( \nu(t) = N\phi\omega(t) \) and \( \cos\theta = [\cos(\theta(t)), \cos(\theta(t) - \frac{2\pi}{3}), \cos(\theta(t) + \frac{2\pi}{3})]^T \), one can re-write (5.6) as

\[ \frac{di}{dt} = \frac{1}{3L}B\nu(t)\cos\theta - \frac{V_B}{6L}Bu . \] \hfill (5.27)

By defining similar sliding surface, control signal, and Lyapunov function as before, the control goal is showing that the control signal is chosen such that \( \dot{V} < 0 \). To do so, let us
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\[ \psi_p = \left( \frac{\nu(t)}{L} + \frac{\nu(t)\dot{\omega}(t)}{R} \right) \sin(\theta(t) + \phi_p) + \frac{V_B}{6L} \sum_k u_k - \frac{\dot{\nu}(t)}{R} \cos(\theta(t) + \phi_p) \]  

(5.28)

where \( p, k \in \{a, b, c\} \), and \( \phi_p \)s are defined as \( \phi_a = 0 \), \( \phi_b = \frac{-2\pi}{3} \), and \( \phi_c = \frac{2\pi}{3} \).

Using (5.28) one can re-write (5.15) as

\[ \dot{V} = \sum_p \sigma_p \psi_p - \frac{V_B}{2L} \sum_p \sigma_p u_p \]  

(5.29)

which is similar to (5.17). The rest of the formulations are the same as in section 5.3. The only difference is the value of \( \bar{\psi} \), which in this case can be obtained as

\[ \bar{\psi} = \frac{V_B}{6L} + \sqrt{\left( \frac{\nu(t)}{L} + \frac{\nu(t)\dot{\omega}(t)}{R} \right)^2 + \left( \frac{\dot{\nu}(t)}{R} \right)^2} \]  

(5.30)

Based on the Lyapunov theorem, the following inequality should exists between the input voltage amplitudes, the desired resistances, and the circuit parameters, so the sliding mode controller can provide finite time convergence of \( \sigma \) to zero [119].

\[ \sqrt{\left( \frac{\nu(t)}{L} + \frac{\nu(t)\dot{\omega}(t)}{R} \right)^2 + \left( \frac{\dot{\nu}(t)}{R} \right)^2} < \frac{V_B}{3L}. \]  

(5.31)

Since the value of \( L \) is usually small, and if \( \dot{\omega}(t) \) is small enough, (5.31) can be simplified to \( 3\nu(t) < V_B \). Thus, based on the knowledge about the nature of the input sources, selecting a proper battery size is plausible, to ensure the existence condition of the sliding mode.

5.6 Simulation Results for the Rotary Machine Output Control

To verify the performance of the controller, a Simulink model of the converter along with the proposed sliding mode controller is developed using the SimPowerSystems toolbox in the Matlab/Simulink environment. The parameters of the simulation are shown in Table 5.1. The schematics of the control system would be the same as for the linear electric machine, i.e., Figure 5.5, with the difference of having rotary electric machine in the schematics.
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Simulation results were obtained for road profiles using Gaussian functions. In these simulations the transfer characteristics between the linear damper movement, and rotary movement of the rotor were assumed to be linear. Also, extra simulations were performed to illustrate the effect of inequality (5.31) in the existence of the solution and to demonstrate the robustness of the controller in response to instantaneous changes in the desired damping.

A combination of four Gaussian functions were chosen to simulate the actual bumps and holes of a sample road profile. Therefore, the rotary angle for each section is defined as follows

$$\theta(t) = ae^{-\frac{(t-b)^2}{2c^2}}$$

where \(a\), \(b\), and \(c\) are the height, peak position, and the standard deviation of the function, respectively. By changing these constants, different scenarios can be simulated. For the purpose of this simulation, the parameters for four different functions are set as shown in Table 5.3.

**Table 5.3: Gaussian functions parameters**

<table>
<thead>
<tr>
<th>Set</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.5</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>0.6</td>
<td>0.1</td>
<td>0.003</td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>0.17</td>
<td>0.02</td>
</tr>
<tr>
<td>4</td>
<td>-1.0</td>
<td>0.25</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Using (5.32), the angular speed is given by

$$\omega(t) = \frac{d\theta(t)}{dt} = -\frac{a}{c^2} \frac{-b}{e^{-\frac{(t-b)^2}{2c^2}}},$$

By utilizing (5.33) in (5.24), the input voltage sources are derived as follows

$$v_a = N\Phi\left(-a\frac{t-b}{c^2}e^{-\frac{(t-b)^2}{2c^2}}\cos\left(\frac{ae^{-\frac{(t-b)^2}{2c^2}}}{3}\right)\right),$$

$$v_b = N\Phi\left(-a\frac{t-b}{c^2}e^{-\frac{(t-b)^2}{2c^2}}\cos\left(\frac{ae^{-\frac{(t-b)^2}{2c^2}}}{3} - \frac{2\pi}{3}\right)\right),$$

$$v_c = N\Phi\left(-a\frac{t-b}{c^2}e^{-\frac{(t-b)^2}{2c^2}}\cos\left(\frac{ae^{-\frac{(t-b)^2}{2c^2}}}{3} + \frac{2\pi}{3}\right)\right)$$

The voltage signal in (5.34) is used with the control algorithm simulated such that the currents of the rotary machine are regulated based on the desired resistance. Figure 5.13a
demonstrates the road profile. Also, Figure 5.13b demonstrates the desired and actual currents of each phase, corresponding to desired values of damping. In this simulation, the value of desired resistance was set to $2\Omega$. The simulation results demonstrate perfect tracking of the desired currents in each phase.

5.6.1 Lyapunov existence condition

To demonstrate the effect of (5.31), the simulation has been iterated for a larger input voltage which will cause $\nu(t)$ to be larger than the battery voltage divided by 3, in a small period of time. Figure 5.14 illustrates a phase current waveform in this situation, which indicates that the controller is unable to converge to the sliding surface whenever inequality (5.31) is not satisfied (shown by arrows). In this figure, the results have been illustrated for one phase. Similar characteristics are found for the other 2 phases.

5.6.2 Robustness analysis

In the last step of simulation, the robustness of the controller was investigated by changing the desired input resistances, i.e., desired damping. To perform this investigation, the value of desired input resistance is changed from $2\Omega$ to $0.5\Omega$ instantaneously, at $t = 0.15s$. Figure 5.15 illustrates the results of this test, which evidently shows almost no performance deterioration of the controller in terms of maintaining the resistive behavior. Also, in this figure, just one of the phase currents and its desired values are shown.

5.7 Experimental Results for the Regenerative Suspension System

The 3-phase boost converter is implemented and utilized in a shock absorber system including a two-leg mechanism, a planetary gear-head (Maxon GP52C223087), and a rotary permanent magnet brushless machine (Maxon ECmax40-369146) developed in the laboratory. To excite the shock absorber system, a hexapod (Mikrolar P2000) was used. Force and displacement signals were measured with a load cell (L204-200 from Omega) and a displacement sensor (MLT series 101.6 mm from Honeywell), respectively. Also, a dSPACE 1104 real-time board along with a host computer system running Matlab is used for controller implementation and also data acquisition purposes. Figure 5.16 demonstrates the overall experimental system.
Figure 5.13: Simulation of a Gaussian road profile: (a) Road profile, (b) Phase and desired currents.
Figure 5.14: Simulation results, when the input voltage sources does not satisfy (5.31). Arrows show the inability of the controller to converge to the sliding surface in this case.

Figure 5.15: Robustness analysis results, for changing the desired input resistance at $t = 0.15s$. Arrow shows the point that the change in the input resistance is applied.
Figure 5.16: Experimental system.
The parameters of this system are introduced in [124]. Also, in [124] the relationship between linear damping coefficient, and the external resistance were verified. The main purpose of this research is to evaluate the performance of the 3-phase boost converter control strategy.

In the first condition, the external resistances were set as 0.5Ω. Then, the system was ran under different emulated vibration profiles, i.e., various amplitudes and frequencies, and force-displacement loops were recorded. In the second experiment, the external terminals of the rotary machine were connected to the 3-phase boost power electronic system, and the desired resistances was set to 0.5Ω. The system was again ran under similar vibrations as before, and the force-displacement loops were recorded. In the second set of experiments, the value of sense resistors, i.e., 0.2Ω, were considered as well.

Figure 5.17 demonstrates the force-displacement curves for different amplitudes and frequencies when a sinusoidal excitation is used. Considering the difference in the values of resistors, the results in Figure 5.17, comply with the results reported in [124] for the value of linear damping coefficient. From this figure, it is also evident that the controller exhibits the system response similar to the case where an external resistor was connected to the circuit. In lower frequencies and/or amplitudes, as the output voltage of the rotary machine is very small, the current is very small, which results in measurement errors. This error can be seen in Figure 5.17 as the difference between controller resistance and constant resistance in lower frequencies and/or amplitudes.

Figure 5.18 demonstrates the force-displacement loops at frequencies of 1Hz and 2Hz, for different amplitudes. Referring to this figure, the amount of damping energy (area inside the graphs) is increasing, based on the increase in linear vibration amplitude, which shows the increasing amount of vibrational energy. In this figure, it is also evident that the system with the controlled power electronic circuit can act similar to the system with constant resistors. Moreover, the fluctuations in the graphs are mainly because of the linear estimation error in the linear-to-rotary conversion relation stated in [124], which can be alleviated by proper control technique to consider the nonlinearities of the system as well.

5.8 Conclusion

In this chapter a sliding mode controller along with a three-phase boost converter were utilized to develop a semi-active regenerative suspension system. Using a proper control
Figure 5.17: Force-displacement loops for different frequencies and the amplitudes of (a) 5\,mm, (b) 7.5\,mm, and (c) 10\,mm. Subscripts 1 and 2 denote the test with constant resistance and the test with the controlled power electronic circuit, respectively.
Figure 5.18: Force-displacement loops for different amplitudes and the frequency of (a) 1.5 Hz and (b) 5 Hz. Subscripts 1 and 2 denote the test with constant resistance and the test with the controlled power electronic circuit, respectively.
strategy to enforce a resistive behavior across the input terminals of the converter, the required mechanical damping determined by the desired system damping was provided. The performance of the proposed control system and the suspension system were evaluated by simulation in the Matlab environment for a linear permanent magnet machine and by experiment using a two-leg mechanism and a rotary machine. The results demonstrate that not only the proposed nonlinear controller can enforce a resistive behavior and overcome the robustness issues, but also the performance of the semi-active suspension system was enhanced in comparison to a passive damper system.
Chapter 6

Summary, Conclusions, and Suggestions for Future Work

6.1 Summary and Conclusion

In this thesis, the idea of developing control strategies for enhancing the operation of boost converters in different application areas was presented. The applications of boost converter in maximum power point tracking of photovoltaic modules, load current control, and regenerative suspension were studied for single phase, three phase, and continuous or discontinuous conduction. The key contributions of the present dissertation can be summarized as follows:

1. Analytical solution for boost converters in continuous and discontinuous conduction were investigated and used to develop controllers for shaping the input behavior of the converter. The results verify that the proposed controller can provide a resistive behavior between input current and voltage of the boost converter.

2. Novel maximum power point identification techniques for photovoltaic modules were presented and utilized in maximum power point tracking control. Implementation of the proposed technique indicated its high convergence speed and tracking efficiency.

3. Load current non-minimum phase behavior in boost converters was investigated and a nonlinear controller was developed to control the load current regardless of the conduction mode. This controller enables the circuit to be used in a wide range of power.
4. Control of three-phase bidirectional converter to achieve resistive behavior at the input terminals was studied and the developed controller was utilized in regenerative suspension to provide controllable damping coefficient and storing the vibration energy into the battery.

The outcomes of this dissertation provide mathematical framework for analyzing and controlling the behavior of converters based on their applications.

6.2 Suggestions for Future Research

Based on the experience gained and results obtained in the course of this research, the following activities may be considered for future work.

6.2.1 Integrating Boost and Buck Converters

In many cases of renewable energy sources, the source voltage varies based on the operating conditions. A novel DC/DC converter proposed in [126] can be used to switch the converter system to boost or buck, based on the input and output voltage values. This circuit is illustrated in Fig. 6.1 and can be operated in either buck, boost, or pass-through modes. The proposed control strategies in this work can be extended to this converter, to shape its input/output behavior based on the specific application. The result of this study can lead to a global solution for a power electronic device as an interface between energy source and the storage device while addressing the control goals.

6.2.2 Maximum Power Point Tracking Under Partial Shadowing Conditions

In this research, different MPPT methods were proposed to operate a PV module at its MPP. However, in the case in which either a part of one module, or one or more modules in the string are shaded, the power-voltage characteristics of the PV module exhibits multiple local maxima [127]. Figure 6.2 demonstrates an example of this situation. Multiple local maxima would happen because of the existence of the bypass diode(s), and the current flow in them under partial shadowing situations. Previous works have addressed this issue using different control and MPPT strategies such as modified method of incremental conductance, sequential extremum seeking control, genetic algorithms, and particle swarm
optimization [128]-[134]. The real-time identification method and control approach proposed in this research can be extended to overcome the partial shadowing condition of PV modules.

6.2.3 Maximum Power Point Tracking of Series Photovoltaic Modules utilizing Module Integrated Converters

Utilizing Module Integrated Converters (MIC) can benefit the control system to achieve autonomous, decoupled MPPT controllers for each PV module in an array, which results in improved robustness and reliability, while regulating the array voltage to a fixed value. This approach effectively decouples each PV module from the array, making the module
insensitive to changes in the array and allowing it to operate at its MPP. The schematic of this system is shown in Figure 6.3. In this figure, the DC-DC converter is modeled by a resistance at the input terminal, and a power transfer device at the output terminal [96]. Therefore, the relationship between the input and output can be written as

\[ V_{Pi}I_{Pi} = \eta V_{oi}I_{oi}, \quad i = 1, 2, ..., n \]  

(6.1)

where \( \eta \) is the converter’s power transfer efficiency rate and

\[ 0 \leq \eta \leq 1 \]  

(6.2)

Integrating the results of sections 6.2.1 and 6.2.2, and the real time identification and control strategies proposed in this dissertation, the operating conditions of series PV modules can be identified and the modules can be operated in different modes based on their characteristics curves. Finding the optimal operating point for each module, individually, and the whole system together, along with the distributed control strategy is an interesting topic for future research.

### 6.2.4 Battery Management System Design

In this research, we did not study battery management circuitry and controllers. Pulsating current waveforms at the input terminals of the storage device can affect the battery lifetime, extensively. A battery management strategy is needed to extend the battery lifetime by controlling the charging rate and providing protection against overcharge, while taking care of high frequency changes of the battery current.

### 6.2.5 Active Suspension System Utilizing 3-Phase Bidirectional Converter

In this research a bidirectional boost converter was utilized and controlled to provide desired damping for the regenerative suspension systems, while retrieving the damped energy in the energy storage element. The bidirectional converter can be also utilized as an active suspension system, where both damping and stiffness characteristics of the system can be controlled. This system allows the suspension system designers to achieve higher levels of ride quality and car handling, while saving vibration energy and releasing it whenever needed.
Figure 6.3: Series PV modules with module integrated converters.
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