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Abstract

The accelerating expansion of the universe is considered to be a well-established fact. However, a physical explanation of its origin is still missing. While the cosmological constant, $\Lambda$, is the favorite candidate, a multitude of other theories have been proposed. Rather than testing every theory against data, one can adapt phenomenological approaches aimed at testing $\Lambda$.

Adopting a model-independent approach to studying dark energy, we have investigated the utility of wavelets for constraining the redshift evolution of the dark energy equation of state, $w(z)$, from a combination of the type Ia supernovae (SNe Ia), cosmic microwave background (CMB) and baryon acoustic oscillation (BAO) data. We have shown that sharp deviations from $w_\Lambda = -1$ can be detected efficiently. Applying this method to the "Constitution" SNe Ia data, combined with the CMB data from Wilkinson microwave anisotropy probe (WMAP) and BAO data from Sloan digital sky survey, provided only weak hints of dark energy dynamics.

Future weak lensing surveys will have the ability to measure the growth of large scale structure with accuracy sufficient for discriminating between different theories of dark energy and modified gravity (MG). The growth of structure can be tested, in a model-independent way, by parametrizing the evolution equations of cosmological perturbations. At the linear level, this can be achieved by introducing two scale- and time-dependent functions (MG functions). We have consistently implemented the parametrized equations in the commonly used public codes, CAMB and CosmoMC, while preserving the covariant conservation of the energy-momentum. As a demonstration, we have obtained joint constraints on the neutrino mass and parameters of a scalar-tensor gravity model from the CMB, SNe Ia and the correlation of CMB with large scale structure.

We have performed a Principal Component Analysis (PCA) to find the eigenmodes and
ABSTRACT

Eigenvalues of the forecasted covariance matrix of the MG functions for surveys like Dark Energy Survey and Large Synoptic Survey Telescope. By examining the eigenmodes, we can learn about the scales and redshifts where the surveys are most sensitive to modification of the growth. We have considered the impact of some of the systematic effects expected in weak lensing surveys. Also, we have demonstrated the utility of the PCA as an efficient way of storing information about the linear growth of perturbations.

Finally, we have analyzed the degeneracy between the MG functions and other cosmological parameters, paying special attention to the effective equation of state \( w(z) \). We have taken several models with different MG parametrizations and studied their merits. We have shown how the complementarity of different observables helps break the degeneracies.

Key words: dark energy, modified gravity, cosmological parameters, observational constraints, principal component analysis, massive neutrinos.
"There was a door to which I found no key
There was the veil through which I might not see ..."

- Omar Khayyam

To the random incidents in life ...
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Chapter 1

Introduction

With the development of General Relativity (GR) in the beginning of 20th century [1], our understanding of the universe fundamentally changed. Cosmology, as a new branch of science, could now be properly formulated in a theoretical framework. With the advancement of telescopes, further and further galaxies could be observed and the dynamics of their motion on larger scales began to be revealed. The agreement of Hubble’s discovery of the expansion of the universe [2] with solutions of GR equations of motion provided one of the first experimental confirmations in cosmology.

Based on the GR equations, the expansion rate of a universe containing only matter should eventually slow down due to the attractive force of gravity. That led many observational scientist to try to measure the slow-down rate, a deceleration parameter. To their surprise, observations of type Ia supernovae in 1998 revealed that at present, the expansion is instead accelerating [3, 4, 5].

The origin of cosmic acceleration is still a big puzzle in cosmology. The simplest model that could explain the new observations, the ΛCDM model, requires about 70% of the energy budget of the universe to come from vacuum energy, the Cosmological Constant (CC). CC has had a history of appearing in and then disappearing from the cosmological models. It was introduced by Einstein in 1917 to design a static, matter dominated universe [6]. After a proof that such universe is unstable [7], CC was forgotten until 1968, when Zel’dovich realized that the stress energy of empty space is mathematically equivalent to CC and, hence, can not be simply dismissed. 30 years later, there was, again, a good observational motivation for considering the CC.
As we will describe in this chapter, there are problems associated with CC which have motivated physicists to think of alternatives to the $\Lambda$CDM model. Never short of ideas, theorists tried to introduce other theories of dark energy which could avoid some of the CC problems. In Chapter 2, we look at these theories, their observational consequences and their shortcomings.

As a different approach, the validity of GR on the cosmological scales has been questioned. Although GR had passed all the terrestrial and solar system tests, it has not been tested properly on very large scales. Alternative gravity theories have been proposed that behave differently from GR on cosmological scales. We will review these theories in Chapter 3.

All the proposed theories of dark energy or alternative gravity need to be studied thoroughly and tested against data. Despite the efforts for developing a compelling theory, capable of explaining the cosmic acceleration, no such theory is known yet. This has motivated taking a phenomenological approach instead. In this case, the goal would be to test the $\Lambda$CDM model against data in a model-independent way. If any departures from $\Lambda$CDM are observed, the efforts could then be focused efficiently on explaining the observed phenomena. In this thesis, new phenomenological schemes are developed for testing the $\Lambda$CDM model.

We start this chapter with a brief introduction to cosmology, and then move to description of the evidence for acceleration. Finally, we describe the $\Lambda$CDM model.

## 1.1 Basic cosmology

Our understanding of the universe is based on the *cosmological principle* stating that the universe is spatially homogeneous and isotropic on large scales. This leads to a simple form of the metric for the universe, the Friedmann-Robertson-Walker (FRW) metric. The line element for the FRW metric is

$$ds^2 = -dt^2 + a(t)^2 \left[ dr^2 + S_k^2(r,R)d\Omega \right],$$

(1.1)
where $a$ is the scale factor, $t$ is the cosmic time, $R$ is the curvature radius of the universe and

$$
\kappa = \begin{cases} 
0 & S_\kappa(r,R) = r \\
-1 & S_\kappa(r,R) = R \sinh(r/R) \\
+1 & S_\kappa(r,R) = R \sin(r/R)
\end{cases}
$$

Flat geometry,

Open geometry,

Closed geometry. \hfill (1.2)

For a flat universe we can rewrite the line element as

$$
ds^2 = a^2(\tau)(-d\tau^2 + \delta_{ij} dx^i dx^j) \hfill (1.3)
$$

where here $x^i$ is a Cartesian coordinate, $d\vec{x} \equiv d\vec{r}/a(\tau)$ and

$$
d\tau = \frac{dt}{a(t)} \hfill (1.4)
$$

is the conformal time. The homogeneous and isotropic expansion of the universe can be characterized by the Hubble parameter defined as

$$
H \equiv \frac{\dot{a}}{a} \hfill (1.5)
$$

where dot represents derivative with respect to $t$. The value of the Hubble parameter today, $H_0$, is measured to be about 70 km/s/Mpc where 1 pc $\approx 3.1 \times 10^{16}$ meters.

The contents of universe are considered to be perfect fluids, with their energy-momentum tensor defined as

$$
T^\mu_{\nu} = (\rho + P)U^\mu U^\nu + Pg^\mu_{\nu}, \hfill (1.6)
$$

where $\rho$ is the energy density, $P$ is the isotropic pressure, and $U^\mu$ is the four velocity of the fluid. Energy-momentum conservation,

$$
T^\mu_{\nu;\mu} = T^\mu_{\nu,\mu} + \Gamma^\mu_{\alpha \nu} T^\alpha_{\sigma} - \Gamma^\alpha_{\nu \mu} T^\mu_{\alpha} = 0. \hfill (1.7)
$$

determines how the energy density of matter evolves as the universe expands. For $\nu = 0$ in
Eq. (1.8), we get the fluid or continuity equation

\[ \dot{\rho} + 3H(\rho + P) = 0. \]  \hspace{1cm} (1.8)

We can describe the relationship between a fluid’s pressure and energy density using an equation of state (EoS) parameter, \( w \),

\[ w \equiv \frac{P}{\rho}. \]  \hspace{1cm} (1.9)

and write Eq. (1.8) as

\[ \dot{\rho} + 3H(1 + w)\rho = 0. \]  \hspace{1cm} (1.10)

With a change of variables,

\[ \frac{d\rho}{dt} \to \frac{d\rho}{da} \frac{da}{dt}, \]  \hspace{1cm} (1.11)

the integration of Eq. (1.10) yields

\[ \frac{\rho_i(a)}{\rho_i^0} = \exp \left[-3 \int_a^1 (1 + w_i(a))d\ln a \right], \]  \hspace{1cm} (1.12)

where \( \rho_i^0 \) is the energy density today, when \( a = 1 \). For normal matter, the pressure of a species is related to the kinetic energy \( \propto m < v^2 > \), while the energy density \( \sim mc^2 \). Therefore, for non-relativistic matter, such as baryons and cold dark matter (CDM), one would expect the EoS to be negligible, while for relativistic species, such as photons, \( < v^2 > \sim c^2/3 \).

In cosmology, the dynamics of gravity is determined from the equations of General Relativity (GR). Unlike what we have in the classical physics, where the normalization of energy is arbitrary, in GR, however, the actual value of the energy density matters, i.e. the value of \( V_0 \) has a role in the dynamics. One then needs to include the expectation value of the vacuum, usually referred to as the cosmological constant (CC), \( \Lambda \). CC is a component with a constant energy density with an energy-momentum tensor as

\[ T^{\mu\nu} = -\rho_\Lambda g^{\mu\nu}. \]  \hspace{1cm} (1.13)
Requiring that $\dot{\rho}_\Lambda = 0$, Eq. (1.8) gives

$$\rho_\Lambda \equiv \Lambda / (8\pi G) = -P_\Lambda. \quad (1.14)$$

We can therefore write

$$\begin{align*}
w_{NR} & \approx 0, \\
w_R & = \frac{1}{3}, \\
w_\Lambda & = -1. \quad (1.15)
\end{align*}$$

For a constant $w$, Eq. (1.12) yields

$$\frac{\rho_i(a)}{\rho^0_i} = a^{-3(1+w_i)}. \quad (1.16)$$

Since the universe is made up of a variety of different matter species, we need to consider the dynamics from the combination of these fluids. Hence, we can define an effective EoS for the effective fluid as

$$w_{eff} = \frac{P_{tot}}{\rho_{tot}}, \quad (1.17)$$

where $P_{tot}$ and $\rho_{tot}$ are now the total pressure and energy density of the effective fluid.

### 1.1.1 Background dynamics

Dynamics of a homogeneous and isotropic universe, described by the FRW metric, is described by the evolution of the scale factor through the Einstein equations

$$G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 8\pi G T_{\mu\nu} - \Lambda g_{\mu\nu}. \quad (1.18)$$

Using Eqs. (1.1) and (1.8) in the above equation, we derive the evolution equations for the FRW universe. The 00 component of Eq. (1.18) gives the Friedmann equation

$$\left( \frac{\dot{a}}{a} \right)^2 \equiv H^2 = \frac{8\pi G}{3} \rho - \frac{K}{a^2} + \frac{\Lambda}{3}, \quad (1.19)$$
where \( \rho \) is the total energy density from all the constituents in the universe. Combination of the 00 and ii components of Eq. (1.18) gives us the acceleration equation

\[
\frac{\ddot{a}}{a} = -\frac{4\pi G}{3} (\rho + 3P) + \frac{\Lambda}{3}.
\] (1.20)

Eq. (1.20) predicts that the universe should be decelerating, \( \ddot{a} < 0 \), when it is filled with the ordinary types of matter (photons, neutrinos, dark matter (DM) and baryons) with \( w_{\text{eff}} \geq -1/3 \), but accelerating when \( w_{\text{eff}} \leq -1/3 \).

We can define a critical density, \( \rho_{\text{crit}}(a) \), as the total energy density in a flat universe, so that \( K = 0 \) in (1.19)

\[
\rho_{\text{crit}}(a) \equiv \frac{3H^2(a)}{8\pi G}.
\] (1.21)

The fractional energy density for a species \( i \), \( \Omega_i(a) \), is defined as

\[
\Omega_i(a) \equiv \frac{\rho_i(a)}{\rho_{\text{crit}}(a)}.
\] (1.22)

The fractional energy today for a species will be written \( \Omega_i^0 \). The above definitions will be useful later.

### 1.1.2 Cosmological distances

**Comoving Distance:** Comoving coordinates is a system of coordinates fixed with respect to the overall Hubble flow of the universe. In the comoving frame, the location of a given galaxy does not change as the universe expands. This allows distances and locations in an expanding FRW universe to be related simply in terms of the scale factor. For example, a physical distance between two objects can be described as

\[
d_{\text{phys}} \equiv a \chi,
\] (1.23)

where \( \chi \) is the corresponding distance in the comoving coordinates.

**Redshift:** The redshift, \( z \), is a measure of how much the wavelength of light is stretched
due to the expansion of the universe, while traveling a distance. It is defined as

\[ 1 + z \equiv \frac{\lambda(t_r)}{\lambda(t_e)} = \frac{a_r}{a_e}, \] (1.24)

where \( t_e \) and \( t_r \) are the times of emission and reception of light. One can easily relate the ratio of the wavelengths to the ratio of the corresponding scale factors, as shown in Eq. (1.24). One should note that this cosmological redshift is caused by the expansion of space, not due to the motion of the galaxies that would exist in the absence of expansion. This extra component in the motion of galaxies is called peculiar motion. Hence, the total redshift of galaxies (or other objects) can be written as

\[ 1 + z_{\text{tot}} = (1 + z_{\text{cosmology}})(1 + z_{\text{peculiar}}). \] (1.25)

Typical peculiar velocities are of the order of a few 100 km/s, so that, given \( H_0 \), they are \( \sim 10\% \) of cosmological expansion rate at distances \( \sim O\) (10 Mpc) [8].

**comoving horizon**: The comoving horizon is the maximum comoving distance that information could have propagated (light could have traveled) from the beginning of the universe. For a light ray moving in the radial direction, \( ds^2 = 0, d\theta = d\phi = 0 \) and thus, \( d\chi = dr = dt/a(t) \). Then, the total comoving distance traveled by the light ray is

\[ \chi(t) = \int_0^t \frac{dt'}{a(t')}. \] (1.26)

We can alternatively write this in terms of the scale factor and the Hubble parameter

\[ \chi(a) = \int_0^a \frac{da'}{a'^2 H(a')} . \] (1.27)

**Angular diameter distance**: The angular diameter distance, \( d_A \), is the distance to an object inferred from comparing the angular size of the object to its length which is assumed to be known from other ways. For an object of length \( L \) that appears in the sky with an angle \( \theta \), the angular diameter distance is

\[ d_A \equiv \frac{L}{\theta}. \] (1.28)
In the comoving coordinates

\[ \theta = \frac{L}{a_e \chi(a_e)}, \quad (1.29) \]

where \( \chi(a_e) \) is the comoving distance to the object and \( L/a_e \) is the comoving size of the object. We have to take into account that space has expanded between the emission and observation times. Hence, the angular diameter distance is

\[ d_A = a_e \chi(a_e) = \frac{\chi(z_e)}{1 + z_e}. \quad (1.30) \]

In a curved space, the angular size of the object is modified. From the FRW metric

\[ L = a(t)S_\kappa(r, R_0)\theta, \quad (1.31) \]

Therefore, in a curved space we have

\[ d_A = aS_\kappa(\chi, R_0). \quad (1.32) \]

**Luminosity distance:** The luminosity distance, \( d_L \), is inferred from comparing the brightness (flux) of an object to its luminosity. If an object with luminosity \( L \) is observed to have a flux \( F \), then from the inverse square law,

\[ d_L \equiv \sqrt{\frac{L}{4\pi F}}. \quad (1.33) \]

The cosmic expansion affects the luminosity distance in two ways: Firstly, the light is redshifted and its wavelength increases \( \sim 1/a \). Therefore the energy of the photons, \( E_\gamma \sim 1/\lambda \), decreases by factor \( a \). Secondly, the number of photons arriving at the detector is also reduced so that \( L_{\text{obs}} = a^{-2}L_{\text{emit}} \). Therefore, we have

\[ F = \frac{a^2L_{\text{obs}}}{4\pi \chi(a)^2}, \quad (1.34) \]

and

\[ d_L = \frac{\chi(a)}{a} = (1 + z)\chi(z). \quad (1.35) \]
where $\chi(a)$ is the comoving distance to the object. In a curved universe, the effective observed area is $A S_k^2(r, R_0)$ with $A$ being the surface area of emission. Hence we have

$$d_L = \frac{S_k(\chi, R_0)}{a}$$

(1.36)

We can combine Eqs. (1.30) and (1.35) to get

$$d_L(z) = (1 + z)^{\frac{2}{3}} d_A(z).$$

(1.37)

It means that in an expanding universe, different methods of measuring distances yield different results. While the difference becomes negligible at low redshifts, it is important at cosmological scales.

The distance measurements described above mainly constrain the background cosmological parameters. However, large scale structure surveys offer the opportunity to constrain more cosmological parameters by measuring the growth of cosmic structure (the growth of over-densities and peculiar velocities that seed galaxies and clusters of galaxies). By contrasting expansion history and growth of structure measurements, one can investigate evidence for dark energy perturbations and modifications to gravity [9, 10, 11, 12, 13, 14, 15, 16].

In the next section, we review the linear perturbation theory in cosmology and the dynamics of the growth of large scale structure in the universe.

### 1.2 Linear perturbation theory

#### 1.2.1 Gravitational instability and Jeans length

The large scale structure we see today is the result of primordial perturbations in the metric which then grew via the gravitational instability of matter. The growth of perturbation is opposed by the pressure of the relativistic matter so that the temporal behavior of the density contrast is governed by a balance between the two forces: the pressure force and the gravitational force.

In the Newtonian context, the evolution of density contrast, $\delta$, follows this second-order
differential equation [17]
\[
\frac{\partial^2 \delta}{\partial t^2} = c_s^2 \nabla^2 \delta - 4\pi G \rho \delta,
\]
where $\rho$ is the background density and
\[
c_s^2 = \frac{\delta P}{\delta \rho},
\]
is the sound speed of wave propagation in the medium. In the Fourier space, this equation becomes
\[
\frac{\partial^2 \delta}{\partial t^2} = (k^2 c_s^2 - 4\pi G \rho) \delta,
\]
Two different regimes can be found for Eq. (1.40): a harmonic regime for $k > k_J \equiv \sqrt{4\pi G \rho / c_s^2}$ and a growing exponential regime for $k < k_J$. The critical wavenumber, $k_J$, defines a critical length called the Jeans length
\[
\lambda_J = \sqrt{\frac{\pi c_s^2}{G \rho}}.
\]
On the scales smaller than the Jeans length, the pressure forces rule over gravity, preventing the growth of the overdensities. While on the scales larger than the Jeans length, density perturbations grow exponentially under the gravitational collapse.

Since the universe is expanding, it affects the growth of perturbations by introducing a characteristic length scale, the Hubble scale. The Hubble scale is a good measure of small scales and large scales in the universe at a given epoch. It also defines a causal scale below which, the Newtonian theory suffices to describe the gravity, while at larger scales, the full equations of GR is needed. The above analysis, neglecting the expansion and the curvature of the universe, can be valid only locally in a small region of the universe. We will see later how using GR equations in an expanding FRW universe would change the evolution equations of matter density perturbations. The Jeans condition remains the same apart for a scale factor contribution, so that for the gravitational collapse the wavenumber has to satisfy $k < a k_J$. It is important to note the role of the sound speed (and the pressure): the smaller its value is, the smaller is $\lambda_J$ and so a bigger part of the universe is undergoing a gravitational collapse.
1.2.2 Linear perturbations and gauge freedom

In general relativity (GR), the choice of metric variables is not unique, as there is a freedom in choosing a reference frame with respect to which perturbations are defined. This is referred to as \textit{gauge freedom}. By choosing a gauge, one is able to eliminate redundant degrees of freedom (DoF) in the metric and define density fluctuations. Depending on the purpose, one can choose a gauge in which computation is easier or a gauge where the physical interpretation and/or form of the evolution is simplest.

The most general form for a linearly perturbed flat FRW metric can be written as [18]

\[
\begin{align*}
g_{00} &= -a^2(\tau) \left\{ 1 + 2\psi(\vec{x}, \tau) \right\}, \\
g_{0i} &= a^2(\tau) w_i(\vec{x}, \tau), \\
g_{ij} &= a^2(\tau) \left\{ [1 - 2\phi(\vec{x}, \tau)]\delta_{ij} + \chi_{ij}(\vec{x}, \tau) \right\}, \quad \chi_{ii} = 0
\end{align*}
\]

where the functions \(\psi, \phi, w_i\) and \(\chi_{ij}\) represent the metric perturbations about the background spacetime. The trace part of the perturbation to \(g_{ij}\) is absorbed in \(\phi\), and \(\chi_{ij}\) is taken to be traceless.

As a symmetric \(4 \times 4\) tensor, the metric has ten distinct components, but not all of them are true DoF. The number of the true DoF of the metric can be found from considering the decomposition of each tensor field in Eq. (1.42). \(w_i\) and \(\chi_{ij}\) can be decomposed as

\[
\begin{align*}
w_i(\vec{x}, \tau) &= w^\parallel_i(\vec{x}, \tau) + w^\perp_i(\vec{x}, \tau), \\
\chi_{ij}(\vec{x}, \tau) &= \chi^\parallel_{ij}(\vec{x}, \tau) + \chi^\perp_{ij}(\vec{x}, \tau) + \chi^S_{ij}(\vec{x}, \tau),
\end{align*}
\]

where \(\perp, \parallel\) and \(S\) stand for transverse, longitudinal and solenoidal components, respectively. Since a transverse vector is divergenceless, it can be represented as the curl of another vector \(\xi_i\), while he longitudinal vector can be written as the divergence of a scalar \(B\). Therefore, we can write

\[
\begin{align*}
w^\perp_i &= \varepsilon_{ijk} \partial^j \xi^k, \\
w^\parallel_i &= \partial_i B.
\end{align*}
\]

The vector \(\xi_i\) appears to have three degrees of freedom, but one of these is redundant since
we can make the transformation $\xi_i \rightarrow \xi_i + \partial_i \lambda$, where $\lambda$ is a scalar. One can impose the condition $\partial^i \xi_i = 0$ to eliminate this freedom. Hence, there are two DoF from the transverse component and one from the longitudinal component. Similarly, the longitudinal and transverse components of $\chi_{ij}$ add three other true DoF. The solenoidal component in $\chi_{ij}$ can be derived from a transverse vector $\zeta_i$ which has two DoF.

Thus, we can write the ten distinct components of the metric in terms of four scalars with one DoF each, two transverse vectors with two DoF each, and one transverse (traceless) tensor ($\chi_{ij}^\perp$) with two DoF. These are referred to as the "scalar", "vector", and "tensor" modes of the metric [18].

For our purpose of studying the large scale structure at linear order, we consider only the scalar perturbations since these are the ones which couple to the matter perturbations. From the discussion above, the scalar perturbations in the metric can be written as [18]

\begin{align}
g_{00} &= -a^2(\tau) \left\{ 1 + 2\psi(\vec{x}, \tau) \right\}, \\
g_{0i} &= a^2(\tau) \partial_i B(\vec{x}, \tau), \\
g_{ij} &= a^2(\tau) \left\{ [1 - 2\phi(\vec{x}, \tau)]\delta_{ij} + \partial_i \partial_j E(\vec{x}, \tau) \right\},
\end{align}

where $\psi, \phi, A$ and $E$ are time- and space-dependent scalars. Furthermore, one can show that these four scalars are transformed under a general coordinate transformation by two other scalar functions [18]. Hence, there are only two true scalar DoF in the perturbed metric. However, the decomposition in Eq. (1.45) does not uniquely specify the two independent scalar variables. One can choose different coordinate systems in which the metric is decomposed into the same background metric but perturbations are different. By choosing a gauge we are specifying the perturbations we are working with. Here, we briefly introduce two frequently used gauges, synchronous and conformal Newtonian gauges, that will be used later.

The Synchronous gauge, in which $\psi = B = 0$, has the property that there exists a set of comoving observers which fall freely without changing their spatial coordinates. This is the natural coordinate system for freely falling observers. Each of such observers has conformal time, $d\tau$, and a fixed spatial coordinate label, $x^i$. These times and coordinate labels can be used to define the coordinate values at all spacetime points [15].

\footnote{Syncronous gauge has a residual degree of freedom that can be further eliminated by, e.g., setting the}
For the rest of this chapter, we work in the conformal Newtonian gauge in which \( E = B = 0 \) and the scalar linear perturbations to metric can be expressed as [18]

\[

g_{00} = -a^2(\tau) \left[ 1 + 2\psi(\vec{x}, \tau) \right], \\
g_{0i} = 0, \\
g_{ij} = a^2(\tau) \left[ 1 - 2\phi(\vec{x}, \tau) \right] \delta_{ij}. 
\]  

(1.46)

The conformal Newtonian gauge is a simple gauge to use for the scalar perturbations. It is called Newtonian gauge because perturbations of the metric in this gauge are simply related to the Newtonian gravitational potential of classical Newtonian gravity.

To study the growth of inhomogeneities in the full general relativistic way, we need to consider perturbations in metric and energy-momentum tensor. We choose to work in the conformal Newtonian gauge as a good choice when scalar perturbations are considered. At the linear level, the scalar perturbations are characterized by two scalar potentials \( \psi \) and \( \phi \), which appear in the perturbed line element as [18]

\[
ds^2 = a^2(\tau) \left\{ - (1 + 2\psi) d\tau^2 + (1 - 2\phi) dx^i dx_i \right\}. 
\]  

(1.47)

The components of the linearly perturbed energy momentum tensor can be written as

\[

T^0_0 = -\rho (1 + \delta), \\
T^0_i = -(\rho + P) v_i, \\
T^i_j = (P + \delta P) \delta^i_j + \pi^i_j, 
\]

(1.48)

where \( \delta \equiv \delta \rho / \rho \) is the density contrast, \( v \) the velocity field, \( \delta P \) the pressure perturbation and \( \pi^i_j \) denotes the traceless component of the energy-momentum tensor. Energy momentum conservation, \( T^{\mu\nu} \varepsilon_{\mu} = 0 \), for the inhomogeneous matter gives us the perturbed fluid equations [18]

\[

\dot{\delta} = -(1 + w) (ikv + 3\phi) - 3\dot{\mathcal{H}} (c_s^2 - w) \delta, \\
\dot{v} = -\dot{\mathcal{H}} (1 - 3w) v - \frac{\mathcal{H}}{1 + w} v - \frac{c_s^2}{1 + w} i k \delta - i k \psi + i k \sigma, 
\]

(1.49, 1.50)

velocity of CDM to zero.
where $\mathcal{H} = aH$. Substituting Eqs. (1.47) and (1.48) into Einstein equations, Eq. (1.18), one can derive the linear Einstein equations in the conformal Newtonian gauge [18]:

\begin{align}
  k^2 \phi + \frac{3}{a} \left( \dot{\phi} + \frac{\dot{a}}{a} \psi \right) &= 4\pi G a^2 \delta T^0_0, \quad (1.51) \\
  k^2 \left( \dot{\phi} + \frac{\dot{a}}{a} \psi \right) &= 4\pi G a^2 (\bar{\rho} + \bar{P}) \theta, \quad (1.52) \\
  \ddot{\phi} + \frac{\dot{\phi}}{a} (\psi + 2\phi) + \left( 2 \frac{\dot{a}}{a} - \frac{\dot{a}^2}{a^2} \right) \psi + \frac{k^2}{3} (\phi - \psi) &= \frac{4\pi}{3} G a^2 \delta T^i_i, \quad (1.53) \\
  k^2 (\phi - \psi) &= 12\pi G a^2 (\bar{\rho} + \bar{P}) \sigma, \quad (1.54)
\end{align}

where $\theta$ and $\sigma$ are defined as

\begin{align}
  (\bar{\rho} + \bar{P}) \theta &\equiv ik^j \delta T^0_j, \quad (\bar{\rho} + \bar{P}) \sigma \equiv -(\hat{k}^i \delta j^0_j - \frac{1}{3} \delta^i_j) \pi_j. \quad (1.55)
\end{align}

### 1.2.3 Initial conditions

The evolution equations derived in the previous section can be solved once the initial conditions for the perturbations are specified. In the linear theory, the evolution of each $k$ mode is independent. One can therefore evolve the equations for a given $k$-mode from when it is still outside the horizon, i.e., $k\tau \ll 1$. The initial conditions for perturbations is assumed to be set after inflation, when the corresponding mode is outside the horizon.

The leading-order behavior of super-horizon-sized perturbations in the conformal New-
tonian gauge can be summarized as [18]

\[
\psi = \frac{20 C}{15 + 4 R_\nu}, \\
\phi = \left(1 + \frac{2}{5} R_\nu\right)\psi, \\
\delta_\gamma = -2\psi, \\
\delta_c = \delta_b = \frac{3}{4} \delta_\nu = \frac{3}{4} \delta_\gamma, \\
\theta_\gamma = \theta_\nu = \theta_c = \theta_b = \frac{1}{2} (k^2 \tau) \psi, \\
\sigma_\nu = \frac{1}{15} (k\tau)^2 \psi,
\]

where \( C \) is a constant, \( R_\nu \equiv \bar{\rho}_\nu / (\bar{\rho}_\gamma + \bar{\rho}_\nu) \) and subscripts \( \gamma, \nu, c, b \) stand for photons, neutrinos, cold dark matter (CDM) and baryons, respectively. If we specify the initial value of \( \psi \) (or the constant \( C \)), all the other quantities can be derived from Eqs. (1.56). In the inflationary scenario, the initial value of \( \psi \) for each mode is related to the inflaton field \( \Phi \) as [19]

\[
\psi|_{\text{post inflation}} = \frac{2}{3} a H \frac{\delta \Phi}{\Phi}|_{\text{horizon crossing}}
\]

where \( \delta \Phi \) is the perturbations of the inflaton field and "horizon crossing" stands for the moment the corresponding mode exits the horizon.

### 1.3 Cosmological observables

#### 1.3.1 Distance measurements

**Supernovae**

*Type 1a supernovae (SNe Ia)* is an example of a standard candle. A standard candle is an object whose luminosity can be inferred from its physical properties, or some other observable. The apparent magnitude, \( m \), of an object is related logarithmically to its flux.
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For two objects, their apparent magnitudes and fluxes are related by

\[ m_1 - m_2 = 2.5 \log \left( \frac{F_2}{F_1} \right), \]

(1.58)

with the zero-point \( m = 0 \) set by a reference star. An object’s \textit{absolute magnitude} is defined as its apparent magnitude at a fixed distance

\[ m - M = 5 \log \left( \frac{d_L}{10 \text{pc}} \right), \]

(1.59)

where the fixed distance is 10 pc in the above equation. From a comparison between a supernova’s apparent and (assumed) absolute magnitudes, one can use Eq. (1.33) to estimate its luminosity distance. The quantity that is usually derived from measurements is the \textit{distance modulus}, \( \mu \), defined as

\[ \mu \equiv m - M = 5 \log \left( H_0 d_L \right), \]

(1.60)

where \( M \equiv M - 5 \log (H_0 Mpc^{-1}) + 25 \), is calibrated using low-redshift supernovae.

SNe Ia are extremely bright and are observable from very large distances. This property makes them an ideal target for measuring distances to objects at high redshifts. As we will see, SNe Ia observations gave the first evidence for cosmic acceleration, and have provided the most effective constraints on the dark energy EoS parameter.

**Cosmic Microwave Background (CMB)**

The Cosmic Microwave Background (CMB) are relic photons released at the time of \textit{recombination}, when the universe cooled enough for the ionized plasma of free electrons and protons to form neutral hydrogen. Before recombination, photons were interacting with the free electrons through the Thomson scattering. The scattering rate dropped significantly after recombination and, therefore, photons could \textit{freely stream}.

CMB is considered a \textit{standard ruler} and provides another measure of the expansion history. The angular diameter distance to the recombination is inferred by comparing the apparent angular size of correlations in the CMB temperature to their expected size, estimated from calculations of the propagation speed of photons in the ionized plasma, prior
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to recombination.

The sound speed of photons in the plasma prior to recombination, \( c_s \), is roughly given by \( c_s = c/\sqrt{3} \). The sound horizon at the recombination, \( r_s \), describes the maximum distance photons could have traveled until recombination time. It provides a typical correlation length for any inhomogeneities (appear as temperature fluctuations in the CMB) that could be generated through causal processes. The comoving scale of the sound horizon is given by

\[
 r_s = \int_{t_i}^{t_{\text{rec}}} c_s d\tau \sim \frac{(1+z_{\text{rec}})c_s}{H(z_{\text{rec}})},
\]

which is measured to be \( \approx 145 \) Mpc today. The angular size of \( r_s \) today can be derived as

\[
 \theta = \frac{r_s}{d_A},
\]

where \( d_A \) is the angular diameter distance to recombination. CMB provides a complementary measurement of expansion history to the SNe Ia observations. However, it contains much more information than just a distance to recombination. There are many secondary effects that change CMB on its way to reaching us today. Some of these effects will be explained in the following sections.

Baryon Acoustic Oscillations (BAO)

As explained before, prior to recombination the photons and baryons were tightly coupled to each other through Thomson scattering, and the electrostatic attraction of the electrons and protons. Due to this tight coupling, the pressure waves in baryons would propagate with the same speed as photons, i.e. with \( c_s \sim c/\sqrt{3} \). After decoupling from photons, baryons behaved as non-relativistic fluid and their sound speed dropped effectively to zero. As a result, baryon density distribution did not propagate anymore and a correlation with characteristic size \( r_s \) remains imprinted in the distribution of the baryons.

Baryons and DM then fell into each other’s gravitational well and seeded the large scale structure we observe today. This preferred scale, \( r_s \), can be observed in today’s galaxy correlation function as a correlation bump (fig. 1.1). When Fourier transformed, this bump translates into a series of oscillations and hence is called baryon acoustic oscillations (BAO).
Having a characteristic size, BAO can be used as another standard ruler for constraining the cosmological parameters.

**Complementarity of distance measures**

The constraints on the cosmological parameters from different distance measurements can act as complementary to each other to shrink the parameter constraints. The agreement between these measurements assures us that there are not any systematics that are not taken into account. As an example, the complementarity of distance measurements for constraining some of the main cosmological parameters is shown in Fig. (1.2).

### 1.3.2 Measurement of growth of structure

After cosmological distances, the next frontier in constraining the cosmological parameters is measurements of the growth of inhomogeneities in the universe. By observing how the large scale structure of the universe looks today, we can make inference about the initial conditions for the perturbed universe and the intermediate cosmological events. These observations are complementary to the background measurement described in the previous section and can constrain some of the parameters to which the background observables are weakly sensitive.

The observable quantities discussed in this section have a statistical nature and are based on the two-point correlation functions. The two-point correlation function between 2D-fields X and Y, measured by an observer at the origin, is defined as

\[
C^{XY}(\theta) = \langle X(\hat{n}_1) Y(\hat{n}_2) \rangle ,
\]

where \( \hat{n} \) is a direction in the sky, \( \hat{n}_1, \hat{n}_2 = \cos(\theta) \) and the average is over all the points on the sky. \( X(\hat{n}) \) (and also \( Y(\hat{n}) \)) can be expanded in spherical harmonics as

\[
X(\hat{n}) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{lm} Y_{lm}(\hat{n}) ,
\]
where $a_{lm}$ is the expansion coefficient. $C^{XY}(\theta)$ can be expanded in Legendre series as

$$
C^{XY}(\theta) = \sum_{\ell=0}^{\infty} \frac{2\ell + 1}{4\pi} C^{XY}_\ell P_\ell(\cos \theta).
$$

The expansion coefficients $C^{XY}_\ell \equiv \langle a_{lm} a_{l'm'}^* \rangle$ are called the angular power spectrum and can be written as

$$
C^{XY}_\ell = 4\pi \int \frac{dk}{k} \Delta_k^2 I^X_\ell(k) I^Y_\ell(k),
$$

where $I_\ell$ are the transfer functions defined as

$$
I^X_\ell(k) = \int_0^{z_*} dz W_X(z) j_\ell[kr(z)] \tilde{X}(k,z),
$$

and similarly for $I^Y_\ell$. In the above, $z_*$ is a sufficiently high redshift at which the initial condition for the mode $k$ is specified, $j_\ell$ are the spherical Bessel functions, $r(z)$ the comoving distance to a point at redshift $z$, and $W_X$ are the window functions which, depending on the observable, specify the range of redshifts contributing to $X$. Finally, $\tilde{X}(k,z)$ is the Fourier transform of the three-dimensional field $X(\hat{n}r(z),z)$ responsible for producing the two-dimensional observable $X$ (i.e. $X(\hat{n}) = \int_0^\infty dz W_X(z)X(\hat{n}r(z),z)$).

The statistical uncertainty in the angular power spectrum $C_\ell$ is

$$
\Delta C_\ell = \sqrt{\frac{1}{2(\ell+1)f_{\text{sky}}} C_\ell,
$$

where $f_{\text{sky}}$ is the fraction of the sky covered by a survey. This sampling uncertainty, known as cosmic variance, is because each $C_\ell$ has only $2\ell + 1$ degrees of freedom as the universe is isotropic (there is no preferred axis) and all the $m$ modes in $a_{lm}$ are summed over. For small $\ell$, cosmic variance puts a systematic limitation on the precision of the measurements of an observable.

**Galaxy number counts (GC)**

Galaxy number Count (GC) probes the distribution and growth of matter inhomogeneities. From Press-Schechter theory [23], one can calculate the fraction of space volume which collapses to form gravitationally bounded objects from initial random density fluctuations.
The number density of these objects has the following differential relation with the mass \((M)\) and redshift of the object \([19]\)

\[
\frac{dn(M, z)}{dM} = \sqrt{\frac{2}{\pi}} \frac{\rho_m \delta_c}{3M^2 \sigma} \exp\left(\frac{-\delta^2_c}{2\sigma^2}\right) \left[ -\frac{R d\sigma}{\delta dR} \right],
\]

where \(R\) is the radius over which the density field is smoothed, \(\sigma(R, z)\) is the rms of the smoothed density field and \(\rho_m\) is the density of a spherical region with radius \(R\)

\[
\rho_m = \frac{M}{4\pi R^3 / 3},
\]

and \(\delta_c\) is the critical density above which there is a gravitational collapse. Eq. (1.69) together with the knowledge about galaxy formation processes can be used to estimate the number of galaxies we should observe at each redshift.

One can describe the expected redshift distribution of galaxies by taking the total galaxy number density to be \([24]\)

\[
N_G(z) \propto z^2 \exp(-z/z_0),
\]

where the value of \(z_0\) for a given experiment depends on how faint an object it can observe and defines the redshift at which the most galaxies will be observed. This function compromises between two effects; more distant galaxies are harder to see and less of them have been formed at very high redshift, so they are less likely to be observed, but on the other hand, as one goes to higher redshifts, there is more volume of space available and thus one expects more galaxies. The window function is normalized so that the total number of galaxies matches that expected from a given survey.

With \textit{tomographic} surveys, one can estimate the redshift of the observed galaxies precise enough so that they can be distributed into multiple redshift bins. Labeling the bins with index \(i\), we have

\[
N_G(z) = \sum_i N_{Gi}(z).
\]

One can assume that the photometric redshift errors are Gaussian distributed, and that their rms fluctuations increase with redshift as \([231, 25]\)

\[
\sigma(z) = \sigma_{\max}(1+z)/(1+z_{\max}),
\]
where $z_{\text{max}}$ is the maximum redshift covered by a survey. The resulting photometric redshift distributions are given by

$$N_{G_i}(z) = \frac{1}{2}N_G(z) \left[ \text{erfc} \left( \frac{z_i - 1 - z}{\sqrt{2} \sigma(z)} \right) - \text{erfc} \left( \frac{z_i - z}{\sqrt{2} \sigma(z)} \right) \right],$$

(1.74)

where "erfc" is the complementary error function. For a given photometric redshift bin, the normalized selection function that appears in Eq. (1.67) is given by

$$W_{G_i}(z) = \frac{N_{G_i}(z)}{N^i},$$

(1.75)

where $N^i$ is the total number of galaxies in the $i$-th bin. Eq. (1.67) for GC is written as

$$I_{\ell}^G(k) = b_i \int_{0}^{z} dz W_{G}(z) j_\ell(kr(z)) \delta(k, z),$$

(1.76)

where $\delta(k, z)$ is the density contrast of baryonic matter (CDM + baryons) and $b_i$ is the bias in the $i$th bin. The bias coefficient accounts for the fact that baryonic matter traces the CDM:

$$\delta_b = b(k, z) \delta_m.$$

(1.77)

If only very large scales are considered, where linear perturbation theory is valid, the bias can be treated as scale-independent and only as a function of the redshift.

**Integrated Sachs Wolfe (ISW) effect**

As photons stream in all directions after recombination, they pass through gravitational potential wells, gaining energy as they fall into the well, and losing it as they climb out. During the period of accelerated expansion the growth of overdensities is suppressed and it causes the gravitational potential wells to decay over time so that photons gain more energy on their descent into the well than they lose on their climb out later. This gain in energy is translated into a boost in large scale correlation amplitude in the CMB power spectrum. Hence, ISW effect depends on the rate of the change in the gravitational potentials: $\Delta(\phi + \psi)/\Delta z$. 
The transfer function, Eq. (1.67), for ISW is

\[ I^{ISW}_\ell(k) = \int_0^{z_*} dz e^{-\tau(z)} j_i[kr(z)] \frac{\partial}{\partial z} [\psi + \phi], \]  

where \( z_* \) is the recombination redshift and \( \tau(z) \) is the reionization optical depth

\[ \tau(z) = \int_0^z n_e \sigma_T \frac{c}{(1+z)H(z)} dz. \]  

The \( e^{-\tau(z)} \) term in Eq. (1.78) takes into account that some CMB photons are scattered by free electrons created when the universe was reionized by the first stars at \( z \approx 10 \). Here \( n_e \) is the electron number density and \( \sigma_T \) is the Thomson scattering cross-section. The more opaque (more ionized) the universe is to the photons, the larger the optical depth.

ISW is a large scale effect and hence, is dominated by cosmic variance. It has been measured already to the cosmic variance limits by the WMAP survey [28].

**Weak lensing (WL)**

When light travels through a gravitational potential well its path is distorted much as it would be through an optical lens. Two primary effects happen due to lensing. The image can be magnified and also, the image can be distorted. Since we observe a 2-D field in sky, the effect of lensing on object can be described by the change in the observation angles of the objects.

If \( \theta_S \) and \( \theta \) are the angles of the light ray emitted by a source and observed by an observer respectively, then one can define a 2×2 symmetric matrix [19]

\[ A_{ij} = \frac{\partial \theta'_i}{\partial \theta_j}, \]  

(1.80)

describing the transformation between \( \theta'_S \) and \( \theta' \). The matrix \( A \) can be decomposed as

\[ A \equiv \begin{pmatrix} 1 - \kappa - \gamma_1 & -\gamma_2 \\ -\gamma_2 & 1 - \kappa + \gamma_1 \end{pmatrix}, \]  

(1.81)

where \( \kappa \) is the convergence which is related to the magnification, and \( \gamma = \gamma_1 + i\gamma_2 \) is the
shear. The weak lensing condition applies when $|\kappa|, |\gamma| \ll 1$.

The transfer function, Eq. (1.67), for WL convergence can be written as

$$I^\kappa_l(k) = \int_0^{z_*} dz W_\kappa(z) \, j_l[\kappa r(z)](\psi + \phi), \quad (1.82)$$

where $W_\kappa(z)$ is the window function

$$W_\kappa(z) = \int_z^{\infty} dz' \frac{r(z') - r(z)}{r(z)} n(z'), \quad (1.83)$$

and $n(z)$ is the normalized redshift distribution of galaxies. In the limit of weak lensing, the convergence power spectrum is identical to the shear power spectrum and it simplifies the extraction of information about the weak lensing field [29].

Lensing is sensitive to both dark energy’s effect on cosmic geometry, through the expansion history’s effect on the window function, and the growth of structure, sensitive to both the expansion history and the relation between gravity and matter inhomogeneities, through the transfer function.

Lensing surveys such as Canada France Hawaii Legacy Telescope (CFHTLS) [30, 31, 32] and the HST COSMOS survey [33, 34] have provided the first generation of lensing data that have been used to test the nature of dark energy. Upcoming surveys such as the Dark Energy Survey (DES) [35] and the Large Synoptic Survey Telescope (LSST) [36] will provide higher precision lensing data with which different models of dark energy and modified gravity can be tested and distinguished.

Systematic errors in weak lensing measurements include intrinsic correlations (intrinsic alignments) in galaxy shapes, uncertainties/ errors in photometric redshift estimates of galaxies and errors in shape measurement arising from anisotropy of the point spread function (PSF) of the detector, atmospheric distortions and pointing errors amongst others. We will explain these systematics in detail in Chapter 5.

**Cross-correlation of large scale structure observables**

The ISW and lensing observations directly probe the properties of the gravitational potentials. On the other hand, galaxy number count measurements provide an estimate of the gravitational potential. To recover the distribution of all matter, both dark and bary-
onic (luminous), one needs information about the bias. However by using cross-correlation of galaxy counts, ISW and lensing variables one can reduce the sensitivity to bias [37].

With regards to understanding cosmic acceleration it has been shown that cross-correlations could provide a powerful tool with which to distinguish between modified gravity and dark energy [38, 39, 40, 41, 42, 43, 44, 45, 46, 47].

1.4 Cosmic acceleration: the evidence

In this section we briefly review the observational evidence for the existence of a dark energy component in the universe., concentrating on the types of observation that have been introduced.

1.4.1 Constraints from Supernovae Ia

The direct evidence for the current acceleration of the universe is related to the observation of luminosity distances of high redshift supernovae [48, 49]. Until 1998, 42 SNe Ia had been discovered in the redshift range $z = 0.18-0.83$ by the Supernova Cosmology Project (SCP) [48], and 14 SNe Ia in the range $z = 0.16-0.62$ plus 34 nearby SNe Ia had been observed by the high-$z$ Supernova Team (HSST) [49].

Assuming a flat universe, the SCP team found $\Omega_m = 0.28^{+0.09}_{-0.08}$ (1σ statistical) $^{+0.05}_{-0.04}$ (identified systematics), thus showing that about 70% of the energy density of the present universe consists of dark energy. In 2004 Riess et al. [50] reported the measurement of 16 high-redshift SNe Ia with redshift $z > 1.25$ with the Hubble Space Telescope (HST). By including 170 previously known SNe Ia data points, they showed that the universe exhibited a transition from deceleration to acceleration at > 99 % confidence level with a best-fit value of $\Omega_m = 0.29^{+0.05}_{-0.03}$ (68% confidence level).

Figure 1.4.1 shows the observational values of the luminosity distance $d_L$ versus redshift $z$ together with the theoretical curves derived from Eq. (1.33). This shows that a matter dominated universe without a cosmological constant ($\Omega_m^{(0)} = 1$) does not fit to the data. A best-fit value of $\Omega_m^{(0)} = 0.31^{+0.08}_{-0.08}$ was also obtained in a joint analysis of [51] which is consistent with the result of [50].
1.4.2 Constraints from the CMB

The observations related to the CMB support the ideas of a dark energy dominated universe [52]. Using the most recent WMAP data [52] with an assumption of a constant equation of state $w_{\text{DE}} = -1$ for dark energy, then combining WMAP and the Supernova and BAO data implies $\Omega_K = -0.080^{+0.071}_{-0.093}$, consistent with a flat universe. In Fig. 1.4, the confidence regions coming from combined data is plotted. Clearly the flat universe with a cosmological constant is favored.

1.4.3 The age of the universe

Another evidence for the existence of dark energy emerges from the comparison of the age of the universe ($t_0$) to the age of the oldest stellar populations ($t_s$). One requires that $t_0 > t_s$, but it is difficult to satisfy this condition for a flat cosmological model with normal matter. On the other hand, the presence of dark energy (cosmological constant) can resolve this age problem.

The age of the oldest stellar objects have been constrained by different groups. The age of Globular clusters in the Milky Way are estimated as $t_1 = 13.5 \pm 2$ Gyr from a distance-independent method [53]. Using the white dwarfs cooling sequence method, the age of the globular cluster M4 is constrained to be $t_1 = 12.7 \pm 0.7$ Gyr [54, 55]. Then, the age of the universe needs to satisfy the lower bound: $t_0 > 11-12$ Gyr.

The age of the universe is given by

$$t_0 = \int_0^{t_0} dt = \int_0^{\infty} \frac{dz}{H(1+z)} = \int_0^{\infty} \frac{dz}{H_0 x(x^4 + \Omega_{m}^{(0)} x^3 + \Omega_{\Lambda}^{(0)} - \Omega_{K}^{(0)} x^2)^{1/2}},$$

(1.84)

where $x(z) \equiv 1 + z$. We can neglect the contribution of the radiation term since the radiation dominated period is much shorter than the total age of the universe and the contribution of $z \gtrsim 1000$ is negligible. For a flat, matter-dominated universe we then obtain

$$t_0 \approx \frac{2}{3H_0},$$

(1.85)
which does not satisfy the stellar age bound ($t_0 > 11\text{-}12 \text{ Gyr}$). Hence a flat universe without a dark energy component suffers from an age problem. The observations of the CMB [52] constrain the curvature of the universe to be very close to flat, i.e., $|\Omega_K| = |\Omega_m - 1| < 1$, and therefore, the case of a non-flat universe can not be considered here.

On the other hand, a flat universe with a dark energy component (cosmological constant) ($\Omega_\Lambda \neq 0$) satisfies the constraint $t_0 > 11\text{-}12 \text{ Gyr}$ coming from the oldest stellar populations. In this case Eq. (1.84) gives

$$H_0 t_0 = \int_0^\infty \frac{dz}{(1+z)\sqrt{\Omega_m^{(0)} (1+z)^3 + \Omega_\Lambda^{(0)}}} = \frac{2}{3\sqrt{\Omega_\Lambda^{(0)}}} \ln \left( \frac{1 + \sqrt{\Omega_\Lambda^{(0)}}}{\sqrt{\Omega_m^{(0)}}} \right), \quad (1.86)$$

where $\Omega_m + \Omega_\Lambda = 1$. When $\Omega_m = 0.3$ and $\Omega_\Lambda = 0.7$ one has $t_0 = 0.964H_0^{-1}$, which corresponds to $t_0 = 13.1 \text{ Gyr}$ for $h = 0.72$ [8].

### 1.4.4 ISW signal from Cross-correlation of CMB and GC data

An independent evidence for the existence of dark energy ($\Omega_\Lambda \neq 0$) comes from the measurement of a non-zero ISW effect. During the matter domination era, the gravitational potential remains constant in a flat universe, which means that there will be no ISW produced in this era. On the other hand, in the presence of dark energy or if the geometry of the universe has curvature, the gravitational potential changes with time. Since the curvature of the universe is known to be very close to flat from the CMB data, an ISW signal can be attributed to a dark energy component.

Measurements of the ISW effect is difficult due to different reasons. First of all, ISW effect produces very small CMB anisotropy compared to the original anisotropy ($\sim 10\%$) [56]. Also, there is no small scale ISW effect since the produced anisotropies, positive and negative, will cancel out. The large scale ISW signal, on the other hand, is limited by the cosmic variance.

This problem can be solved by measuring the correlations between the ISW effect and the density of galaxies. The cross-correlation power spectrum, $C_f^{\text{ISW}}$, can be derived using
Eqs. (1.76) and (1.78). From a combination of large scale structure and CMB data, \( C_{\ell}^{G\ ISW} \) is measured to be non-zero on large scales confirming the existence of dark energy [56].

1.5 \( \Lambda \)CDM model

The \( \Lambda \)-Cold Dark Matter (\( \Lambda \)CDM) or the *concordance* model is the standard model of cosmology at present. It is the simplest known model that is in agreement with the observational data so far. The main assumptions in the \( \Lambda \)CDM model is that: The dark energy component in the universe is a Cosmological Constant (CC) with \( \Omega_{\Lambda} \approx 74\% \); the dark matter component is mostly cold (\( v_{CDM} < < c \)) with \( \Omega_{CDM} \approx 22\% \); and \( \Omega_{baryons} \approx 4\% \) for baryonic matter. The model assumes a nearly scale-invariant spectrum of primordial perturbations and a flat universe which is much larger than the observable particle horizon due to the cosmic inflation.

While the \( \Lambda \)CDM model is simple and agrees very well with the data, it suffers from a series of theoretical, philosophical and observational inconsistencies. These issues have been summarized as follows:

**The cosmological constant problem:**

In the \( \Lambda \)CDM model, the CC emerges from the vacuum energy. The total vacuum energy is the sum over contributions from all the quantum fields:

\[
\rho_{\text{vac}} = \frac{1}{2} \sum_{\text{particles}} g_i \int_0^{k_{\text{max}}} \frac{d^3 k}{(2\pi)^3} \sqrt{k^2 + m^2},
\]

where \( g_i = (-1)^{2j}/(2j+1) \) is the degeneracy factor for a particle of spin \( j \). \( \rho_{\text{vac}} \) is dependent on the cutoff value \( k_{\text{max}} \) and should be comparable to the vacuum energy today:

\[
\rho_{\text{vac}} \sim \rho_{\text{crit}} \sim 10^{-47}\text{GeV}^4.
\]

All the physically meaningful cutoff scales fail to provide a comparable value for vacuum energy, and the discrepancies are orders of magnitude. For example, a Planck scale cutoff would give \( \rho_{\text{vac}} \sim 10^{74}\text{GeV}^4 \sim 10^{123}\rho_{\text{crit}} \). Applying a QCD or supersymmetry cut-
off scale would remove many order of magnitudes of the discrepancy, but still a significant fine tuning would be needed. This is also referred to as the *old* cosmological constant problem [58].

**The coincidence problem:**

The energy density of the different constituents in the universe change very differently as the universe expands (Fig. 1.5). This raises the suspicion of why the accelerated expansion should occur at present, not at any other time in the long history of the universe. This is referred to as the *new* cosmological constant problem by Weinberg [58].

**Massive neutrinos:**

Neutrinos are assumed to be massless in ΛCDM. It wasn’t until the Super-Kamiokande [59] and SNO [60] experiments that the detection of neutrino flavor oscillations proved non-zero mass for these species. Since then, constraining the masses of different neutrino generations have become an important goal of particle physics and cosmology experiments. Particle physics limits on the neutrinos mass are obtained from beta-decay [61] and neutrinos oscillations [62]. The neutrino oscillation experiments provide the following relations for the difference between the squared masses of 3 neutrino generations:

\[
|\Delta m^2_{31}| = |m^2_3 - m^2_1| = 2.2^{+1.1}_{-0.8} \cdot 10^{-3} \text{eV}^2,
\]

\[
\Delta m^2_{21} = m^2_2 - m^2_1 = 7.9^{+1.0}_{-0.8} \cdot 10^{-5} \text{eV}^2. \quad (1.89)
\]

Cosmological experiments on the other hand are not sensitive to neutrino flavors but are mainly sensitive to the total neutrino mass and to some extent to their mass hierarchy. The combination of today’s cosmological data provide an upper limit of \(\sum m_\nu < 0.3\text{eV} [63]\).

### 1.6 Alternatives to CC dark energy of the ΛCDM model

In the absence of a plausible theoretical explanation of the nature of dark energy, alternative ideas have been investigated to describe the accelerated expansion of the universe. These ideas can be classified in two main categories.
The first category includes theories that propose a dark energy component, other than CC, in the universe. In this case, the interaction of space-time with the constituents of the universe remains the same. It is the right hand side of the Einstein equations, Eq. (1.18), which are modified. A popular idea here is the use of a scalar field, as the dark energy component, rolling down a potential. When the energy density of the scalar field dominates (at recent time), the acceleration expansion of the universe emerges from the dynamics of the scalar field, very much like what happens with the inflaton during inflation. In Chapter 2, we describe these theories and their observational consequences in detail.

The second class involves ideas which modify the way in which space-time behaves in the interaction with the contents of the universe. In this case, the left hand side of Einstein equations, Eq. (1.18), are modified. This corresponds to a modification to the gravity theory used in the ΛCDM, namely, GR. These modified gravity theories can be seen as an alternative to theories of dark energy. In Chapter 3 we review these theories in detail.
Figure 1.1: The galaxy correlation function, $\xi$, from the Sloan Digital Sky Survey, clearly showing the baryon acoustic correlation at $100h^{-1}\text{Mpc}$. The curves are models with $\Omega_m h^2 = 0.12$ (top), 0.13 (second) and 0.14 (third), where $\Omega_b h^2 = 0.024$ in all the cases. The bottom curve is for a model without baryons (pure CDM model) and hence no BAO bump. From [20]; used with permission.


Figure 1.2: Constraints on some of the cosmological parameter space for the WMAP 5-year CMB data, Sloan Sky Digital Survey (SDSS) BAO [21] and Supernova Cosmology Project (SCP) Union supernovae constraints [22]. Used with permission from WMAP team.
Figure 1.3: The luminosity distance $H_0d_L$ versus the redshift $z$ for a flat cosmological model. The black points come from the "Gold" data sets [50], whereas the red points show the recent data from HST. Three curves show the theoretical values of $H_0d_L$ for (i) $\Omega_m = 0$, $\Omega_\Lambda = 1$, (ii) $\Omega_m = 0.31$, $\Omega_\Lambda = 0.69$ and (iii) $\Omega_m = 1$, $\Omega_\Lambda = 0$. From [51]; used with permission.
Figure 1.4: Joint two-dimensional marginalized constraint on the dark energy equation of state, \( w \), and the curvature parameter, \( \Omega_k \). From [52]; used with permission.

Figure 1.5: Time dependence of the densities of the different components of the universe. The comparable density of dark energy and matter today is the origin of the coincidence problem. From [57]; used with permission.
Chapter 2

Dark energy and observational constraints

Discovery of an accelerated expansion of the universe has been one of the most important achievements of cosmology in the 20th century. It is a well established fact these days and those who discovered it received a Nobel prize. As described before, $\Lambda$CDM is a simple model providing the conditions we need for acceleration via the energy of the vacuum with a constant EoS, $w = -1$. Current experimental constraints on $w$, however, are not precise enough to rule out the possibility of a dynamics in it. Therefore, it is of fundamental importance to know whether DE is a static component or dynamical. Future observations will be sensitive enough to address this question [64].

The similarity between the situation here and that of inflation has inspired physicist to consider new degrees of freedom (DoF), usually a scalar DoF, that can produce acceleration and eliminates the need for a CC by attributing the missing energy to this new DoF, a scalar field for example.

In the next section, we review the alternative theories to CC that have been introduced in the literature to describe a (dynamical) DE component in the universe. Then, we describe how DE properties are determined from observations and briefly review the model-independent parametrizations applied to constrain the effective EoS of DE. Finally, we explain in detail, a model-independent approach to constrain $w$ using wavelets.
2.1 Scalar field DE

A popular alternative to CC is a scalar field component that produces the observed acceleration with a dynamics similar to that of inflation. The most general way a scalar field can appear in the action is

\[ S = \int d^4x \sqrt{-g} \left[ \frac{f(\phi)}{16\pi G} R + \mathcal{L}_\phi(\phi, \partial\phi) + \mathcal{L}_m(\phi, \Psi_i) \right], \quad (2.1) \]

where \( f(\phi) \) term corresponds to a non-minimal coupling between \( \phi \) and gravity, \( \mathcal{L}_\phi \) is a non-canonical Lagrangian for the scalar field \(^1\), and the final term is the matter Lagrangian including a non-minimal coupling between normal matter species \( \Psi_i \) and \( \phi \).

A non-minimal coupling between \( \phi \) and gravity \( (f(\phi) \neq 1) \) will result in an effective Newton constant, \( G_{\text{eff}} \), which could be a function of space-time in general. We study such cases in Chapter 3. Several of the other possibilities leading to a DE component capable of causing an acceleration phase are briefly reviewed below.

2.1.1 Quintessence DE

The simplest form of Eq. \((2.1)\) includes a scalar field, known as \textit{quintessence}, with a general action written as

\[ S = \int d^4x \sqrt{-g} \left[ -\frac{1}{2}(\nabla\phi)^2 - V(\phi) \right], \quad (2.2) \]

where \((\nabla\phi)^2 = g^{\mu\nu}\partial_\mu\phi\partial_\nu\phi\) and \( V(\phi) \) is the potential of the field. The field obeys the Klein-Gordon equation

\[ \Box \phi - V,\phi = 0, \quad (2.3) \]

where \( V,\phi \equiv \partial V/\partial \phi \). In an expanding FRW universe, this equation reduces to

\[ \ddot{\phi} + 3H\dot{\phi} + V,\phi = 0. \quad (2.4) \]

\(^1\)The canonical form of the Lagrangian for a scalar field \((\phi)\) is defined in Eq. \((2.2)\).
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The 00 and $\phi \phi$ components of the energy-momentum tensor of the scalar filed, $T_{\mu \nu}^{(\phi)}$, give its energy density and pressure

$$\rho_\phi = \frac{1}{2} \dot{\phi}^2 + V,$$

$$P_\phi = \frac{1}{2} \dot{\phi}^2 - V.$$  \hfill (2.5)

When quintessence field is the dominant component in the universe, the Friedmann and acceleration equations are

$$H^2 = \frac{8\pi G}{3} \left[ \frac{1}{2} \dot{\phi}^2 + V(\phi) \right],$$ \hfill (2.6)

$$\frac{{\ddot{a}}}{{a}} = -\frac{8\pi G}{3} \left[ \dot{\phi}^2 - V(\phi) \right].$$ \hfill (2.7)

If, in Eq. (2.4), $m \equiv \sqrt{V_{\phi \phi}} \gg H$ so that the Hubble friction term ($3H\dot{\phi}$) is negligible, the scalar field simply moves toward the minimum of the potential and oscillates at the minimum. On the other hand, if $m \ll H$ so that the Hubble friction overdamps the oscillator and the conditions

$$\dot{\phi} \ll H \dot{\phi}, V_{\phi},$$

$$3H \dot{\phi} \simeq -m^2 \phi,$$ \hfill (2.8)

apply, then the field slowly rolls down the potential so that $\dot{\phi}^2 < V(\phi)$ and a positive acceleration condition is achieved from Eq. (2.7). In the slow-roll state, the effective EoS is

$$w_\phi = \frac{P_\phi}{\rho_\phi} \approx -1.$$ \hfill (2.9)

So far, we have just provided an alternative mechanism to the $\Lambda$ dark energy for producing acceleration. It is the quintessence potential that determines the expansion history and the onset of DE domination and thus, the accelerated expansion of the universe. To apply the quintessence as a realistic DE model, different issues must be addressed. For example, the scalar field needs to be very light ($m_\phi \lesssim H \sim 10^{-42}\text{GeV}$) for the slow-roll state to happen, and should remain non-interacting with the standard model particles. Even then, there
would still be some fine tuning involved to achieve the late-time dynamics we expect. Two classes of quintessence models that have been extensively studied in the literature and have been shown to produce acceleration are based on the power-law and exponential potentials.

**Power-law potentials**

Inspired by supersymmetry theories \([65, 66]\), power-law potentials of the form

\[
V(\phi) = V_0 \phi^{-n},
\]

are shown to produce accelerated expansion at late times. For a wide range of initial conditions, the scalar field approaches a universal track and is therefore called a *tracker field* \([8, 67, 68, 69]\). The EoS is negative, so that the scalar field inevitably dominates at late times, and will go asymptotically to \(w_\phi = -1\). When subdominant, the EoS follows the effective background EoS, \(w_B\), as \([8]\)

\[
w_\phi \approx \left( nw_B - 2 \right) / \left( n + 2 \right).
\]

With these models, the coincidence problem is often claimed to be naturally solved by having the scalar field’s energy density tracking the effective background EoS and dominating at late times. There is still a fine-tuning involved to achieve acceleration now, rather than any other time.

**Exponential potentials**

Exponential potentials of the form

\[
V = V_0 e^{-\lambda \phi},
\]

can be found in many extensions of the standard model of particle physics and provide the desired acceleration. When \(\lambda^2 > 3(1 + w_B)\), the energy density of the field tracks the background fluid \((w_\phi = w_B)\), while for \(\lambda^2 < 2\), there are accelerating solutions \([70]\). However, these solutions track the scaling behavior of matter \((w_\phi = w_{\text{matter}})\) and do not convert into dark energy at late times. In this case, a viable acceleration is achieved in other ways such
as combining more than one exponential potentials, or by non-minimal coupling to matter [8].

2.1.2 General scalar field models

In addition to working with a scalar field that is minimally coupled to gravity, extensions to Eq. (2.2) have been considered that can lead to the desired dynamics. We briefly review some of these generalized forms here.

Scalar fields with non-canonical Lagrangian

An action of the form

$$S = \int d^4x \sqrt{-g} \mathcal{L}(X, \phi),$$

(2.13)

where $X \equiv -\frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi$ can provide an alternative scenario for acceleration. The Lagrangian can contain terms including non-trivial functions of $X$ or combinations of $X$ and $\phi$. An example is the *k-essence* model with

$$\mathcal{L} \equiv K(X) - V(\phi),$$

(2.14)

where $K(X)$ is the non-canonical kinetic term. This theory can be viewed as a low-energy analogue of *k-inflation* motivated by the low-energy effective action in string theory [71, 72, 73, 74]. The resulting stress-energy tensor is

$$T_{\mu\nu} = \mathcal{L}_X (\nabla_\mu \phi)(\nabla_\nu \phi) + \mathcal{L}_{\gamma\mu\nu},$$

(2.15)

which gives an EoS as

$$w = \frac{K - V}{2XX_X - K + V} = -1 + \frac{2XX_X}{2XX_X - K + V},$$

(2.16)

where $K_X \equiv dK/dX$. 

Scalar fields with non-minimal coupling to matter

For a scalar filled non-minimally coupled to matter, the action is

\[
S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} M_p^2 R - \frac{1}{2} \left( \nabla \phi \right)^2 - V(\phi) \right] + \sum_j S_j \left[ e^{2\alpha_j(\phi)} g_{\mu\nu}, \Psi_j \right],
\]

(2.17)

where \( \alpha_j(\phi) \) are coupling functions between the j-th matter sector and the scalar field. The Friedmann and fluid equations for matter are

\[
3M_p^2 H^2 = \frac{1}{2} \dot{\phi}^2 + V(\phi) + \sum_j e^{\alpha_j(\phi)} \rho_j,
\]

(2.18)

\[
\dot{\rho}_j + 3(1 + w_j) H \rho_j = -3w_j e^{\alpha_j(\phi)} \rho_j \alpha'_j(\phi) \dot{\phi},
\]

(2.19)

and the scalar field obeys a forced oscillatory equation

\[
\ddot{\phi} + 3H \dot{\phi} + V'(\phi) = -\sum_j \alpha'_j(\phi)(1 - 3w_j) e^{\alpha_j(\phi)} \rho_j.
\]

(2.20)

From certain conditions, an acceleration phase can be achieved in these theories through a negative EoS

\[
w = -1 + \frac{1}{24\pi G} \left( \frac{V'}{V} \right)^2.
\]

(2.21)

2.2 Other theories of DE

2.2.1 Mass-varying neutrinos (MaVaNs)

The idea in this theory is that the comparable mass of neutrinos and the CC mass-scale, \( m_\Lambda \equiv \Lambda^{1/4} \sim 10^{-3} \text{ eV} \), might mean that cosmic acceleration and neutrinos are related [83, 84]. Here, similar to quintessence, a scalar field called *scalaron* is rolling down a potential with its value coupled to the neutrino mass. The advantage of these models is that the dark energy density can be almost constant without the need of slow rolling a flat potential. A generic instability in these theories, however, leads to large spatial perturbations in the energy density of the neutrinos, inconsistent with observations [85, 86].
2.2.2 Phantom DE

As mentioned before, observational data allow for small deviation from \( w = -1 \) and are consistent with a \( w < -1 \). In the simplest form, this behavior can be achieved from a scalar field with a negative kinetic energy \(^87\). The action in this case is written as

\[
S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} (\nabla \phi)^2 - V(\phi) \right],
\]

(2.22)

with the EoS

\[
w = \frac{p}{\rho} = \frac{\dot{\phi}^2 + 2V(\phi)}{\dot{\phi}^2 - 2V(\phi)},
\]

(2.23)

where \( w_\phi < -1 \) for slow rolling condition. The property of these models is that they violate the null energy condition:

\[
T_{\mu \nu} n^\mu n^\nu \geq 0,
\]

(2.24)

where \( n^\mu \) is a null vector. For a perfect fluid, the null energy condition is

\[
P + \rho \geq 0.
\]

(2.25)

As a result of violating this condition, the energy density of the scalar field grows with time, rather than decaying. The cosmological consequence of this behavior would be a divergent expansion of the universe in finite time, an early big rip \([88, 89]\). These models also contain ghosts \([116]\) and, generally, are not considered to be a viable DE model \([116]\).

2.2.3 Chaplygin gas

In this class of DE models a fluid, *Chaplygin gas*, is responsible for the acceleration of the universe through an EoS of the form

\[
P = -\frac{A}{\rho},
\]

(2.26)

where \( A \) is a positive constant. This form of EoS is motivated from the extra-dimension theories \([90, 91, 92]\), and provides the possibility of unification of DE and DM. However, these models provide a strong ISW effect and have difficulty fitting the CMB data. The
generalized Chaplygin gas model solves this problem to some extent [93] by modifying Eq. (2.26) as

\[ P = -\frac{A}{\rho^\alpha}, \]  

(2.27)

where \( 0 < \alpha < 1 \), at the cost of tight constraints on \( \alpha \) from observational data [94].

## 2.3 Observation of DE and constraining its EoS

For DE, the main quantities to measure are its energy density and its EoS, \( w \), which could be changing with time. \( \Omega_{\text{DE}}(z) \) can be calculated from measurements of the Hubble parameter. For a universe dominated with DE and matter, one can rewrite Eqs. (1.19) and (1.20) as

\[ H^2 = \frac{8\pi G}{3}(\rho_{\text{DE}} + \rho_m), \]

(2.28)

\[ \dot{H} = -4\pi G(\rho_{\text{DE}} + p_{\text{DE}} + \rho_m + p_m). \]

(2.29)

The Hubble parameter itself can be calculated from the luminosity distance data, Eq. (1.35):

\[ d_L = (1+z) \int_0^z \frac{dz'}{H(z')} . \]

(2.30)

\( \Omega_{\text{DE}}(z) \) is also related to \( w(z) \) via

\[ \Omega_{\text{DE}}(z) = \Omega_{\text{DE}}^{(0)} \exp \left\{ -3 \int d\ln z'[1 + w(z')] \right\}, \]

(2.31)

where \( \Omega_{\text{DE}}^{(0)}(z) \) is the fractional energy density of DE today. When working with a specific model of DE, \( w \) can be calculated based on the parameters of that model and a functional form of \( w(z) \) or the Hubble parameter \( H(z) \) is fit to data. For example, the scalar field models described above [8] give analytical expressions for \( w \) and have predictions for its behavior with redshift. Many of these expressions have been considered [95, 96, 97, 98] and the results are forecasted in terms of constrains on the model parameters. The general issue with this approach is that the results are strongly dependent on the assumed model.

Alternatively, one can take a phenomenological approach and parametrize the EoS in a general way. In that case, the goal would be to come up with the least model-dependent
2.3.1 Model-independent representation of \( w \)

\( w \) is a continuous function with infinite DoF and data can never completely constrain it. Hence, any function or parametrization that is used to acquire information about \( w(z) \), inevitably introduces some model-dependence. Much effort has been put in extracting \( w(z) \) from data, in the most model-independent and efficient way. Approaches taken so far to estimate \( w \) from data can be classified into the followings.

### Parametric forms

\( w \) can be expressed in terms of parametric functions, which are inspired by a general functional form \( w \) has in a class of theories, or are purely phenomenological. Some of the widely used parametric function in the literature are \([99]\):

- **Constant \( w \)**: which covers \( wCDM \) models as well as \( \Lambda CDM \) model.
- **Power-law**: \( w(z) = \sum w_n z^n \).
- **Logarithmic function**: \( w(z) = \sum w_n \log(1 + z)^n \).
- **Kink approach** where \( w(a) = w_0 + (w_m - w_0) \Gamma(a, a_t, \Delta) \) with \( \Gamma \) being a transition function, and other similar parametrizations.

In principle, one can consider as many terms as desired but data limits the number of well-constrained parameters. Hence, usually, a few terms are considered \([100, 101, 102, 103]\).

### Binning

A common approach to parametrizing \( w \) is an expansion into a basis

\[
w(z) = \sum_n w_n x_n(z), \tag{2.32}
\]

where, here, \( w_n \) are the expansion coefficients. The binning method is an example of such expansions where the basis are \( w \) bins in redshift (or scale factor) \([106, 107, 108]\), so that
in Eq. (2.32)
\[ x_n(z) = \begin{cases} 1 & \text{if } z_n < z < z_{n+1} \\ 0 & \text{Otherwise} \end{cases} \]  
(2.33)

where \( z_n \) and \( z_{n+1} \) specify the beginning and the end of a redshift bin. This approach has been modified in different ways. For example, instead of a sharp transition to the next bin value, one can have a smooth transition using hyperbolic tangent functions [109], or efficient methods can be applied to control bias in EoS [110].

The basis functions can be chosen to be orthogonal, and it has the benefit that in principle, the errors we get on the expansion coefficients are not correlated.

**Direct reconstruction**

In this method, \( w(z) \) or Hubble parameter is reconstructed by a direct differentiation of luminosity distance data. From Eq. (2.30), the Hubble parameter \( H(z) \) can be expressed as
\[ H(z) = \left\{ \frac{d}{dz} \left( \frac{dL(z)}{1+z} \right) \right\}^{-1} , \]  
(2.34)

and \( w(z) \) can be obtained from differentiating Eq. (2.31). For example, in [111], Type Ia SNe luminosity distance data is smoothed, and \( w(z) \) is calculated from the second derivative of this smoothed function. Although model-independent in nature, this approach needs application of some smoothing and differentiating methods which are model-dependent. Also, lack of enough data points to perform a precise smoothing and differentiating procedure causes relatively large uncertainties in \( w(z) \).

**2.3.2 How many parameters to fit**

Observational constraints on \( w(z) \) are sensitive to how we parametrize it. Hence, an important question is: how many parameters do we need to describe \( w(z) \) and its possible dynamics? To judge whether a model is preferred by data, the following selection criteria are commonly used:

- The improvement in \( \chi^2 \) per extra degree of freedom, \( \Delta \chi^2 / \Delta \text{(DoF)} \), with
\[ \chi^2 = (x - d)^T C^{-1} (x - d) \]  
(2.35)
where $\mathbf{x}$ is theoretical value for an observable, $\mathbf{d}$ is data vector and $\mathbf{C}$ is the data covariance matrix.

- Akaike Information Criterion (AIC) [112]

$$
AIC = -2\log L + 2N_p + \frac{2N_p(N_p + 1)}{N_d - N_p - 1},
$$

(2.36)

where $L$ is the likelihood function of the model\(^2\), $N_p$ is the number of parameters and $N_d$ is the number of data points.

- Bayesian Information Criterion (BIC) [113, 114]

$$
BIC = -2\log L + \frac{N_p N_d \log(N_d)}{N_d - N_p - 1},
$$

(2.37)

The second terms on the right hand sides of Eqs. (2.36) and (2.37) show the penalty for adding new parameters, which is stronger for BIC. Both expressions include second-order corrections, which is important for the case with a small data sample size, i.e. small $N_d$. The AIC and BIC are widely used in the model selection – the lower the value of AIC (BIC), the more the model is preferred. A model with $\Delta BIC < -10$ is decisively preferred, while models with $-10 \leq \Delta BIC < -6$, $-6 \leq \Delta BIC < -2$ and $\Delta BIC \geq 2$ have very strong, strong and weak evidence of model preference, respectively. In the case of the AIC, models with $\Delta AIC \leq 2$ have substantial support, models with $4 \leq \Delta AIC \leq 7$ have considerably less support and those with $\Delta AIC > 10$ have essentially no support.

### 2.3.3 Principal Component Analysis

As mentioned above, ideally, many parameters are needed to precisely constrain $w(z)$. On the other hand, information provided by data is limited. Hence, as one increases the number of parameters in a model, their constraints weaken. The other challenge is that the parameters are usually correlated, so that making inference about each parameter is dependent on the other parameters.

---

\(^2\)For Gaussian probability distributions $-2\log L \equiv \chi^2$. 
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Principal component analysis (PCA) is a procedure that transforms a set of correlated parameters into a set of uncorrelated parameters called principal components (PCs) or modes. PCs are sorted so that the first principal component corresponds to a direction in the old parameter space that accounts for the minimum possible variance in the data, and the succeeding components are sorted according to the variance they represent. Decorrelation is done by simply diagonalizing the covariance matrix of the original parameters. We have

\[ C \equiv W^T \Lambda W, \]  

(2.38)

where \( C \) is the original covariance matrix, \( \Lambda \) is a diagonal matrix and \( W \) is the decorrelation matrix \( W \). The rows of \( W \) of the are the eigenvectors \( e_i \), which define the basis in which our parameters are uncorrelated. Since \( C \) is real and symmetric, \( W \) can be chosen to be orthogonal and of unit determinant, so that \( e_i \) form an orthonormal basis [106]. In the new basis, the errors are autocorrelated (the new covariance matrix is diagonal).

In the case of binned \( w(z) \) described by Eq. (2.33), the bin values are intrinsically correlated. To see why, one should note from Eq. (2.31) that it is the integral of \( w(z) \) which enters the Hubble parameter, Eq. (2.29). Distance measurements such as luminosity distance, Eq. (2.30), involve the Hubble parameter in calculation of the comoving distances. Hence, data probes the integral of \( w(z) \) from today \((z = 0)\) to a certain redshift, so that the error on the value of a bin is dependent on the errors on the values of the bins at lower redshifts.

Treating the bin values as parameters of the model, their covariance matrix can be computed by fitting them to data (or from a forecast as we will see later). The covariance matrix can then be decorrelated using PCA. From Eq. (2.38), we have

\[ W_{im} = e_i(z_m), \]  

(2.39)

where \( e_i(z_m) \) are the eigenvectors at the \( m \)-th bin. \( w(z) \) can then be expanded in the new basis as

\[ w(z) = \sum_{i=1}^{\# \text{ of bins}} \alpha_i e_i(z), \]  

(2.40)
where the expansion coefficients $\alpha_t$ are

$$\alpha_t = \sum_{m=1}^{\text{# of bins}} w(z_m) e_t(z_m). \tag{2.41}$$

The eigenvalues of $C$, which are the diagonal elements of $\Lambda$, determine how well-constrained the corresponding PCs are.

It is argued that in the absence of a compelling theoretical argument for any particular parameterization of $w$ except $w(z) = -1$, the PC basis is the natural basis in which the function $w(z)$ should be considered [106]. The error of measurement of $w$ at a given redshift, $z_m$ is

$$\sigma(w(z_m)) = \left( \sum_{i=1}^{\text{# of bins}} \sigma_i^2 \alpha_i e_i^2(z_m) \right)^{1/2}. \tag{2.42}$$

The best-determined modes are better determined than the best-determined original components, bin values $w_i$, while the worst-determined modes are determined more poorly than the worst-determined $w_i$ [106].

## 2.4 Wavelet method

Here, we examine the possibility of using wavelets as a tool to detect possible features in $w(z)$ [115]. Sharp features in $w(z)$ would exist if, for example, dark energy was a quintessence scalar field with a potential that had a step-like bump. Such features are also predicted in certain types of phantom models of DE [116]. Wavelets, known as "mathematical microscopes", are specially designed functions that have the property of being localized in both frequency and configuration space. As a result, wavelets have the ability to "see" signals on multiple scales, making them a powerful tool for detecting features in noisy data.

Wavelets have been used in cosmology for reconstructing the primordial power spectrum [117, 118], probing the non-Gaussianity of the primordial fluctuations [119], and searching for signals of parity breaking [120].
2.4.1 The wavelet parametrization

Wavelets are generated from a "mother" function as

$$\psi_{nm}(x) = \left(\frac{2^n}{L}\right) \psi\left(\frac{2^n x}{L} - m\right)$$ (2.43)

where $\psi(x)$ is the mother function, $L$ is the range on which the function is defined, $0 < m < 2^n - 1$ and $0 < n < N - 1$, where $N$ specifies the resolution so that number of data points equals $2^N$. Each wavelet function has a localized shape. The index $n$ determines the size of the feature, while $m$ determines its location on $x$. Functions $\psi_{nm}$ are orthogonal by design, hence we can expand any function onto the wavelet basis in the same way as we do for any other orthogonal basis:

$$f(x) = \sum_{n=0}^{N-1} \sum_{m=0}^{2^n-1} a_{nm} \psi_{nm}(x).$$ (2.44)

By this definition, each wavelet acts as a band-pass filter and an infinite number of wavelets are needed to cover the whole spectrum. This problem is solved by introducing a scaling function which covers the spectrum up to a scale, after which is covered by the wavelet functions. Wavelets coefficients together with the coefficient of the scaling function, $2^N$ in total, can be used to describe $f(x)$ at $2^N$ points.

We consider $w(z)$ to be an unknown function which can, in principle, have local features in $z$. Like any other function, we can expand it into the wavelet basis as

$$1 + w(z_j) = \sum P_i \psi_i(z_j),$$ (2.45)

where $z_j$ are the redshift points at which we calculate $w$, $P_i$ are the wavelet expansion coefficients, and $\psi_i$ are the wavelet functions. We chose to simplify our indices so that $P_1$ is the scaling function coefficient, $P_2 = a_{00}$, $P_3 = a_{10}$, etc. We then treat the wavelet expansion coefficients as the parameters of the model to be measured from data. Note that we expand $1 + w(z)$, as opposed to $w(z)$, so that all coefficients are zero if $w = -1$, as in the currently favored $\Lambda$CDM model.

We use Daubechies 4 (D4) [121] and Haar [122] wavelets (prototypes shown in Fig. 2.1). The D4 wavelets are highly localized and suitable for reconstructing sharp features. The Haar wavelets are made of step functions. We should keep in mind that our results using...
different types of wavelets should converge and be consistent with each other in the limit of large number of data points.

The redshift range is chosen based on the expected coverage range of the SNe survey we consider. Here, we take the redshift range to be \(0 < z < 1.7\) according to future survey specifications. We choose to work with up to 16 wavelet parameters, which allows us to calculate \(w(z)\) at 16 equally spaced points in \(z\) and probe features of order \(1.7/8 \approx 0.2\) size in redshift. The values of the wavelet coefficients are determined by fitting (2.45) to data using Markov-chain Monte Carlo (MCMC).

The main advantage of wavelets is that we do not need a prior knowledge of the position and the scale of the possible features in the function \(w(z)\). Wavelets search for large and small scale features at the same time and, since they are localized in configuration space, it is possible to reconstruct local features with only a few nonzero coefficients.

In practice, we start with performing an initial MCMC run with all 16 wavelet coefficients as free parameters. We then keep those parameters whose signal-to-noise ratio (SNR) is above a certain threshold, and set parameters with low SNR to zero, since they are not sensitive to features in \(w(z)\). From the surviving set of wavelet coefficients, we find the combination that has the lowest reduced \(\chi^2\). This gives us the optimal number of wavelets we need to detect a feature in \(w(z)\). We then use the model selection criteria, described in

![Figure 2.1: The 5th and 15th D4 (upper) and Haar (lower) wavelets. The resolution (16 points) in this illustration is the same as the one used in the numerical calculations of this section. From [115].](image)
Table 2.1: The redshift distribution of type Ia supernovae $N(z)$ for a futuristic SNe Ia survey [123], together with 300 SNe from the NSNF [124]. The redshifts given are the upper limits of each bin. Magnitude errors $\sigma_m(z)$ are evaluated at bin midpoints.

2.3.2, to determine if the wavelet fit is in fact preferred over a constant $w$.

2.4.2 Data

We work with a combination of SNe, CMB and BAO data, considering both the current available data and the simulated future data. The combined likelihood of the model is calculated as

\[
-2 \log L = \chi^2_{total} = \chi^2_{SNe} + \chi^2_{CMB} + \chi^2_{BAO}.
\]  

(2.46)

SNe Ia data

The observable quantity in SNe Ia data is the redshift-dependent magnitude, Eq. (1.59). We use the characteristics of a futuristic survey [123] to simulate the SNe Ia data with errors given by

\[
\sigma_m(z) = \sqrt{\frac{\sigma^2_{obs}}{N_{bin}} + dm^2},
\]  

(2.47)

where $\sigma_{obs} = 0.15$. The systematic error, $dm$, is assumed to increase linearly with redshift:

\[
dm = \delta m \frac{z}{z_{max}},
\]  

(2.48)

$\delta m$ being the expected uncertainty and $z_{max}$ the maximum redshift. Table 2.1 shows the redshift distribution of type Ia supernovae expected to be detected by the survey together with estimated error in magnitude for different redshift bins.

For current SNe Ia data, we use the "Constitution" sample with 397 data points [136].

\[\text{As of 2009.}\]
CMB and BAO data

Rather than working with the full CMB data, we use the procedure suggested in [125] and work with two distance ratios: the shift parameter $R$, and the acoustic scale $\ell_A$, defined as

$$R(z) = \frac{\sqrt{\Omega_m H_0^2}}{c} (1 + z_s) D_A(z_s)$$

(2.49)

$$\ell_A \equiv \frac{(1 + z_s) \pi D_A(z_s)}{r_s(z_s)}$$

(2.50)

where $z_s$ is the redshift of decoupling, $D_A(z)$ is the proper angular diameter distance to redshift $z$, and $r_s(z)$ is the comoving sound horizon at $z$. It was shown that these two quantities contain almost all of the information required to constrain dark energy with CMB [126, 127, 128].

For future CMB data, we use the Planck characteristics for parameters and their errors [129]. For today’s CMB data we used the WMAP-5 values and errors for the parameters [125].

We use the BAO data point at $z = 0.35$ from [130] corresponding to $r_s/D_V(z)$, where $D_V(z)$ is given by

$$D_V = \left[ (1 + z)^2 D_A^2(z) \frac{cz}{H(z)} \right]^{1/3}$$

(2.51)

where $c$ is the speed of light.

2.4.3 Features in $w(z)$

Broad features in $w(z)$, such as a single transition from one constant value to another, can be efficiently detected by other methods such as binning. Our aim is to detect, if any, local features in $w(z)$ in a least model-dependent way. In this case, wavelets can do a good job phenomenologically. Wavelet method is more effective for searching for localized features in $w(z)$ that would likely require a larger number of parameters to describe with other methods. From the theoretical point of view, a local feature in $w(z)$ is not particularly motivated, but can be produced in scalar field models of dark energy with a step-like bump in the potential, or in certain types of phantom models [116].

In the next section we will try to recover a feature in $w(z)$, a bump, that we “hide”
in a simulated future data. Such a bump is not ruled out by current data [132], since the averaged $w(z)$ – the quantity that the current data essentially constrains – does not significantly deviate from $-1$ for this feature. The main rationale for considering this particular choice is that such a bump feature cannot be easily discovered by binning if one does not know the size, the position and the scale of the bump in advance.

### 2.4.4 Detecting localized features in $w(z)$

In this section, we use the wavelet method to detect a feature hidden in the simulated mock future data. Our procedure can be summarized as follows:

1. Generate a mock dataset with a feature of $w(z)$ hidden in;

2. Perform the first MCMC fit for 16 wavelet coefficients;

3. Sort the wavelet coefficients according to their signal-to-noise ratio (SNR) and set all except the few with the highest SNR to zero;
Table 2.2: Marginalized mean values with 68\% CL. errors and SNR for all the 16 wavelet parameters. The high SNR parameters are underlined.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Constraints</th>
<th>SNR</th>
<th>Param.</th>
<th>Constraints</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>$-0.1 \pm 1.2$</td>
<td>0.1</td>
<td>P9</td>
<td>$-0.5 \pm 3.0$</td>
<td>0.2</td>
</tr>
<tr>
<td>P2</td>
<td>$1.1 \pm 4.4$</td>
<td>0.3</td>
<td>P10</td>
<td>$-0.7 \pm 4.3$</td>
<td>0.2</td>
</tr>
<tr>
<td>P3</td>
<td>$-1.3 \pm 4.3$</td>
<td>0.3</td>
<td>P11</td>
<td>$1.5 \pm 4.6$</td>
<td>0.3</td>
</tr>
<tr>
<td>P4</td>
<td>$-0.2 \pm 1.4$</td>
<td>0.1</td>
<td>P12</td>
<td>$7.4 \pm 9.2$</td>
<td>0.8</td>
</tr>
<tr>
<td>P5</td>
<td>$1.7 \pm 2.7$</td>
<td>0.6</td>
<td>P13</td>
<td>$-0.1 \pm 5.0$</td>
<td>0.0</td>
</tr>
<tr>
<td>P6</td>
<td>$-0.3 \pm 4.7$</td>
<td>0.1</td>
<td>P14</td>
<td>$0.1 \pm 5.2$</td>
<td>0.0</td>
</tr>
<tr>
<td>P7</td>
<td>$0.2 \pm 5.2$</td>
<td>0.0</td>
<td>P15</td>
<td>$1.6 \pm 4.8$</td>
<td>0.3</td>
</tr>
<tr>
<td>P8</td>
<td>$-0.3 \pm 1.7$</td>
<td>0.2</td>
<td>P16</td>
<td>$-1.6 \pm 4.1$</td>
<td>0.4</td>
</tr>
</tbody>
</table>

4. Perform the second MCMC with all possible combinations of “surviving” wavelet coefficients to find the model with the least $\chi^2$ per degree of freedom (DoF)

5. Quantify the detection using $\Delta \chi^2 / \Delta$ (DoF), $\Delta$ AIC and $\Delta$ BIC.

To start, we simulate future SNe Ia data for a DE model with a feature in $w(z)$ given by

$$w(z) = -1 + A \exp\left[\frac{-(z-z_0)^2}{\sigma^2}\right],$$  \hspace{1cm} (2.52)

where we choose $A = -0.9$, $z_0 = 0.6$, $\sigma = 0.1$. This $w(z)$ is shown with a black solid line in Fig. 2.5. We assume a flat universe, and choose the other cosmological parameters as $\Omega_b = 0.046$, $\Omega_m = 0.279$ and $H_0 = 70$ km/s/Mpc. We also apply the distance priors derived from the CMB and BAO data as described in Sec. 2.4.2. We assume the luminosity data binned into 17 redshift bins in the range of $z \in [0, 1.7]$. Fig. 2.3 shows the comparison of the residuals (defined with respect to the $\Lambda$CDM model) of the distance modulus for the model with a bump-like feature in $w(z)$ and a constant-$w$ model which has the same average value $w$ (i.e. one that gives the same distance to the CMB last scattering surface). Error-bars are plotted according to the characteristics of the SNe Ia survey considered here. The plot shows that future SNe Ia data is able to differentiate between these models around $z = 0.5$.

Having produced our mock datasets, we perform a MCMC fit for all the 16 wavelet parameters plus $\Omega_b h^2$, $\Omega_m h^2$ and $h$, assuming a flat universe and flat priors for all the wavelet parameters. Fig. 2.2 shows the marginalized 1-D likelihood distributions for the
16 wavelet parameters, with Table 2.2 listing the corresponding mean values and the 68% CL error bars. As one can see, for many wavelet parameters the standard deviation is much larger than the mean value, indicating that they are not sensitive to the presence of a feature in $w$. Such poorly constrained parameters are thus redundant, so we keep only the ones with the highest SNR. In order for the D4 wavelets to be able to describe a constant $w$, one should keep $P_1$. In addition, we keep the 2-3 coefficients with the highest SNR. In our example, we keep parameters $P_1$, $P_5$ and $P_{12}$.

Next, we redo the MCMC using every combination of the selected parameters (with $P_1$ always included) and find the one that gives the minimum value of the reduced $\chi^2$. In this case, the optimal combination is that of $P_1$ and $P_5$, while setting $P_{12} = 0$. Marginalized likelihood distributions for this model are shown in Fig. 2.4 and the plot of $w(z)$ reconstructed using this model is shown in the left panel of Fig. 2.5.

In the above example two wavelet parameters were measured to be non-zero. The correlation between the two wavelet parameters is negligible, which need not happen in
Figure 2.4: 1-D posterior distributions of the 1st and the 5th wavelet coefficients, and the other four cosmological parameters. From [115].

<table>
<thead>
<tr>
<th>Model</th>
<th>$\Delta \chi^2/\Delta (\text{DoF})$</th>
<th>$\Delta \text{AIC}$</th>
<th>$\Delta \text{BIC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WCDM($w = -0.9$)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CDM-D4-P1,5</td>
<td>-8.8</td>
<td>-6.3</td>
<td>-3.7</td>
</tr>
<tr>
<td>CDM-Haar-P2,4</td>
<td>-8.3</td>
<td>-6.8</td>
<td>-3.2</td>
</tr>
</tbody>
</table>

Table 2.3: The differences in the model selection criteria for the simulated data with a bump feature in $w(z)$.

general, but is somewhat expected. Namely, this combination is the one most favored by the reduced $\chi^2$, which means that both parameters are likely needed to describe the data – one of them cannot compensate for the other. This implies a small correlation between these two parameters.

Detecting a departure from $w = -1$, which is all we have discussed so far, does not in itself amount to detecting the bump feature. The value of $w(z)$ in Fig. 2.5 averaged over redshift is larger than $-1$, so we would detect a departure from $-1$ by simply fitting a constant $w$. Hence, the more relevant question is not to what extent wavelets are able to detect a departure from $-1$, but to what extent the wavelet fit is preferred to a fit by a simpler model with one constant $w$ parameter.
To answer this question, we fit the model with a constant $w$ (wCDM) in a flat universe and apply the model selection criteria to determine the degree to which the wavelet model is preferred in comparison. In particular, we calculate the change in $\chi^2$ per additional degree of freedom, the difference in the BIC and AIC. As one see from the numbers in Table 2.3, the wavelet fit is strongly preferred according to all three criteria.

In addition to using D4 wavelets, we have followed the same procedure and tried to recover the bump feature using the Haar wavelets. We find again that a model with two wavelet parameters is optimal and is preferred to wCDM at a similar significance level as in the D4 case. The plot of $w(z)$ reconstructed using two Haar wavelets is plotted in the right panel of Fig. 2.5.

As a test, we have repeated the same procedure using data simulated according to parameters of existing data sets. We confirmed that the bump feature cannot be detected today at any significance. We have also checked if we can accurately recover $w(z)$ if $\Lambda$CDM was the true model for the universe. In this case all the wavelet coefficients should be zero or the difference from zero should not be statistically significant. To test that, we consider simulated data for $\Lambda$CDM model and followed the same procedure of selecting the first few coefficients with the highest signal to noise, and then trying all different combinations of the these selected wavelets. Our MCMC results in this case show no evidence of detection of departure from zero for any of the wavelet coefficients, and $\Lambda$CDM is correctly
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Figure 2.6: Reconstruction of \( w(z) \) from current data using D4 (black solid line), Haar (red dashed line) wavelets, binning (error bars) and CPL parametrization (shaded regions). The inner blue error bars (inner shaded dark grey band) and outer green error bars (outer shaded light grey band) show the 68 and 95% CL. constraints respectively. From [115].

recovered as the best model.

2.4.5 Searching for features in current data

In this section, we apply our method to the current SNe Ia, CMB and BAO data to search for the deviation of \( w(z) \) from \(-1\). We use the "Constitution" SNe data sample with 397 data points [136], apply the distance priors measured by the WMAP5 team [125], and assume a flat universe.

Table 2.4 shows the main results. We find that using 16 D4 or Haar wavelet coefficients reduces the \( \chi^2 \) and gives a hint that \( w \) may have deviations from \( \Lambda \)CDM. However, a model with 16 parameters is not preferred by any of the information criteria. With D4 wavelets, parameters \( P_1, P_4, \) and \( P_8 \) give the optimal model with a \( \Delta \chi^2 / \Delta(\text{DoF}) \) of \(-1.6\). With Haar wavelets, this number is \(-1.9\) with the three wavelet parameters being \( P_2, P_4 \) and \( P_5 \). We also find that none of the wavelet fits are favored by the AIC and BIC.

Plots of \( w(z) \) reconstructed using the wavelet method with D4 and Haar are shown
in Fig. 2.6. We also plot the results obtained using the binning method and the CPL parametrization [133, 134]

\[ w^{\text{CPL}}(z) = w_0 + w_a \frac{z}{1+z}, \]  

(2.53)

taken from [135]. As one can see, the best fit wavelet models show weak hints of dark energy dynamics. In particular, \( w(z) < -1 \) for \( z \in [0.25, 0.5] \) and \( w > -1 \) for \( z \in [0.5, 1] \), implying that \( w \) crosses \(-1\) during its evolution. This is consistent with the analysis of the “Constitution” data set in [135], which reported weak evidence for a similar evolution history. Regardless of whether such evolution is real or not, the CPL parametrization would not be able to see it.

As mentioned, a significant deviation from 0 for any of the wavelet parameters shows deviation from \( \Lambda \text{CDM} \). Table 2.5 shows the eigenvalues of principal components for each model together with their errors, separately. There is a 1\( \sigma \) and 2\( \sigma \) detection from D4 and Haar respectively, which can be interpreted as weak hints that \( w \) may have a departure from \(-1\).

We note that although Ref. [135] obtained similar results, they used a 5\( w \) bin model. They found this optimal 5-bin model after performing a model-selection on 10 different binning models, which is computationally expensive. With the wavelet approach, we recover the same feature in \( w(z) \) with only 3 wavelet parameters after running MCMC just a few times. This is possible because of the multi-resolution nature of the wavelets.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \Delta \chi^2/\Delta(\text{DoF}) )</th>
<th>( \Delta \text{AIC} )</th>
<th>( \Delta \text{BIC} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda \text{CDM} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CDM-D4-16Ps</td>
<td>-0.3</td>
<td>32.7</td>
<td>91</td>
</tr>
<tr>
<td>CDM-Haar-16Ps</td>
<td>-0.4</td>
<td>31.1</td>
<td>89</td>
</tr>
<tr>
<td>CDM-D4-1,4,8</td>
<td>-1.6</td>
<td>0.9</td>
<td>13</td>
</tr>
<tr>
<td>CDM-Haar-2,4,5</td>
<td>-1.9</td>
<td>0.2</td>
<td>12.3</td>
</tr>
</tbody>
</table>

Table 2.4: Differences in the model selection criteria for the analysis of the current data.
Table 2.5: Principal Components for wavelet coefficients of optimum $w$ models with current cosmological data

<table>
<thead>
<tr>
<th>Model</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
</tr>
</thead>
<tbody>
<tr>
<td>D4-1,4,8</td>
<td>0.25±1.04</td>
<td>0.36±0.39</td>
<td>0.07±0.13</td>
</tr>
<tr>
<td>Haar-2,4,5</td>
<td>-4.03±1.81</td>
<td>-0.26±0.46</td>
<td>0.10±0.15</td>
</tr>
</tbody>
</table>

2.5 Summary

We investigated the utility of the wavelet expansion method for recovering a local redshift-dependence in the dark energy equation of state $w(z)$ with cosmological distance data. The advantage of wavelets over other methods is that there is no need to assume a scale or a position for a feature in $w(z)$. With wavelets, one is able to search for small scale features, while looking at the large scale picture at the same time. Our results show that a bump-like feature in $w(z)$, which is not ruled out by today’s data, can be recovered using wavelets at a high significance with future data.

We have tried relaxing the flatness assumption and considered curvature as an additional parameter. In this case, we found that the bump feature we put in becomes undetectable, even with the wavelet technique, due to the degeneracy between $w$ and the curvature $\Omega_K$. There is sufficient freedom for $\Omega_K$ and $\Omega_m$ to adjust themselves to mimic the effect of a featured $w(z)$ in the luminosity distance observations. More specifically, we find that a model with $w = -1.2$, $\Omega_m h^2 = 0.137$, $\Omega_b h^2 = 0.0227$, $\Omega_\Lambda = 0.6$, $\Omega_K = 0.1$ and $h = 0.68$ has nearly the same goodness-of-fit as the bump model.

Applying the wavelet method to current cosmological data we find a hint of departure from $\Lambda$CDM at a $2\sigma$ level. The same behavior has been found independently using the binning method [135] at the same significance level. We have shown that such local features can be found more efficiently by using wavelets. The feature we found in current data will require further investigation as the SNe Ia and other cosmological data improves.
Chapter 3

Modified gravity

An alternative approach to DE for describing the observed cosmic acceleration is to modify the underlying theory of gravity, i.e. GR. In the previous chapter, the assumption was that GR was correct, but that the universe contained a DE component that drove the cosmic acceleration. In other words, the right-hand side of Einstein’s equation was modified by adding a new component to $T_{\mu\nu}$, while the left-hand side, $(G_{\mu\nu})$, remained unaltered.

Here the idea is that we might need to alter GR, i.e., modify the left-hand side of Einstein’s equation. Different approaches have been taken to modify GR in a way that is both consistent with fundamental laws of physics and can produce the desired cosmic acceleration on the cosmological times and scales. We start this chapter by a brief review of different attempts to provide such an alternative gravity theory.

3.1 Alternative gravity theories

3.1.1 Scalar-tensor theories

Scalar-tensor theories are the most studied class of alternative gravity (modified gravity) theories. Their observational consequences are explored in detail, for example, in [137]. They can be viewed as the low-energy limit of more fundamental theories such as string theory.
The general action for scalar-tensor theories is [138]

$$S = \int d^4x \sqrt{-g} \left[ b(\lambda)R - \frac{1}{2} h(\lambda) g^{\mu\nu} (\partial_\mu \lambda)(\partial_\nu \lambda) - U(\lambda) + \mathcal{L}_M(g_{\mu\nu}, \psi_i) \right],$$  \hspace{1cm} (3.1)

where $\lambda(\vec{x}, t)$ is a scalar field, $b(\lambda)$ is a non-minimal coupling of the field $\lambda$ to gravity $U(\lambda)$ represents the potential of the scalar field and $\mathcal{L}(g_{\mu\nu}, \psi_i)$ is the matter Lagrangian as before.

The equations of motion are derived from variation of the action with respect to the metric (the analogue of Einstein’s equation) [69]

$$G_{\mu\nu} = b^{-1}(\lambda) \left[ \frac{1}{2} T^{(M)}_{\mu\nu} + \frac{1}{2} T^{(\lambda)}_{\mu\nu} + \nabla_\mu \nabla_\nu b - g_{\mu\nu} \Box b \right],$$  \hspace{1cm} (3.2)

with the scalar field’s energy-momentum tensor defined as

$$T^{(\lambda)}_{\mu\nu} = h(\lambda)(\nabla_\mu \lambda)(\nabla_\nu \lambda) - g_{\mu\nu} \left[ \frac{1}{2} h(\lambda) g^{\rho\sigma} (\nabla_\rho \lambda)(\nabla_\sigma \lambda) + U(\lambda) \right].$$  \hspace{1cm} (3.3)

The equation of motion for the scalar field is

$$h \Box \lambda + \frac{1}{2} h' g^{\mu\nu} (\nabla_\mu \lambda)(\nabla_\nu \lambda) - U' + b' R = 0,$$  \hspace{1cm} (3.4)

with the prime denoting a derivative with respect to $\lambda$.

For a FRW universe these equations imply a modified Friedmann equation for the scale factor

$$H^2 \equiv \left( \frac{\dot{a}}{a} \right)^2 = \frac{\rho}{6b} + \frac{\dot{h}^2}{6b} - \frac{H b}{b} + \frac{U}{6b},$$  \hspace{1cm} (3.5)

and an equation of motion for the scalar-field

$$\ddot{\lambda} + 3H \dot{\lambda} = 3 \frac{b'}{h} (\dot{H} + 2H^2) - \frac{h' \lambda^2}{2h} - \frac{1}{2} \frac{U'}{h}.$$  \hspace{1cm} (3.6)

A scalar-tensor model is defined by the form of $b(\lambda)$, $h(\lambda)$ and $U(\lambda)$. But, to determine the phenomenology, the initial conditions for the above equations should also be specified.
An example: Brans-Dicke theory

This is an example of a scalar-tensor theory with \(b(\lambda) = \lambda/(16\pi G)\), \(h(\lambda) = \omega/(8\pi\lambda G)\), and \(U(\lambda) = 0\), where the Brans-Dicke parameter \(\omega\) is a constant \([140]\). This theory has been studied in detail and its solutions are explored.

In the solar system, deviations of the solution of a modified gravity theory from that of the GR are parametrized by a parameterized-post-Newtonian (PPN) parameter, \(\gamma_{\text{PPN}}\), defined as

\[
g_{ij} = (1 + 2\gamma_{\text{PPN}}V)\delta_{ij} + O(V^2),
\]

where \(V\) is the Newtonian potential. For the Brans-Dicke theory, \(\gamma_{\text{PPN}}\) is calculated to be

\[
\gamma_{\text{PPN}} = (\omega + 1)/(\omega + 2).
\]

Measurements of \(\gamma_{\text{PPN}}\) parameter from time-delay experiments in the Solar System give \([141]\)

\[
\gamma_{\text{PPN}} = 1 + (2.1 \pm 2.3) \times 10^{-5},
\]

which translates to a bound on the Brans-Dicke parameter: \(\omega \gtrsim 5 \times 10^4\).

3.1.2 \(f(R)\) theory

This class of modified gravity theories has received special attention. For the case of \(f(R)\), the Einstein-Hilbert action is modified as \([142]\)

\[
S = \frac{1}{16\pi G} \int d^4x \sqrt{-g} [R + f(R)] + \int d^4x \sqrt{-g} L_m[\Psi_i, g_{\mu\nu}],
\]

and the field equations are

\[
(1 + f_R)R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} (R + f) + (g_{\mu\nu} \square - \nabla_{\mu} \nabla_{\nu}) f_R = 8\pi G T_{\mu\nu},
\]
where \( f_R \equiv df/dR \). For FRW universe, the Friedmann and acceleration equations are modified as

\[
H^2 + \frac{f}{6} + H \dot{f}_R = \frac{8\pi G}{3} \rho, \tag{3.12}
\]

\[
\frac{\ddot{a}}{a} - H^2 f_R + a^2 \frac{f}{6} + \frac{3}{2} \dot{H} f_R + \frac{1}{2} \ddot{f}_R = -\frac{8\pi G}{6} (\rho + 3P). \tag{3.13}
\]

Here, instead of a DE component on the R.H.S. of Eq. (3.13), the extra terms on the L.H.S. are responsible for producing the acceleration, while the universe is filled only with ordinary matter components.

**An example: 1/R theory**

In this theory \( f(R) \equiv -\mu^4/R \), where \( \mu \) is a constant [143]. This example illustrates how the difference between \( f(R) \) and GR predictions can arise in the experimental observations. The field equation are

\[
8\pi G T_{\mu\nu} = \left( 1 + \frac{\mu^4}{R^2} \right) R_{\mu\nu} - \frac{1}{2} \left( 1 - \frac{\mu^4}{R^2} \right) g_{\mu\nu} + \mu^4 R_{\mu\nu} + \mu^4 (g_{\mu\nu} \Box - \nabla_{(\mu} \nabla_{\nu)}) R^{-2}. \tag{3.14}
\]

In the solar system, the pressureless matter is the dominant component with \( T \equiv g^{\mu\nu} T_{\mu\nu} = -\rho \) where \( \rho \) is the mass density in the solar system. The trace of the Eq. (3.14) gives

\[
\Box \frac{\mu^4}{R^2} - \frac{R}{3} + \frac{\mu^4}{R} = \frac{8\pi G T}{3}, \tag{3.15}
\]

which should be compared with the trace of Einstein’s equation

\[
R = 8\pi G \rho. \tag{3.16}
\]

Due to the quadratic nature of Eq. (3.15), there are two solutions. Considering that \( \mu^2 \sim H \ll G \rho \) in the solar system [69], there is a solution similar to GR solution

\[
R \simeq 8\pi G \rho, \tag{3.17}
\]

which is shown to be unstable for small-wavelength perturbations [144]. But the second
solution,

\[ R^2 \simeq \mu^2, \quad (3.18) \]

is stable but predicts a PPN parameter \( \gamma_{PPN} = 1/2 \), which disagrees with experimental constraints [145, 146].

There are a set of common conditions applicable to viable \( f(R) \) models:

- \( f_{RR} > 0 \): which guarantees that the dynamical behavior is stable in the high-curvature regime [147].

- \( 1 + f_R > 0 \) for all \( R \): in theories such as \( f(R) \) the effective value of Newton’s constant measured in the terrestrial experiments, \( G_{\text{eff}} = G/(1 + f_R) \), is not necessarily equal to \( G \). This condition guarantees a positive \( G_{\text{eff}} \).

- \( f_R < 0 \): so that GR is recovered in the early universe.

**Choice of frame and equivalence between \( f(R) \) and scalar-tensor theories**

Since the original Brans and Dickie work [140], it was known that scalar-tensor theories can be expressed in two frames: the *Jordan frame*, and the *Einstein frame*, which are related to each other by a conformal transformation of the metric:

\[ \tilde{g}_{\mu\nu} = (1 + f_R)g_{\mu\nu}, \quad (3.19) \]

where \( \tilde{g}_{\mu\nu} \) and \( g_{\mu\nu} \) are the metric in the Einstein and Jordan frame, respectively. This local redefinition of the metric amounts to a choice of a ruler, or units in which one measures distances and all other dimensionful quantities. Essentially, in one frame the rulers are not changing, while distances depend on the extra degree of freedom. In the other frame, distances are kept unchanged, while rulers vary.

The action (3.10) is expressed in the Jordan frame, where matter fields are minimally coupled to gravity. Using Eq. (3.19), it can be written in the Einstein frame as

\[
S = \frac{1}{16\pi G} \int d^4x \sqrt{-\tilde{g}} \tilde{R} + \int d^4x \sqrt{-\tilde{g}} \left[ -\frac{1}{2} \tilde{g}^{\mu\nu}(\tilde{\nabla}_\mu \phi)(\tilde{\nabla}_\nu \phi) - V(\phi) \right],
+ \int d^4x \sqrt{-\tilde{g}} e^{-2\beta\phi/M_P} L_m[\Psi_i, e^{-\beta\phi/M_P} \tilde{g}_{\mu\nu}], \quad (3.20)
\]
where $\beta \phi \equiv \ln(1 + f_R)/\sqrt{8\pi G}$, with $\beta \equiv \sqrt{2/3}$, and the potential $V(\phi)$, determined entirely from the original form of the action, is given by

$$V(\phi) = \frac{1}{16\pi G} \frac{R f_R - f}{(1 + f_R)^2}. \tag{3.21}$$

Eqs. (3.10) and (3.20) are dynamically equivalent and should lead to the same physical predictions. Action in the Einstein frame has a simpler form but, instead, there is a non-minimal coupling between matter fields and the Einstein metric. In addition, now there is an explicit scalar DoF $\phi$ appearing in the action. In this frame, the equations of motion for the scalar field and matter fluid are

$$\ddot{\phi} + 3\tilde{H}\dot{\phi} + V_{,\phi} = 4\pi G\beta(\tilde{\rho} - 3\tilde{P}), \tag{3.22}$$

$$\dot{\tilde{\rho}} + 3\tilde{H}(\tilde{\rho} + \tilde{P}) = -4\pi G\beta(\tilde{\rho} - 3\tilde{P}), \tag{3.23}$$

where $\tilde{\rho} \equiv e^{-16\pi G\beta \phi} \rho$ and $\tilde{P} \equiv e^{-16\pi G\beta \phi} P$ are the Einstein frame energy density and pressure. As a consequence, the matter energy-momentum tensor is not covariantly conserved, and particle physics parameters such as masses of particles and dimensionful coupling constants are space-time dependent. That is why some physicists prefer to work in the Jordan frame. In this frame, all the quantities relevant to the particle physics are easily calculated, since the energy-momentum conservation holds.

Working in the Einstein frame can be easier when gravitational equations are concerned. The modified Friedmann and acceleration equations are

$$\tilde{H}^2 = \frac{8\pi G}{3} \left[ \tilde{\rho}(\phi) + \frac{1}{2} \dot{\phi}^2 + V(\phi) \right], \tag{3.24}$$

$$\frac{\ddot{a}}{a} = -\frac{4\pi G}{3} \left[ \tilde{\rho}(\phi) + 3\tilde{P}(\phi) + 2\dot{\phi}^2 - 2V(\phi) \right]. \tag{3.25}$$

Thus, it is convenient to use the Einstein frame to solve the field equations, and then translate the results into the Jordan frame to compare with observations [150, 151].
3.1.3 Theories with extra dimensions

Another class of alternative-gravity theories is inspired by the idea of changing the dimensionality of space. One of the most widely studied models assumes that we are living on a 3-D brain which itself resides in a higher dimensional "bulk". Matter and all non-gravitational forces are confined to "live" on the brane while gravity is not confined to 4-D spacetime and can "leak" into the extra dimensions. An example of such a braneworld scenario has been constructed by Dvali, Gabadadze and Porratti (the DGP model [153]). We briefly describe the cosmological implications of this model, as outlined in [154].

The DGP model

In this model, the bulk is a 5-D flat, Minkowski space-time with infinite volume. The 5-D action of the model is

\[ S = \int d^5x \sqrt{-g_5} \frac{3R_5}{16\pi G_5} + \int d^4x \sqrt{-g_4} \frac{R_4}{16\pi G_4} [R_4 + \mathcal{L}_m], \]  

(3.26)

where \( X_n \) represent the quantity \( X \) in \( n \) dimensions.

The cosmic acceleration on the brane is due to an effective theory of gravity. There is a transition scale \( r_c \):

\[ r_c = \frac{G_5}{2G_4}, \]  

(3.27)

such that on smaller distances from a point source, \( r < r_c \), we have a normal 4-D gravity with \( V(r) \propto 1/r \), while on large scales the gravity is weakened, with \( V(r) \propto 1/r^2 \). This is due to interaction of gravitons with the fifth dimension that has a non-negligible contribution on large scales. What makes DGP model distinct from other extra dimensional models is the size of the extra dimension. In DGP, the extra dimension is large. As a result, there is an energy cost for the gravitons with small wavelengths (\( \lesssim r_c \)) to propagate into the bulk and, therefore, they are confined to the brane.

The Friedmann equation on the brane is

\[ H^2 + \frac{K}{a^2} - \frac{1}{r_c} \sqrt{H^2 + \frac{K}{a^2}} = \frac{8\pi G}{3} \rho. \]  

(3.28)
This quadratic equation has two solutions: $\varepsilon = +1$ gives the self accelerating solution which happens when $H^{-1} \gtrsim r_c$. With $\varepsilon = -1$, one needs a CC component to generate the acceleration. It has been shown that the expansion history, given by the $\varepsilon = +1$ branch, does not fit the observational constraints [155, 156]. Fig. 3.1 compares some of the background expansion parameters for $\Lambda$CDM, DGP and two different $w$CDM models. With accurate measurements of expansion history, one can discriminate between these models.
3.1.4 Other approaches

**Degravitation theory**

In this approach, the Einstein equation is modified as [157, 158]

\[
[1 + F(L^2 \Box)] G_{\mu \nu} = 8\pi G T_{\mu \nu},
\]

(3.29)

where \( F(x) >> 1 \) for \( x \to 0 \) and \( F(x) \to 0 \) for \( x \to \infty \). \( L \sim H_0^{-1} \) is a characteristic scale beyond which gravity weakens.

**Theories with modified dynamics**

Generalizations of the DGP model can provide new ranges of dynamics for the 3-D brane in the bulk, resulting in a modified Friedmann equation of the form [161, 162]

\[
H^2 \propto \rho^n.
\]

(3.30)

The general trend in these theories is that \( w_{eff} \) asymptotes to a CC value at late times leading to the desired acceleration. However, the range of \( n \) is constrained by observations.

**Palatini formalism**

In this formalism, instead of metric \( g_{\mu \nu} \), the equations of motion (Einstein equations) are derived from variation of the metric action with respect to both the connection \( \Gamma^\rho_{\mu \nu} \) and the metric.

With the Einstein-Hilbert action, both approaches yield the same equations. However, for a more general action, the Palatini formalism gives rise to a different theory. It is shown that solutions containing accelerated expansion can be obtained [159] without violating the solar system constraints. Such approach is not flawless and for example, produces matter couplings that leads to violations of the equivalence principle [160].

**Back reaction of cosmological perturbations**

In this approach, the idea is that rather than new form of DE, or a modification of gravity, the observed acceleration of the universe is due to the back reaction of either super or
sub-horizon cosmological perturbations [163, 165, 166, 167, 168].

This idea originates from investigations of the quantum gravitational back-reaction on an initially inflating, homogeneous and isotropic universe [169, 170, 171, 172]. It was shown that the long wavelength gravitational waves back-react on an inflationary background and change the rate of inflation. However it was shown that such back-reactions do not lead to a plausible acceleration in the framework of GR, unless there is already a DE component present in the universe [173, 174]. Recently, it was demonstrated that the scalar field DE can be emerging from the *kinematical* back-reaction effects. Hence, the quintessence scenario could be physically originated from inhomogeneities in the universe [175]. Such idea would allow a universe with conventional gravity and no DE component, but has not been successful.

### 3.2 Phenomenological approaches to modified gravity

As we saw in the previous section, there is a large number of alternative gravity proposals to explain the observed acceleration of the universe. One should add to this a list of the DE theories from the previous chapter and also the new theories that might be introduced in the future. These theories will be confronted with cosmological data, which can be a very time-consuming task. To be tested with the large-scale structure data, perturbation equations for each of these theories need to be calculated and solved numerically. Finally, the observable quantities need to be calculated and then compared to data.

In 1970s, a similar situation existed for experimental tests of GR. At the time, the Parameterised Post-Newtonian (PPN) method was invented to test alternative theories of gravity that needed to be confronted with the constraints from solar system experiments. With PPN, a set of generic parameters are calculated for each theory and then compared with the observational constraints [176]. A similar approach has been taken for the case of alternative gravity/DE theories. The goal here is to come up with a general parametrization of cosmological perturbation equations such that it covers all the alternative theories discussed before.

These parameters can be classified into two types, the *trigger* parameters and the *model* parameters [177]. Trigger parameters [37, 178, 179, 181], are directly measured from observations with no need to evolve perturbation equations. Such parameters are useful for
detecting a breakdown of a theory, based on the prediction of the theory for the parameter value. However, one can not calculate observables from trigger parameters. The model parameters \([38, 39, 182, 41, 46]\) have physical meanings and, in some cases, unique values in a theory. The theoretical predictions of the theory, based on these parameters, can then be compared to observations. We will work with both types of parameters in the following chapters.

### 3.2.1 Parametrization of the field equations

As discussed in 1.2.2, there are two DoF in the linear scalar perturbations of the metric. The role of the gravity theory is to provide two equations which relates the two metric potential scalar DoF to each other and to the perturbations in the content of the universe. In GR, this is done by the Poisson and anisotropy equations

\[
k^2 \Phi = -4\pi G a^2 \sum_i \rho_i \Delta_i ,
\]

\[
k^2 (\Phi - \Psi) = 12\pi G a^2 \sum_i (\rho_i + P_i) \sigma_i ,
\]

where \(\rho \Delta = \rho \delta + 3 \frac{aH}{k} (\rho + P)\) is the comoving density perturbation, \(\sigma\) is the anisotropic stress defined as \((\rho + P) \sigma \equiv -(\hat{k}^i \hat{k}^j - \frac{1}{3} \delta^i_j) \pi^j_i\) and the sum is over all the species present in the universe.

Working in the framework of parametrized modified gravity, one can then use two functions to parametrize a set of general field equations analogous to the Poisson and anisotropy equations in GR. In the conformal Newtonian gauge and for late times, when radiation energy density in the universe is negligible, such parametrized equations can be written as

\[
k^2 \psi = -4\pi a^2 \mu G(a,k) \rho \Delta ,
\]

\[
\frac{\phi}{\psi} = \gamma(a,k) ,
\]

where \(\rho \Delta\) is dominated by the cold dark matter. The product \(\mu G\) is sometimes interpreted as the effective Newton constant, \(G_{\text{eff}} \equiv \mu G\) and \(\gamma\) as the gravitational slip. \(\mu(a,k)\) and \(\gamma(a,k)\) are generic functions of time and scale that parametrize solutions in alternative gravity theories and depend on the choice of the initial conditions. In some theories, one can...
calculate their approximate form analytically in the quasi-static approximation. For instance, perturbation equations have been derived for some classes of scalar-tensor theories in \([41, 45, 183, 184, 185, 186, 187, 188]\), and for the DGP theory and its higher-dimensional extensions in \([153, 189, 190, 191, 192, 193]\), for some of these theories \([193]\).

At late times, the growth of matter on sub-horizon scales is governed by the potential \(\psi\), not \(\phi\). To see this, one can combine Eqs. (1.49) and (1.50) in the limit of \(k/(aH) \rightarrow \infty\) to get

\[
\ddot{\delta} + \mathcal{H}\dot{\delta} + k^2\psi = 0,
\]

(3.35)

where time derivative is w.r.t. conformal time. Hence, having a parametrized Poisson-like equation in terms of \(\psi\) is more directly relevant to observations.

At linear order, one needs to evolve four quantities, the two gravitational potentials \(\phi\) and \(\psi\), and \(\Delta\) and \(v\). Hence, four evolution equations are needed. Eqs. (3.33) and (3.34) provide two while the other two come from conservations of energy-momentum, Eqs. (1.49) and (1.50). Defining the new dimensionless variables \([177]\):

\[
p \equiv \frac{k}{aH} \quad u \equiv pv \quad E_m = \frac{\Omega_M}{a^3} \quad E = \frac{H^2}{H_0^2},
\]

(3.36)

we can combine Eqs. (3.33, 3.34, 1.49, 1.50), and arrive at the following evolution equations

\[
\Delta' = -\frac{9E_m}{2E}\gamma \mu \left[\frac{1 - \gamma}{\gamma} + \frac{(\gamma \mu)' }{\gamma \mu} \right] \Delta + \left[3\frac{H'}{H} - p^2\right]u
\]

(3.37)

\[
u' = -\left[2 + \frac{H'}{H}\right]u - \frac{3E_m}{2E}\mu \Delta,
\]

(3.38)

where prime denotes a derivative w.r.t. \(\log a\). Once \(\mu\) and \(\gamma\) are specified, \(\Delta\) and \(u\) can be calculated from the above equations. One can also combine Eqs. (3.37) and (3.38) into one second-order equation. For \(\Lambda\)CDM model, where by definition \(\mu = \gamma = 1\), it becomes \([177]\)

\[
\Delta'' + \left[2 + \frac{H'}{H}\right] \Delta' - \frac{3E_m}{2E} \Delta = 0
\]

(3.39)

which is the usual scale-independent GR equation.
Super-horizon evolution

It has been shown [15] that the evolution of perturbation on very large scales can be determined from the evolution of the background equations. Consider a background with scale factor $a(\tau, \kappa)$ where $\kappa$ is the spatial curvature of a hypersurface of constant $\tau$:

$$ds^2 = a^2 \left[ -d\tau^2 + d\chi^2 + \frac{1}{\kappa} \sinh^2_{\kappa}(\sqrt{\kappa} \chi) d\Omega \right]$$  \hspace{1cm} (3.40)

where $\sinh_{\kappa}(x)$ is equal to $\sin(x)$ for $\kappa > 0$, equal to $x$ for $\kappa = 0$, or equal to $\sinh(x)$ for $\kappa < 0$. If we perturb this space-time by

$$\kappa \rightarrow \kappa(1 + \delta_\kappa),$$  \hspace{1cm} (3.41)

we can compensate for it by a change in the coordinates

$$\tau \rightarrow \tau + \alpha, \hspace{1cm} \chi \rightarrow \chi(1 - \frac{1}{2} \delta_\kappa).$$  \hspace{1cm} (3.42)

Here $\delta_\kappa$ is a constant, while $\alpha = \alpha(\tau)$ [180]. This new geometry can be re-written in the form of a perturbed FRW metric:

$$ds^2 = a^2 \left\{ -(1 + 2\psi)d\tau^2 + (1 - 2\phi) \left[ d\chi^2 + \frac{1}{\kappa} \sinh^2_{\kappa}(\sqrt{\kappa} \chi) d\Omega \right] \right\},$$  \hspace{1cm} (3.43)

where $\kappa$ is the background curvature and

$$\psi(\tau) = \frac{\partial \ln a}{\partial \ln \kappa} \delta_\kappa + \alpha' + \mathcal{H} \alpha, \hspace{1cm} (3.44)$$

$$\phi(\tau) = \left( \frac{1}{2} - \frac{\partial \ln a}{\partial \ln \kappa} \right) \delta_\kappa - \mathcal{H} \alpha. \hspace{1cm} (3.45)$$

One can now eliminate $\alpha$ to find a generic evolution equation that relates $\delta_\kappa$ with $\phi$ and $\psi$ without specifying any particular theory of gravity [180]:

$$\frac{1}{a^2} \frac{d}{d\tau} \left( \frac{a^2 \phi}{\mathcal{H}} \right) = \phi - \psi + \left[ \frac{1}{2a} \frac{d}{d\tau} \left( \frac{a}{\mathcal{H}} \right) - \frac{\partial \ln \mathcal{H}}{\partial \ln \kappa} \right] \delta_\kappa,$$  \hspace{1cm} (3.46)
A number of assumptions have been made in deriving Eq. (3.46); entropy perturbations have been neglected (perturbations are adiabatic); shear perturbations are negligible on large scales; local energy-momentum is conserved; and spatial gradients can be discarded. In terms of variables (3.36), this *super-horizon consistency condition* translates into

\[
\zeta' \equiv (\delta - 3\phi)' = O(p^2),
\]

where \(\zeta\) is the curvature perturbation on hypersurfaces of uniform density [194]. The conservation of \(\zeta\) on super-horizon scales gives the following second order differential equation for the metric potentials [15, 177, 195]

\[
\psi'' + \left( 2\frac{\gamma'}{\gamma} - \frac{H''}{H'} + \frac{1}{\gamma} \right) \psi' + \left[ \frac{\gamma'}{\gamma} - \frac{H''}{H'} \gamma + \left( \frac{H'}{H} - \frac{H''}{H'} \right) \frac{1}{\gamma} \right] \psi = O\left( \frac{p^2}{\mu \gamma} \right),
\]

(3.48)

One sees that the evolution of perturbations outside the horizon is independent of \(\mu\) up to linear order and any effect due to \(\mu\) is completely hidden by cosmic variance [177]. Once \(H\) and \(\gamma\) are specified, Eq. (3.48) can be integrated to solve for the perturbation variables on super-horizon scales.

**Sub-horizon evolution**

From Eqs. (3.37) and (3.38), the second-order differential equation for sub-horizon scales, \(k \gg aH\), is [177]

\[
\Delta'' + \left[ 2 + \frac{H'}{H} \right] \Delta' - \frac{3}{2} \frac{E_m}{E} \mu \Delta = 0,
\]

(3.49)

which is a \(\mu\)-dependent equation, leading to a \(G_{eff} \neq G\), but is \(\gamma\)-independent. Hence, on sub-horizon scales, the primary effect on the growth of structure is through \(\mu\). The time evolution of the matter density contrast can then be a sensitive probe of the underlying dynamics.
The evolution of $\Delta m$ with time can be quantified by the growth function, $f$, defined as

$$f \equiv \frac{d}{d \ln a} \left( \ln \frac{\Delta (k, a)}{\Delta (k, a_i)} \right) \approx \Omega_m(a)^{\gamma_L}.$$  \hspace{1cm} (3.50)

where $\gamma_L$ is a trigger parameter parametrizing the growth function [178, 179]. In a flat, matter dominated universe we have that $\delta_m$ evolves as $\delta_m \propto a$ and thus, we can parametrize deviations from this behavior in terms of $\gamma_L$ via the growth function.

For the $\Lambda$CDM model, $\gamma_L \approx 6/11$ to a very good approximation, although this can change with $\Omega_M$. For the case of GR with a DE component [180]

$$\gamma_L = \gamma_0 + \gamma_1 \Omega_{DE} + O(\Omega_{DE}^2),$$  \hspace{1cm} (3.51)

where $\gamma_0$ and $\gamma_1$ are given by

$$\gamma_0 = \frac{3(1-w)}{5-6w},$$

$$\gamma_1 = \frac{\gamma_0}{2w} \left[ \frac{6w^2 - 7w + 2}{5 - 12w} - \frac{2 - 3w}{3} \gamma_0 \right].$$  \hspace{1cm} (3.52)

In the case of $w = -1$, these expressions reduce to

$$\gamma_L = \frac{6}{11} + \frac{15}{2057} \Omega_{DE} + \cdots.$$  \hspace{1cm} (3.53)

Our goal, however, is to work in a parametrized framework and account for modified gravity in a model-independent manner. Using Eq. (3.49) and (3.50), it was shown that $\mu$ can be expressed in terms of $\gamma_L$ [177] as

$$\mu = \frac{2}{3} \Omega_m^{\gamma_L - 1} \left[ \Omega_m^\mu + 2 + \frac{H'}{H} + \gamma_L \frac{\Omega_m'}{\Omega_m} + \gamma_L' \ln (\Omega_m) \right],$$  \hspace{1cm} (3.54)

where prime is derivative w.r.t. log $a$. In a flat $\Lambda$CDM background, Eq. (3.54) simplifies to

$$\mu = \frac{2}{3} \Omega_m^{\gamma_L - 1} \left[ \Omega_m^\mu + 2 - 3 \gamma_L + 3 \left( \gamma_L - \frac{1}{2} \right) \Omega_m + \gamma_L' \ln (\Omega_m) \right].$$  \hspace{1cm} (3.55)

1A subscript $L$ is introduced here to avoid confusion with our parametrization function $\gamma$ defined in Eq. (3.34).
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For a given $\gamma_L$, and with an additional specification of $\gamma$, one can use (3.54) in Eqs. (1.49), (1.50) and (3.33) to find consistent solutions for the linear perturbations.

3.2.2 Other parametrizations and their connection to $(\mu, \gamma)$

In the parametrization method described above, it was made clear that in addition to the equations of the energy-momentum conservation, we need to define two equations relating the metric potentials to each other and to the energy-momentum perturbations. Within those two equations, we introduce two parametrizing functions that are responsible for capturing any deviations from the evolution predicted by our fiducial model, e.g. the $\Lambda$CDM model. However, the choice of the two equations that define such two functions is not unique. Different parametrizations have certain advantages and disadvantages, as we will see later. Our choice of these functions, the $(\mu, \gamma)$ parametrization in Eqs. (3.33) and (3.34), has the advantage that on super-horizon scales only $\gamma$ affects the perturbations, while $\mu$ naturally becomes irrelevant. On the other hand, on sub-horizon scales, only $\mu$ affects the growth of matter over-densities and $\gamma$ is irrelevant. This is due to the fact that evolution of perturbations on super-horizon scales is not necessarily related to their sub-horizon dynamics.

In the Parameterized Post-Friedmann (PPF) Framework of [182], this fact has been made explicit. In PPF, the parametrization is defined as

$$g = \frac{1 - \gamma}{1 + \gamma},$$

$$f_G \equiv -\left[1 + 8\pi G \frac{a^2 \rho \Delta}{k^2(\phi + \psi)}\right].$$

(3.56)

On super-horizon scales, only $g$ is relevant while on sub-horizon scales one needs $g$ and $f_G$. In addition, a transition scale between the two regimes needs to be specified. The advantage of the PPF is that no assumption on $g$ and $f_G$ is needed in order to satisfy the consistency conditions, Eq. (3.47), while for the $(\mu, \gamma)$ parametrization, the condition $p^2/(\mu \eta) \to 0$ must be obeyed for small $p$ to satisfy the super-horizon consistency condition [177]. This is a very mild assumption, likely to be satisfied in any reasonable modified gravity theory.
Another useful parametrization function is
\[
\Sigma(a, k) \equiv -\frac{k^2 M_p^2 (\phi + \psi)}{\rho a^2 \Delta} = \frac{(1 + \gamma)}{2} \mu.
\] (3.57)

\(\Sigma(k, a)\) is directly related to the WL potential \(\phi + \psi\) and, therefore, WL data is a direct probe of \(\Sigma\). ISW power spectrum, Eq. (1.78), is also related to the time variation of the lensing potential. Thus, observational data is more sensitive to \(\Sigma\) than \(\mu\) or \(\gamma\).

Below, is a list of the other parametrizations used in the literature and how they are related to the \((\mu, \gamma)\) parametrization of Eqs. (3.33)-(3.34):

- In [196], Caldwell, Cooray and Melchiorri introduced
  \[
  \mu\gamma \equiv 1, \\
  \sigma \equiv \frac{\gamma - 1}{\gamma}.
  \] (3.58)

- Amendola, Kunz and Sapone [39] considered the two functions \(Q_A\) and \(\eta_A\):
  \[
  Q_A \equiv \mu\gamma, \\
  \eta_A \equiv \frac{1 - \gamma}{\gamma}.
  \] (3.59)

- Zhang et al. [37] proposed
  \[
  \eta_{ZL} \equiv \gamma, \\
  \tilde{G}_{eff} \equiv \mu(\gamma + 1/2).
  \] (3.60)

- Amin, Blandford and Wagoner [197] have introduced
  \[
  B_A(\mathcal{H}_k, a) = \mu = \beta_0(a) + \beta_1(a) \mathcal{H}_k + \beta_2(a) \mathcal{H}_k^2 + \ldots, \\
  \Gamma_A(\mathcal{H}_k, a) = \mu\gamma = \gamma_0(a) + \gamma_1(a) \mathcal{H}_k + \gamma_2(a) \mathcal{H}_k^2 + \ldots.
  \] (3.61)

which is a parametrisation designed for small scales with the matter density fluctua-
tion parametrised as
\[ \delta_m(a,k) = \delta(k)_i \left[ \delta_0(a) + \delta_1(a) H_k + \delta_2(a) H_k^2 \right], \] (3.62)

where \( \delta(k)_i \) is specified by initial conditions. In this approach different theories correspond to different sets of the functions \( \{ \beta_i, \gamma_i, \delta_i \} \).

### 3.3 Summary

In this chapter we briefly reviewed a wide range of alternative-gravity theories that modify the Einstein’s equations of GR in order to achieve a late time acceleration phase of expansion in the universe, without the need for an extra dark fluid with unusual properties. It was shown how some classes of these theories are in fact related via transformation of coordinate frames.

We then reviewed phenomenological approaches to modified gravity, based on the idea that there are a large number of alternative-gravity theories and they all might be wrong, while testing each of them is a time-consuming procedure. One could instead focus on extracting information from data with model-independent parametrizations of perturbation equations. Developing techniques for efficiently constraining such phenomenological parameters can help detect deviations of these parameters from their default values, if there is any. Of course, one would eventually need to relate a modified behavior to a theoretical foundation.

In Section 3.2.1 we introduced two functions needed to parametrize the evolution of cosmological perturbations on linear scales. We emphasized that there is not a unique choice of these functions, and presented different choices made in the literature. The main benefit of using these functions is that they allow for a model-independent test of the growth dynamics on cosmological scales even though they do not necessarily have a simple form in specific models of MG. In fact, they are defined through solutions of the equations of motion and depend on the choice of the initial conditions; still one can store observable information in these functions in a model independent way, and be careful to correctly translate the findings on these functions into results on the parameters of specific models.

So far, we have explained how the two functions, \( \mu \) and \( \gamma \) for example, can be used to
parametrize the linear growth of perturbations in a general modification of gravity. But, we have not yet introduced any parametrization of such functions yet. When working with a specific theory, our parametrizing functions can be directly calculated. However, we may want to measure these functions from data without any assumption about the underlying theory. Since, in general, we can have as many parameters in these function as we want, the question then is how to balance between simplicity, i.e working with as few parameters as possible, and flexibility in these functions, to capture all of the information contained in the data. In the following chapters, we try to answer this question.

With our closed set of parametrized evolution equations defined, there are two tasks to be fulfilled. One needs to evolve these equations and calculate cosmological observables so that they can be compared to observational data. This will be the subject of the next chapter, where we discuss how the parametrized equations can be implemented into numerical Boltzmann codes. The second task would be to measure these parametrizing functions from data and constrain their values. In Chapters 5 and 6, we discuss the constraints on parametrized modifications to gravity from currently available cosmological observation as well as forecasted constraints from the upcoming experiments.
Chapter 4

MGCAMB

In Chapter 3, we introduced a set of parametrized perturbation equations in the conformal
Newtonian gauge, describing the growth of cosmological perturbations at the linear level,
while preserving the covariant conservation of the energy-momentum. One then needs to
evolve these equations and calculate the predictions for cosmological observables with spe-
cific choices of the parametrization. In this chapter, we review the perturbation equations
in the synchronous gauge and define their parametrized form corresponding to the ones
introduced in Chapter 3 in the conformal Newtonian gauge. We then describe how these
equations can be implemented in a commonly used public code, CAMB.

Code for Anisotropies in the Microwave Background (CAMB) [201, 202] uses the equa-
tions of GR together with Boltzmann (conservation) equations to calculate cosmological
observables. We have introduced a modified version of it, called Modified Growth with
CAMB (MGCAMB), where we have implemented the parametrized equations\(^1\) [200]. MG-
CAMB is also compatible with CosmoMC [203], an accompanying code to CAMB for per-
forming Monte-Carlo sampling and constraining cosmological parameters, using CAMB
for calculating the theoretical observables.

We introduce some of the functional forms for the \((\mu, \gamma)\) parametrization formulated in
3.2.1 which can describe perturbation equations in specific classes of alternative-gravity
theories. We also introduce some of the functional forms for other parametrizations, de-
scribed in 3.2.2, that have been implemented in MGCAMB.

\(^1\)This patch replaces the previously publicly released code MGCAMB [46], while also extending it in
several ways as described in [200].
To demonstrate the use of the patch, we obtain joint constraints on the neutrino mass and parameters of a scalar-tensor gravity model from CMB, SNe Ia and the correlation of CMB with large scale structure.

### 4.1 Linear perturbation equations in the synchronous gauge

In the synchronous gauge, the linearly perturbed line element is

$$ds^2 = a(\tau)^2[-d\tau^2 + (\delta_{ij} + h_{ij})dx^idx^j], \quad (4.1)$$

where the two scalar DoF of $h_{ij}$ are represented by functions $\eta$ and $h$, defined in Fourier space as [18]

$$h_{ij}(\vec{x}, \tau) = \int d^3k e^{i\vec{k}\cdot\vec{x}} \left\{ k_i k_j h(\vec{k}, \tau) + (\hat{k}_i \hat{k}_j - \frac{1}{3}\delta_{ij}) 6\eta(\vec{k}, \tau) \right\}. \quad (4.2)$$

The coordinate system in the synchronous gauge, $x^\mu$, can be related to the coordinate system in the conformal Newtonian gauge, $\hat{x}^\mu$, via a transformation of the form

$$x^\mu \rightarrow \hat{x}^\mu = x^\mu + d^\mu(x^\nu). \quad (4.3)$$

Then, the invariance of the line element, $ds^2$, under this coordinate transformation provides the following relations between the variables in the two gauges [18]

$$\psi = \alpha + \mathcal{H}\alpha, \quad (4.4)$$
$$\phi = \eta - \mathcal{H}\alpha, \quad (4.5)$$

where $\alpha = (h + 6\eta)/2k^2$ is the equivalent of $d^0(x^\nu)$ in Eq. (4.3):

$$\hat{x}^0 = x^0 + \alpha(\vec{x}, \tau). \quad (4.6)$$

By substituting Eqs. (4.4)-(4.5) into the Poisson and anisotropy equations in the conformal Newtonian gauge, Eqs. (3.31) and (3.32), we get their analogue form in the synchronous
gauge

\[ k^2(\dot{\alpha} + \mathcal{H}\alpha) = -\frac{\kappa}{2}\{\rho\Delta + 3(\rho + P)\sigma}\], \quad (4.7) \\
\eta - \mathcal{H}\alpha - (\dot{\alpha} + \mathcal{H}\alpha) = \frac{3\kappa}{2k^2}(\rho + P)\sigma. \quad (4.8) \\

We can now parametrize the above equations as

\[ k^2(\dot{\alpha} + \mathcal{H}\alpha) = -\frac{\kappa}{2}\mu\{\rho\Delta + 3(\rho + P)\sigma\}, \quad (4.9) \\
\eta - \mathcal{H}\alpha - \gamma(\dot{\alpha} + \mathcal{H}\alpha) = \frac{3\kappa}{2k^2}\mu(\rho + P)\sigma, \quad (4.10) \]

where \( \kappa \equiv 8\pi G a^2 \).

To evolve the four variables \( \{\eta, h, \Delta, v\} \) we need two additional equations. As we saw before, the other two equations come from the conservation of the perturbed energy-momentum tensor. In the synchronous gauge, they are [18]

\begin{align*}
\dot{\delta} &= -(1+w)\left(\theta + \frac{\dot{h}}{2}\right) - 3\frac{\dot{a}}{a}\left(\frac{\delta P}{\delta \rho} - w\right)\delta, \\
\theta &= -\frac{\dot{a}}{a}(1-3w)\theta - \frac{\dot{w}}{1+w}\theta + \frac{\delta P/\delta \rho}{1+w} k^2\delta - k^2\sigma, \quad (4.11)
\end{align*}

which are valid separately for each fluid component in the universe. Eqs. (4.9)-(4.11) provide a closed system of equations for evolving our variables in the synchronous gauge.

### 4.2 Modifying CAMB to implement the parametrized perturbation equations

Following the notation in CAMB, we can define the perturbation to the expansion rate, \( Z \), and shear, \( \sigma^* \) (not to be confused with the anisotropic stress \( \sigma \)), as

\begin{align*}
Z &= \frac{\dot{h}}{2k}, \quad (4.12) \\
\sigma^* &= k\alpha. \quad (4.13)
\end{align*}
With $\mathcal{Z}$ and $\sigma^*$, the perturbed Einstein equations are written as [201, 202]:

$$k^2 \eta = k \mathcal{H} \mathcal{Z} - \frac{1}{2} \kappa \rho \delta, \quad (4.14)$$

$$\frac{2}{3} k^2 (\sigma^* - \mathcal{Z}) = \kappa \rho q, \quad (4.15)$$

where $\rho q = (\rho + P)v$. As we are interested in testing modifications to GR, we can no longer use Einstein’s equations, and instead need an alternative way of evaluating $\mathcal{Z}$ and $\sigma^*$ based on Eqs. (4.9) and (4.10), combined with the conservation equations. We do this by deriving $\alpha$ and $\dot{\mathcal{H}} = 2k^2 \alpha - 6 \dot{\eta}$ from known quantities, as explained below.

To derive $\alpha$, we substitute (4.9) into (4.10) and obtain

$$\alpha = \left\{ \eta + \frac{\mu \kappa}{2k^2} [ \gamma \Delta + 3(\gamma - 1)(\rho + P)\sigma] \right\} / \mathcal{H}. \quad (4.16)$$

Then, to get $\dot{\eta}$, we first substitute $\dot{\alpha}$ from (4.9) into (4.10) to write

$$\dot{\eta} = \mathcal{H} \alpha - \frac{\mu \kappa \rho}{2k^2} \Gamma, \quad (4.17)$$

where

$$\Gamma = \gamma \Delta + 3(1 + w)\sigma(\gamma - 1). \quad (4.18)$$

The time derivative of (4.17) gives

$$\dot{\eta} = \dot{\mathcal{H}} \alpha + \mathcal{H} \dot{\alpha} - \frac{\mu \kappa \rho}{2k^2} \left\{ 2\mathcal{H} \Gamma - 3\mathcal{H}(1 + w)\Gamma + \frac{\mu \dot{\Gamma} + \Gamma}{\mu} \right\}. \quad (4.19)$$

Using the conservation equations (4.11) in the above, we have the final expression for $\dot{\eta}$:

$$\dot{\eta} = \frac{\kappa \rho}{2 \mathcal{D}} \left\{ (1 + w) \left[ \mu \gamma \theta \left( 1 + \frac{3\kappa \rho}{2k^2}(1 + w) \right) + k^2 \alpha(\mu \gamma - 1) \right] + \Delta [\mu \gamma \mathcal{H} - \mu \gamma - \gamma \mu] \right\} + 3\sigma(1 + w)(1 - \gamma)\mu + 3\sigma(1 + w) \left[ 3w \mu (\gamma - 1) \mathcal{H} - (\gamma - 1) \mu - \mu \gamma \right], \quad (4.20)$$

where $\mathcal{D}$ is

$$\mathcal{D} = k^2 + \frac{3 \kappa}{2} \gamma \mu \rho (1 + w). \quad (4.21)$$

With $\alpha$, $\dot{\eta}$ and $\dot{\mathcal{H}}$ in hand, we can evaluate $\mathcal{Z}$ and $\sigma^*$ in Eqs. (4.12)-(4.13).
In CAMB, cosmological observables are calculated in the form of angular power spectra. For computing these power spectra, GR equations are used to simplify the expressions in the code. Hence, one needs to identify the occasions where GR equations are used and replace them with the parametrized expressions. In the following, we describe how this is done for two power spectra which we will later use: CMB temperature and CMB/LSS cross-correlation power spectra.

### Alterations to the CMB source function in CAMB.

The CMB temperature angular spectrum \( C_{\ell}^{TT} \) can be written as

\[
C_{\ell}^{TT} = (4\pi)^2 \int k^2 dk P(k)[I^{T}_\ell (k)]^2 ,
\]

where \( P(k) \) is the primordial power spectrum and

\[
I^{T}_\ell (k) = \int_0^{\tau_0} d\tau S_T(k, \tau) j_\ell (k\tau) ,
\]

where \( \tau \) is the conformal time, \( S_T(k, \tau) \) is the source term, and \( j_\ell (x) \) are spherical Bessel functions. In GR, the source term in terms of the synchronous gauge variables is [204]

\[
S_{T}(k, \tau) = g \left( \Delta_{0}^{T} + 2\alpha + \frac{v_b}{k} + \frac{\Pi}{4} + \frac{3\Pi}{4k^2} \right) + e^{-\kappa (\dot{\eta} + \dot{\alpha})} + \dot{g} \left( \alpha + \frac{v_b}{k} + \frac{3\Pi}{4k^2} \right) + \frac{3\dot{g}\Pi}{4k^2}
\]

(4.24)

where, \( \kappa \) is the optical depth \(^2\), \( g \) is the visibility function defined in terms of the optical depth as

\[
g(\tau) \equiv \kappa \exp(-\kappa),
\]

(4.25)

and \( \Pi = \Delta_2^T + \Delta_2^P + \Delta_0^P \). \( \Delta_\ell^T(\Delta_\ell^P) \) are the \( \ell \)'th moments of \( \Delta^T(\Delta^P) \) in term of Legendre polynomials [204]:

\[
\Delta^T(\hat{n}) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{lm} Y_{lm}(\hat{n}) ,
\]

(4.26)

\(^2\)Note that only in Eqs. (4.24)-(4.25), \( \kappa \) is considered as the optical depth.
where \( \hat{n} \) is a direction in the sky.

In the default version of CAMB, the perturbed Einstein equations are used in the evaluation of the source \( S_T(k, \tau) \). Since we have introduced modifications to the Poisson (4.9) and anisotropy (4.10) equations, it is important to avoid assuming GR in the expression for the source. The MGCAMB patch replaces the default CMB source in CAMB with the modified version of Eq. (4.24). In addition, the evaluation of the ISW term, \( e^{-\kappa}(\dot{\eta} + \ddot{\alpha}) \), in (4.24) is modified. Namely, it was originally given by

\[
\dot{\eta} + \ddot{\alpha} = \frac{\kappa}{2k^2} \left[ 2(\rho \Delta + \rho \dot{\Delta}) + \frac{3}{2}(\rho + P)\dot{\sigma} + \frac{3}{2}(\rho + \dot{P})\sigma \right],
\]  

(4.27)

while in MGCAMB Eqs. (4.16-4.19) are used to modify the above expression as

\[
\dot{\eta} + \ddot{\alpha} = \frac{\kappa}{2k^2} \left\{ - (\gamma + 1)(\rho \Delta + \rho \dot{\Delta}) + \gamma \frac{3}{2}(\rho + P)\dot{\sigma} + \gamma \frac{3}{2}(\rho + \dot{P})\sigma \right\} + \gamma \mu \left[ (\rho \Delta) + \frac{3}{2}(\rho + P)\sigma \right].
\]  

(4.28)

It can be easily checked that for \( \mu = \gamma = 1 \), we get back the ISW term in GR.

**Alterations to the CMB-LSS cross-correlation patch of Ho et al.**

To be able to use the ISW data, we need to calculate the theoretical CMB-LSS cross-correlation angular spectrum, \( C^g_T \). In the parametrized modified gravity formalism, the source terms should be modified. \( C^g_T \) can be written as

\[
C^g_T = \frac{2}{\pi} \int k^2 dk P(k) g_\ell(k) T_\ell(k),
\]  

(4.29)

with

\[
g_\ell(k) = \int dz b(z) W(z) D(k,z) j_\ell(k\chi(z)),
\]  

(4.30)

and

\[
T_\ell(k) = \frac{3}{c^2} \frac{H_0^2}{\Omega_m} T_{\text{CMB}} \times \int dz \frac{d}{dz} \left[ D(k,z)(1 + z) \frac{j_\ell(k\chi(z))}{k^2} \right],
\]  

(4.31)

where \( W(z) \) is the normalized selection function, \( T_{\text{CMB}} \) is temperature of CMB today, \( \chi(z) \) is the comoving distance to redshift \( z \), \( b(z) \) is the bias factor, integration over \( \tau \) is replaced

\[3\text{Note that the different pre-factor, } (2/\pi) \text{ in Eq. (4.29) rather than } (4\pi)^2 \text{ in Eq. (4.22)}, \text{ is due to different Fourier conventions [205].} \]
with integration over redshift and the growth factor $D(k,z)$ is defined as

$$\frac{\delta(k,z)}{\delta(k,0)} = \frac{D(k,z)}{D(k,0)}.$$  \hfill (4.32)

Expression (4.29) can be simplified for $\ell \gg 10$ by working in the flat-sky approximation and substituting $k = (\ell + 1/2)/\chi(z)$, which gives [206]

$$C_\ell^{gT} = \frac{3\Omega_m H_0^2 T_{\text{CMB}}}{c^2 (\ell + 1/2)^2} \times \int dz b(z) W(z) \frac{H(z)}{c} D(k,z) \frac{d}{dz} [D(k,z)(1+z)] P\left(\frac{\ell + 1/2}{\chi}\right).$$  \hfill (4.33)

In a general theory of gravity, the growth factor can have a complicated form depending both on scale and time. With Eqs. (4.9) and (4.10), it is straightforward to show that at late times, when the anisotropic stress due to relativistic species is negligible, Eq. (4.33) is modified to

$$C_\ell^{gT} = \frac{3\Omega_m H_0^2 T_{\text{CMB}}}{c^2 (\ell + 1/2)^2} \times \int dz b(z) W(z) \frac{H(z)}{c} D(k,z) \frac{d}{dz} [D(k,z)(1+z)\mu(k,z)(1+\gamma(k,z))] P\left(\frac{\ell + 1/2}{\chi}\right).$$  \hfill (4.34)

where $D(k,z)$ is still defined as Eq. (4.32) and we use MGCAMB to calculate $D(k,z)$ from Eq. (4.32) at each redshift and also the modified matter power spectrum today, $P((\ell + 1/2)/\chi)$. The derivative of the growth factor with respect to redshift can be calculated using Eqs. (4.10)-(4.11) and the corresponding expressions for $\mu(k,z)$ and $\gamma(k,z)$.

### 4.3 Specific parametric forms of $\mu$ and $\gamma$

While MGCAMB works for any form of $\mu(k,a)$ and $\gamma(k,a)$ supplied by the user, we have coded in several specific parametrizations previously used in the literature. For example, a particular form of $\mu$ and $\gamma$ that holds approximately in some classes of $f(R)$ and scalar-
tensor theories was introduced in [41], hereafter referred to as the BZ parametrization:

\[
\begin{align*}
\mu(k, a) &= \frac{1 + \beta_1 \lambda_1^2 k^2 a^s}{1 + \lambda_1^2 k^2 a^s}, \\
\gamma(k, a) &= \frac{1 + \beta_2 \lambda_2^2 k^2 a^s}{1 + \lambda_2^2 k^2 a^s},
\end{align*}
\] (4.35)

where \(\beta_i\)'s are dimensionless couplings and \(\lambda_i\)'s have dimension of length. Specific sets of BZ parameter values can be chosen to correspond to particular \(f(R)\) and scalar-tensor models. Moreover, not all of the BZ parameters are independent. For example, \(f(R)\) models, with the action (3.10), can be tuned to reproduce any background expansion history, and the remaining relevant quantity is the squared Compton wavelength of the new scalar degree of freedom \(f_R \equiv df/dR\) mediating the fifth force. In units of the Hubble length squared it is given by [207, 185]

\[
B \equiv \frac{f_{RR}}{1 + f_R d\ln a} \left( \frac{d\ln H}{d\ln a} \right)^{-1},
\] (4.36)

where \(R\) is the background Ricci scalar. Thus, for a fixed background expansion history, different \(f(R)\) models can be parametrized by the parameter \(B_0\), which is the value of \(B\) today. It was suggested in [208] that for \(B_0 \lesssim 1\) the large scale growth in \(f(R)\) models can be modelled using a BZ form with \(\beta_1 = 4/3, \lambda_2^2 = \beta_1 \lambda_1^2\) and \(\beta_2 = 1/2\) as:

\[
\begin{align*}
\mu(k, a) &= \frac{1}{1 - 1.4 \cdot 10^{-8} |\lambda_1|^2 a^3} \left( \frac{1 + 2 \lambda_1^2 k^2 a^4}{1 + 4 \lambda_1^2 k^2 a^4} \right), \\
\gamma(a, k) &= \frac{1 + 2 \lambda_1^2 k^2 a^4}{1 + 4 \lambda_1^2 k^2 a^4},
\end{align*}
\] (4.37)

where the pre-factor is introduced to account for the background rescaling of the Newton’s constant which becomes important when \(B_0 \gtrsim 0.5\) and \(\lambda_1^2 = B_0 c^2 / (2H_0^2)\). We will use this parametrization in the next section to demonstrate the use of MGCAMB and to constrain the \(B_0\) parameter.

Similarly, models with a Yukawa–type dark matter interaction can also be approximately expressed in terms of the extended BZ parametrization of [208]. In this type of models, the allowed ranges of the BZ parameter values are \(0 < B_0 < 2\lambda_1^2 H_0^2 / c^2 < 1, 0 < \beta_1 < 2\) and \(1 < s < 4\), while \(\lambda_2^2 = \beta_1 \lambda_1^2\) and \(\beta_2 = 2 / \beta_1 - 1\), where the parameter \(B_0\) is again related
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to the Compton wavelength of the extra scalar degree of freedom. As shown in [208], and in the next section, the data considered here cannot constrain parameters $B_0$ and $s$ in this model.

Parametric forms such as (4.35) or (4.37) are certainly not guaranteed to be accurate in representing solutions of all $f(R)$, scalar-tensor or other MG models at all values of the theoretical parameters. The validity of the original BZ form (4.35) has been questioned in [209], where a more accurate parametric form specific to $f(R)$ was suggested. At small $B_0$, which are not already ruled out, BZ parametrization still works fine. In Section 4.4 we demonstrate the use of MGCAMB by working with the modified BZ form (4.37) of [208] that has the additional pre-factor in $\mu$.

Alternative parametrizations

As discussed before, the parametrized modification of perturbed Einstein equations can be done in different ways. Other forms may be useful when working with specific cosmological observables or when testing particular theories. Generally, it should be possible to express these other parametrizations in terms of $\mu$ and $\gamma$. For example, in certain circumstances, it can be desirable to work with functions $\mu$ and $\Sigma$, defined in Eq. (3.57). In [210] it was shown that working with these functions clearly captures the complementary information in weak lensing and peculiar velocity experiments. Another advantage of working with $\Sigma$ is that in scalar-tensor or higher-dimensional theories, such as DGP, $\Sigma$ is close to 1 on small scales [211].

In [212], functions $Q(k,a)$ and $R(k,a)$ were introduced as

$$
k^2 \Phi = -4\pi G a^2 Q \rho \Delta,$$

$$
k^2 (\Psi - R \Phi) = -12\pi G a^2 Q (\rho + P) \sigma,
$$

which we include as an alternative parametrization in MGCAMB. Namely, when the appropriate option is selected, Eqs. (4.38) are evolved in place of (4.9) and (4.10). A phe-
nomenological functional forms of Eq. (4.38) is chosen in [212] as

\[ Q(k, a) - 1 = \left[ Q_0 e^{-k/k_c} + Q_\infty (1 - e^{-k/k_c}) - 1 \right] a^s \]

\[ R(k, a) - 1 = \left[ R_0 e^{-k/k_c} + R_\infty (1 - e^{-k/k_c}) - 1 \right] a^s \]  (4.39)

which is implemented in MGCAMB accordingly. Functions \( Q \) and \( R \) are simply related to \( \mu \) and \( \gamma \) in the limit of negligible anisotropic stress \( \sigma \):

\[ Q = \mu \gamma, \quad R = \gamma^{-1} \]  (4.40)

although we do not rely on this conversion in practice. As a consistency check, we have reproduced some of the results in [212] using MGCAMB.

### 4.4 A worked example: joint constraints on massive neutrinos and modified gravity

To demonstrate the use of MGCAMB in conjunction with CosmoMC, we performed a joint analysis of CMB, ISW and SNe Ia data to constrain a particular set of modified gravity (MG) parameters together with the total neutrino mass. Massive neutrinos can modify the growth of structure on different scales and redshifts depending on their mass. This modification can, in principle, be degenerate with the effects of MG on the overlapping scales and redshifts. To study the degeneracy between MG parameters and basic cosmological parameters, including the neutrino mass, we chose two specific parametrized MG models, namely, the \( f(R) \) and Yukawa-type models introduced in [208] (see Eq. (4.37)). Cosmological constraints on \( f(R) \) models were also studied in [213].

On linear scales, modified gravity models, such as \( f(R) \), generally predict enhanced growth on the scales smaller than the Compton wavelength due to the fifth force, while massive neutrinos can damp the structure within their free-streaming scale, which is determined by the neutrino mass. Therefore, it is interesting to study the degeneracy between the MG parameters and the neutrino mass. Fig 4.1 shows the CMB TT power spectra for \( \Lambda \)CDM, an "\( f(R) \) model" described by Eq. (4.37) with \( B_0 = 0.5 \) and the case of mas-
sive neutrinos with $f_\nu \equiv \Omega_\nu / \Omega_{\Lambda CDM} = 0.05$ corresponding to $\sum m_\nu \simeq 0.5$ eV. We attempted to constrain four models: the $f(R)$ and Yukawa-type, described by (4.37), each with and without the presence of massive neutrinos. In all the cases, we varied the 7 primary parameters as explained in Table 4.1. In addition, we varied $f_\nu$ for the cases with neutrinos, $B_0$ in the case of $f(R)$ and $\{B_0, \beta_1, s\}$ for the Yukawa model.

![Figure 4.1: CMB TT power spectrum for $\Lambda CDM$ (black solid), $f(R)$ model with $B_0 = 0.5$ (red dashed) and $\Lambda CDM$+massive neutrino models with $f_\nu = 0.05$ (green dash-dotted).](image)

We utilized MGCAMB to calculate the CMB angular spectrum and the CMB/matter cross-correlation spectrum, as well as the SNe and BAO, and used a modified version of CosmoMC to fit the models to data. We used the CMB data from the WMAP seven year observation [214], and the CMB-large scale structure (LSS) cross-correlation data by Ho et al [206]. We also used the SNe Ia data (SDSS compilation) [215], the HST data from [216] and the BAO data from [21] to further constrain the background expansion history. In addition, we put a top hat prior of [10, 20] Giga years on the age of the universe. Given the observational data, we use CosmoMC to sample the parameter space using the Metropolis-
### Table 4.1: List of the parameters used in the Monte Carlo sampling. The ranges of the flat priors are given if a parameter is varied, or the value is given if the parameter was fixed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Explanation</th>
<th>range (min, max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_b )</td>
<td>physical baryon density; ( \omega_b = h^2 \Omega_b )</td>
<td>((0.005, 0.100))</td>
</tr>
<tr>
<td>( \omega_c )</td>
<td>physical CDM density; ( \omega_c = h^2 \Omega_c )</td>
<td>((0.01, 0.99))</td>
</tr>
<tr>
<td>( \vartheta_s )</td>
<td>sound horizon angle; ( \vartheta_s = 100 \cdot r_s(z_\ast)/D_A(z_\ast) )</td>
<td>((0.5, 10.0))</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>optical depth to reionisation</td>
<td>((0.01, 0.80))</td>
</tr>
<tr>
<td>( \ln(10^{10}A_s^2) )</td>
<td>( A_s ) is the scalar primordial amplitude</td>
<td>((2.7, 4.0))</td>
</tr>
<tr>
<td>( A_{SZ} )</td>
<td>amplitude of the SZ template for WMAP and ACBAR</td>
<td>((0.2))</td>
</tr>
<tr>
<td>( n_s )</td>
<td>spectral index of primordial perturbations; ( n_s - 1 = d \ln P/d \ln k )</td>
<td>((0.5, 1.5))</td>
</tr>
<tr>
<td>( f_{\nu} )</td>
<td>fraction of dark matter density as massive neutrinos</td>
<td>((0.0, 0.1))</td>
</tr>
<tr>
<td>( B_0 )</td>
<td>present lengthscale of the theory (in units of the horizon scale)</td>
<td>((0, 1))</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>coupling</td>
<td>(4/3)</td>
</tr>
<tr>
<td>( s )</td>
<td>time evolution of the scalaron mass</td>
<td>(4)</td>
</tr>
</tbody>
</table>

Hastings algorithm. Table 4.1 shows the parameters we used for sampling and the assumed priors. We run several chains, and obtained the constraints after the chains converged perfectly.

Figs. 4.2-4.4 show the 1-D posterior distributions, and the 2-D contour plots of the cosmological and MG parameters for the \( f(R) \) and Yukawa-type models with and without massive neutrinos. We did not see a significant correlation between the neutrino mass and the MG parameters. This is because the MG models we have considered primarily affect the CMB spectrum via the ISW effect, which is relevant on large scales, or small \( \ell \). On the other hand, the effect of (small) neutrino mass on the CMB spectrum is quite subtle and the constraint comes primarily from \( \ell \) around the acoustic peaks.

The correlation between the neutrino mass and MG would be more prominent if we considered their effect on the matter power spectrum data \( P(k) \). However, adding the \( P(k) \) information is non-trivial for the following reason. The MCMC module of Ho et al [206] is a compilation of clustering data from several surveys, and \( P(k) \) from each data set is used in determining the bias, which is then used to determine the cross-correlation of clustering with CMB. So, in effect, \( P(k) \) is used, but only in determining the bias, and not in constraining cosmological parameters. Same method was used in [217] and in [218].
principle, one can include $P(k)$ into the data while properly accounting for the covariance with cross-correlation.

For the $f(R)$ model, we find that the $B_0$ parameter is constrained to be $B_0 < 0.4 \ (95\% \ C.L.)$, which corresponds to $\lambda^2_1 < 1900 \ \text{Mpc}/h$. The constraint on $B_0$ is practically unchanged after marginalizing over the neutrino mass. For the Yukawa model, we find that $0.7 < \beta_1 < 1.7 \ (95\% \ C.L.)$, while $B_0$ and $s$ are very weakly constrained. In both cases, we find $f_\nu \lesssim 0.05$ at $95\% \ C.L.$, implying $\Sigma m_\nu \lesssim 0.5 \ \text{eV}$. Our constraints on the MG parameters are consistent with those presented in Refs. [208, 217]. The analysis of Ref. [208] is based on a different compilation of ISW datasets – we used Ho et al. [206], while they used the compilation of Giannantonio et al. [218]. Our results are also in good agreement with those of Ref. [217], where the PPF framework [182, 219] employing a different set of equations was used. When the Ho et al. [206] dataset was considered in [217], it leads to a constraint of $B_0 < 0.4 \ (95\% \ C.L.)$ on $f(R)$ models.

4.5 Summary

In this chapter, we reviewed the linear equations for scalar perturbation of the FRW metric in the synchronous gauge and described how they can be parametrized to accommodate modifications to GR equations from alternative gravity models. We then introduced a patch to CAMB and CosmoMC, called MGCAMB, that makes it possible to evaluate cosmological observables using the parametrized equations. The motivation for this parametrization in terms of functions $\mu(a,k)$ and $\gamma(a,k)$, its consistency, and the relation to other models in the literature has been discussed in Chapter 3. Its main value is in allowing for a model-independent way of looking for departures from GR [220]. However, it is also possible to derive approximate expressions for $\mu(a,k)$ and $\gamma(a,k)$ in terms of fundamental parameters of particular theories [187, 208].

We have demonstrated the utility of the MGCAMB code by obtaining joint constraints on the neutrino mass and parameters of two models of modified gravity previously considered in [208]. We found that GR remained a good fit in all cases. In the case of $f(R)$ we found that the $B_0$ parameter was constrained to be $B_0 < 0.4 \ (95\% \ C.L.)$, which corresponded to $\lambda^2_1 < 1900 \ \text{Mpc}/h$. In the case of Yukawa type models we found that $0.7 < \beta_1 < 1.7 \ (95\% \ C.L.)$, while $B_0$ and $s$ were very weakly constrained. In both models
there was little degeneracy between the neutrino mass and the MG parameters, with the neutrino fraction constrained to be $f_\nu \lesssim 0.05$ at 95% C.L.
Figure 4.2: Marginalized posterior distribution for the $f(R)$ model parameters and 2-D contour plots showing the ranges of and correlations between parameters of interest and the 68 and 95% confidence limits.
Figure 4.3: Same as in Fig 4.2 but for the Yukawa-type model with massive neutrinos.
Figure 4.4: Same as in Fig 4.2 but for the Yukawa-type model without massive neutrinos.
Chapter 5

Cosmological tests of general relativity: a PCA approach

The next generation of large scale structure surveys are sensitive enough to discriminate between different theories of alternative gravity and exotic DE and enable us to test the ΛCDM model. These surveys will trace the evolution of matter perturbations and gravitational potentials from the matter dominated epoch until today. Along with constraining the dynamics of DE, they will probe the relations between matter overdensities, local curvature, and the Newtonian potential. The parametrized framework introduced in Chapters 3 and 4 can, in principle, accommodate any modifications of these relations in the linear regime from the ΛCDM predictions.

In this chapter, we treat the functions parametrizing the linear equations of motion (MG functions) in a less model-dependent way by working with bins of these functions on a grid of scale and redshift. We take these 2-D bins (MG pixels) to be part of the model parameters and perform a Fisher information analysis (5.3) to estimate the constraints on the MG pixels for surveys like DES [35] and LSST [36]. We then perform a PCA (5.4) to find the eigenmodes and eigenvalues of these functions. The number of well-constrained modes approximately corresponds to the number of degrees of freedom (DoF) of these functions that can be measured by the surveys. Their scale and time dependence indicate the ranges where the surveys will be most likely to detect deviations from ΛCDM. This approach was first introduced in [220] and developed in [47].

we consider the impact of some of the systematic effects expected in weak lensing
surveys. We also present the PCA in terms of other choices of the two MG functions needed to parameterize modified growth on linear scales, and discuss their merits. In addition, we analyze the degeneracy between the MG functions and other cosmological parameters, paying special attention to the effective equation of state $w(z)$. Finally, we demonstrate the utility of the PCA in storing data about the linear growth of structure, efficiently and compressed. We demonstrate how having this information stored in PCs will also enable one to easily derive constraints on parameters of specific models without recalculating Fisher matrices from scratch for each model separately.

### 5.1 MG pixels as model parameters

Our goal is to determine how well $\mu$ and $\gamma$ can be constrained by future surveys, minimizing any assumption on the functions themselves. Therefore, rather than employing a specific expression for $\mu$ and $\gamma$, we will treat them as unknown functions of both time and scale, and bin them on a grid in the $(z,k)$ space. With $m$ $z$-bins and $n$ $k$-bins, we have $m \times n$ grid points to which we associate a pair of values of the two functions. This is a $2 \times 2$-dimensional problem, with the value of the functions at each pixel represented by $\mu_{ij}$ and $\gamma_{ij}$. However, in practice, one can transform the 2-D problem into a 1-D one by mapping the grid into a chain, therefore transforming the matrices of values into two $m \times n$-dimensional vectors [220]. We indicate the components of the vectors with $\mu_i$ and $\gamma_i$ where $i = 1, \ldots, m \times n$.

In addition, we also bin the DE equation of state $w(z)$ in redshift, creating a $m$-dimensional vector and vary the usual cosmological parameters: the Hubble constant $h$, cold dark matter density $\Omega_c h^2$, the baryon density $\Omega_b h^2$, the optical depth $\tau$, the scalar spectral index $n_s$, and the amplitude of scalar perturbations $A_s$. We assume that the bias is scale-independent on the linear scales considered in our analysis and introduce $N_b$ constant bias parameters, one for each photometric bin of the survey.

We use the Fisher matrix formalism to estimate the anticipated covariance of our parameters $p_i$, $i = 1, \ldots, 2 \times m \times n + m + 6 + N_b$. After choosing our observables and experiments as described in next section, we build the Fisher information matrix for the parameters $p_i$. Then, we invert it to determine the anticipated covariance matrix

$$ C_{ij} = \langle (p_i - \bar{p}_i)(p_j - \bar{p}_j) \rangle, \quad (5.1) $$
where $\bar{p}_i$ are the assumed best fit, or "fiducial", values.

### 5.1.1 Covariance matrix for $\Sigma$

Depending on the circumstances, it can be preferable to replace $\gamma$ with the function $\Sigma$ defined in Eq. (3.57), and work with the combination $(\mu, \Sigma)$. In that case, one way to proceed is to repeat the procedure outlined in Sec. 5.4 for the new combination $(\mu, \Sigma)$. Alternatively, one can use the information already stored in the $(\mu, \gamma)$ pixels to infer the covariance matrix for $\Sigma$, which is what we will do. From Eqs. (3.33)-(3.34) and (3.57), we have

$$\Sigma = \frac{1}{2} \mu (1 + \gamma). \quad (5.2)$$

Then, pixelizing $\Sigma$ on the same $(k, z)$ grid, we can derive its covariance matrix in terms of the covariance matrix elements for $\mu$ and $\gamma$ as

$$C_{ij}^{\Sigma} = \frac{1}{4} \left[ \mu_i \mu_j C_{ij}^{\gamma \gamma} + (1 + \gamma_i)(1 + \gamma_j) C_{ij}^{\mu \mu} + \mu_i (1 + \gamma_j) C_{ij}^{\gamma \mu} + \mu_j (1 + \gamma_i) C_{ij}^{\mu \gamma} \right], \quad (5.3)$$

where, for example, $C_{ij}^{\gamma \mu}$ is the covariance between $\gamma_i$ and $\mu_j$. Analogously, one can derive the covariance of $\Sigma$ with $\mu, C_{\Sigma \mu}$.

### 5.2 Observables

The ongoing and future tomographic large scale structure surveys (like DES [35], Pan-STARRS [221] and LSST [36]) will provide measurements of galaxy number counts (GC) and weak lensing (WL) on the same patch of sky, as well as a large number of SNe Ia. This, in combination with the full sky CMB data from WMAP and Planck, allows us to consider all possible cross-correlations: CMB-WL, CMB-LSS, LSS-WL, in addition to the three auto-correlation functions. Measuring the lensing and the Newtonian potentials via these observables will constrain $\mu$ and $\gamma$. In what follows, we provide a brief overview of the observables we used for the analysis and the assumptions we have made about the experiments.
We numerically evaluate the transfer functions $I_\ell$, Eq. (1.67), using MGCAMB [45] and obtain the angular spectra $C_{XY}^\ell$. A joint analysis of CMB and data from a tomographic lensing survey with $M$ GC redshift bins and $N$ WL bins will give us a total of $3 + M(M + 1)/2 + N(N + 1)/2 + M + N + MN$ different types of $C_{XY}^\ell$'s respectively from CMB, GC, WL, GC × CMB, WL × CMB and WL × GC, (we do not correlate CMB polarization with GC and WL because the signal is too weak). For example, combining Planck with DES, with $M = 4$ GC bins and $N = 4$ WL bins, gives us 47 different types of spectra. A combination of Planck with LSST, with 10 GC bins and 6 WL bins, gives us 155 different $C_{XY}^\ell$'s.

We only use the parts of the spectra that correspond to the linear cosmological regime. Including higher $\ell$, or smaller scales, would require us to account for non-linear effects which, strictly speaking, are not allowed within our framework. To accurately model growth on non-linear scales, one needs input from N-body simulations, which can only be performed for specific modified gravity theories. The fact that we are not testing a specific model, but constraining a general departure from GR, defined in terms of linear perturbation variables, precludes us from having a reliable description of non-linear corrections. We restrict ourselves to the linear regime by cutting off the $C_{XY}^\ell$ spectra at $\ell_{\text{max}} \sim 0.2 \, h r(z_s)$. This cutoff roughly corresponds to $k_{\text{max}} \sim 0.2 \, h \text{Mpc}^{-1}$ at $z = 0$. There is certainly a wealth of information about MG parameters on smaller scales [222], and while it would be tempting to include it in our analysis, it would make our predictions unreliable since our analysis is limited to linear theory.

5.2.1 Experiments

For this analysis, we include CMB temperature and polarization (T and E), WL of distant galaxies, GC, their cross-correlations, and SNe observations. We assume CMB T and E data from the Planck satellite [226], the galaxy catalogues and WL data by the Dark Energy Survey [35] and Large Synoptic Survey Telescope (LSST) [36], complemented by a SNe data set provided by the futuristic Euclid-like survey [223].

DES and LSST

DES is a project aimed at studying the nature of the cosmic acceleration, and is planned to start observations in 2012 [35]. DES includes a 5000 square degree multi-band, optical
survey probing the redshift range $0.1 < z < 1.3$ with a median redshift of $z = 0.7$ and an approximate 1-$\sigma$ error of 0.05 in photometric redshift (see 1.3.2 for details on galaxy number count). In the simulation, for both WL and GC, a sky fraction $f_{\text{sky}} = 0.13$, and an angular density of galaxies $N_G = 10 \text{ gal/arcmin}^2$ is assumed. We also assume $\gamma_{\text{rms}} = 0.18 + 0.042z$, which is the rms shear stemming from the intrinsic ellipticity of the galaxies and measurement noise, and the photometric redshift uncertainty given by $\sigma(z) = 0.05(1 + z)$.

LSST is a proposed large aperture, ground-based, wide field survey telescope [36]. It is expected to cover up to half of the sky and catalogue several billion galaxies out to redshift $z \sim 3$. For LSST forecasts, we adopt parameters from the recent review paper by the LSST, we use $f_{\text{sky}} = 0.5$, $N_G = 50 \text{ gal/arcmin}^2$ for both WL and counts, $\gamma_{\text{rms}} = 0.18 + 0.042z$, and $\sigma(z) = 0.03 (1 + z)$ [227].

For both DES and LSST, we take the GC photometric bins to be separated by $5\sigma(z)$. This leads to four redshift bins for DES and ten for LSST. For WL (source) galaxies, we use four bins for DES and six for LSST.

**CMB, SNe Ia, and other priors on cosmological parameters**

In our forecasts, we assume spatially flat geometry and parametrize the dark energy equation of state using 20 bins from $z = 0$ to $z = 3$ uniform in $z$, and one wide bin from $z = 3$ to $z = 1100$. In addition to the MG parameters, and the $N_b \equiv M$ bias parameters, we vary $h, \Omega_c h^2, \Omega_b h^2, \tau, n_s$, and $A_s$. Their fiducial values are taken to be those from the WMAP 7-year data best fit [52]: $\Omega_b h^2 = 0.023, \Omega_c h^2 = 0.11, h = 0.71, \tau = 0.088, n_s = 0.963$. The fiducial values for bias parameters are motivated by the parametrized halo model described in [224]. Imposing a prior on the value of $h$ from the Hubble Space Telescope (HST) did not make a noticeable difference in our results.

We assume the expected CMB data from the Planck mission [226] of the European Space Agency (ESA) using the same parameters as in [45]. In addition, to better constrain the background expansion parameters, we include simulated SNe luminosity data for a Euclid-like survey, e.g., the one proposed in [223]. We generate 4012 data points randomly distributed in 14 redshift bins from $z = 0.15$ to $z = 1.55$, and add 300 low-$z$ SNe from the Nearby Supernova Factory (NSNF) survey [225]. We calculate the exact distance modulus for each model, and put a Gaussian noise with rms error of $\sigma = 0.13$ to displace all the data points. The absolute magnitude, or the so-called nuisance parameter $\mathcal{M}$, is treated as an
undetermined parameter in our analysis.

### 5.3 Fisher information analysis

To estimate how accurately one can constrain a set of model parameters let us consider the \textit{Fisher information matrix}, defined as

\[
F_{ij} \equiv \left\langle \frac{\partial^2 L}{\partial \theta_i \partial \theta_j} \rightangle _i
\]

where \(L \equiv -\ln L\) with \(L(P, d)\) being the probability distribution function as a function of model parameters \(P\) and data \(d\). According to the \textit{Cramer-Rao} theorem, for any unbiased estimators of the parameters \([228, 229]\)

\[
\Delta d_i \geq (F^{-1})^{1/2}_{ii},
\]

and that maximum likelihood estimator is the best unbiased estimator in the limit of large data set. The Cramer-Rao inequality puts a lower limit on the errors of the model parameters so that they can not be less than their corresponding component in the inverse of the Fisher matrix.

For zero-mean Gaussian-distributed observables, like the angular correlations \(C_{\ell}^{XY}\), the Fisher matrix is given by \([230]\)

\[
F_{ab} = f_{\text{sky}} \sum_{\ell = \ell_{\min}}^{\ell_{\max}} \frac{2\ell + 1}{2} \text{Tr} \left( \frac{\partial C_{\ell}}{\partial p_a} \tilde{C}^{-1}_{\ell} \frac{\partial C_{\ell}}{\partial p_b} \tilde{C}^{-1}_{\ell} \right),
\]

where \(p_a\) is the \(a\)th parameter of our model and \(\tilde{C}_{\ell}\) is the “observed” covariance matrix with elements \(\tilde{C}_{\ell}^{XY}\) that include contributions from noise:

\[
\tilde{C}_{\ell}^{XY} = C_{\ell}^{XY} + N_{\ell}^{XY}.
\]

Eq. (5.6) assumes that all fields \(X(\hat{n})\) are measured over contiguous regions covering a fraction \(f_{\text{sky}}\) of the sky. The value of the lowest multipole can be approximately inferred from \(\ell_{\min} \approx \pi/(2f_{\text{sky}})\).
The noise matrix $N^{XY}_\ell$ includes the statistical noise as well as the expected systematic errors. Systematics are very difficult to predict, and are often ignored in forecasts. However, we consider two cases here – the case when $N^{XY}_\ell$ includes the statistical noise only, and the case when certain types of systematics are included. Following [25, 231], three sources of systematics are considered here for future tomographic surveys:

- **photo-z errors**: these errors arise due to uncertainties in the redshift measurements of observed object in the sky.

- **Point Spread Function (PSF) measurement errors**: these are errors arising from inferring the shape and geometry of an object from the signal received from CCD camera.

The details of the modeling of the systematic effects are presented in Appendix A and one can refer to [25, 231] for a detailed discussion.

For SNe Ia, the information matrix is

$$F^{SN}_{ab} = \sum_i^N \frac{1}{\sigma(z_i)^2} \frac{\partial m(z_i)}{\partial p_a} \frac{\partial m(z_i)}{\partial p_b},$$

(5.8)

where $m(z)$ is redshift-dependent magnitude in Eq. (1.59), the summation is over the redshift bins, and $\sigma(z_i) = 0.13$ (see 1.3.2 for details).

In Eq. (5.6) and (5.8), the derivatives are either calculated analytically or by numerically using finite differences. For example, when $p^a$ is one of the MG pixels ($\mu^a$ or $\gamma^a$), an observable is calculated for $\mu^a$ and $\mu^a + \delta\mu^a$ and calculate the derivative as

$$\frac{\partial C_\ell}{\partial \mu^a} \approx \frac{C_\ell(\mu^a + \delta\mu^a) - C_\ell(\mu^a)}{\delta\mu^a}.$$  

(5.9)

### 5.4 PCA of MG functions

If we want to know how well a given combination of experiments will measure $\mu$, for example, we consider the $\mu$ block of the covariance matrix, $C_{\mu i j}^{\mu}$. We have derived the covariance matrix by inverting the Fisher matrix and hence, we have already marginalized over other parameters. Since the individual pixels of $\mu$ are highly correlated, the covariance matrix will be non-diagonal, and the value of $\mu$ in any particular bin will be practically
unconstrained. With PCA, we decorrelate the parameters and find their linear combinations that are best constrained by data:

$$\alpha_i = \sum_{j=1}^{m \times n} W^\mu_{ij}(\mu_j - \bar{\mu}_j).$$  \hspace{1cm} (5.10)

In practice, one finds that only a few of the $\alpha'$s are well constrained (i.e. their corresponding errors are small), while most are essentially unconstrained. This is the main benefit of performing a PCA – it takes a function with many (infinite) degrees of freedom and isolates their few uncorrelated linear combinations that can be constrained by a given experiment. $\mu_i$ (and similarly, $\gamma_i$) can be expressed as

$$\mu_i - \bar{\mu}_i = \sum_{j=1}^{m \times n} W^\mu_{ij} \alpha_j.$$ \hspace{1cm} (5.11)

where $i$ labels a point on the $(z,k)$ grid, $j$ label the eigenmode, $W$ is the rotation matrix defined in Eq. (2.38) and $\bar{\mu}_i$ is the fiducial value. Thus, taking the continuous limit, and using $\bar{\mu} = 1$ as the fiducial value, we can formally rewrite this as

$$\mu(z,k) = 1 + \sum_j \alpha_j W^\mu_j(z,k),$$ \hspace{1cm} (5.12)

which is an expansion of $\mu$ into an orthogonal basis of eigenvectors $W^\mu_j(z,k)$. We can now rearrange the eigenvectors into a 2D form and plot them as surfaces in the $(z,k)$ space. We will refer to these surfaces as the principal components (PC's) or *eigenmodes*; the shapes of the best constrained eigenmodes indicate the kind of features in $\mu$ that experiments are most likely to constrain. The regions in $(z,k)$ where the best constrained eigenmodes peak indicate the *sweet spots*, i.e. the intervals in time and scale where a given experiment will be more sensitive to departures from $\Lambda$CDM. The number of nodes in the $z$ and $k$ directions indicate the degree of sensitivity of the surveys to the $z$- and $k$-dependence of $\mu$. The same procedure can be repeated for the function $\gamma(a,k)$ by isolating and diagonalizing the $\gamma$ block of the covariance matrix to determine the eigenvectors $W^\gamma(z,k)$ and the corresponding eigenvalues.

The procedure outlined above addresses the ability of data to constrain $\mu$ and $\gamma$ sepa-
rately. Namely, when deriving the eigenmodes and eigenvalues of $\mu (\gamma)$ we marginalize over $\gamma (\mu)$. However, observations probe combinations of the potentials $\phi$ and $\psi$ that depend on both $\mu$ and $\gamma$. This yields a degeneracy between $\mu$ and $\gamma$ and, by marginalizing over one, we lose the information that is common to both functions. In addition to forecasting separate constraints on $\mu$ and $\gamma$, one may want to know how sensitive data is to any departure from the standard growth. Namely, we may want to answer a less ambitious, yet equally interesting, question of whether either of the two functions deviates from unity, without specifying which. For this purpose, we want to save the information common to both functions, which we previously lost by mutual marginalization. Hence, we consider the combined principal components of $\mu$ and $\gamma$. We follow the same procedure as before, except now we diagonalize the block of the covariance matrix containing the pixels of $\mu$ and $\gamma$. The components of the matrix that diagonalizes $C_{\mu \gamma}$ will be $W_{ij}^{\mu \gamma}$, where now $i, j = 1...2m \times n$; each eigenmode $j$ consists now of a double series of pixels on the $(k,z)$ grid, representing combined eigenmodes in the two sub-spaces.

In the remainder of this section we analyze the principal components (eigenmodes) of the functions $\mu$ and $\gamma$ defined in Sec. 3.2.1 for the combination of large scale structure (WL and GC), CMB and SNe experiments detailed in Sec. 5.2.1. In particular, we want to investigate the effect of degeneracies with other cosmological parameters on the eigenmodes and eigenvalues of $\mu$ and $\gamma$. For this purpose, in Subsection 5.4.1, we start with the simplest case where only uncertainties in the pixelated functions $\mu$ and $\gamma$ (referred to as “MG pixels”) are considered, with all other parameters fixed to their fiducial values. The highest redshift pixels ($3 < z < 30$) of $\mu$ and $\gamma$ are outside the range directly probed by the WL surveys. However, they do impact the observables: $\mu(z > 3,k)$ re-sets the amplitude of the growth at all lower redshifts, while $\gamma(z > 3,k)$ affects the ISW contribution to the CMB temperature anisotropy. The sensitivity of observables to variations in $\mu(z > 3,k)$ and $\gamma(z > 3,k)$ depends on the assumed high-z cutoff – making the high-z interval wider increases the sensitivity. Thus below we focus on quantities that are independent of this cutoff, such as the eigenmodes and eigenvalues of $\mu$ and $\gamma$ obtained after marginalizing over the high-z MG pixels, as well as the uncertainty in the overall growth between recombination and $z = 3$, which is directly controlled by $\mu(z > 3,k)$, but is independent of the choice of the high-z cutoff (see 5.4.4). In 5.4.2, we discuss effects of marginalizing over the high-z pixels and galaxy bias parameters. In (5.4.3), we consider degeneracies with the basic parameters
\{\Omega_b h^2, \Omega_c h^2, h, \tau, n_s, A_s\} and the effective equation of state \(w(z)\). Throughout this section, we always marginalize over the SNe nuisance parameter. To gain additional insight, we also project our findings onto the function \(\Sigma\).

We examine the parameter degeneracies using LSST as the fiducial survey for WL and GC. Then, in 5.4.5, we compare the final case, in which we marginalize over all the parameters except the \(\mu\) and \(\gamma\) in the range \(0 < z < 3\), to the analogous forecast for DES.

### 5.4.1 PCA for LSST with all parameters, except MG pixels, fixed (high-\(z\) information included)

Figure 5.1: The eigenmodes for LSST(+SN+CMB) with all other parameters fixed to fiducial values.

As a first step, we study the eigenmodes and associated uncertainties of the MG functions without considering their covariance with other parameters. We do this by isolating...
and inverting the block of the Fisher matrix containing only MG pixels (including the high-
-z bins) and diagonalizing the resulting covariance matrix.

Fig. 5.1(a) shows some of the eigenmodes of $\mu$ and $\gamma$. Each panel in these plots rep-
sents a region in $(z, k)$ space with an eigenmode function plotted as a surface. We order,
and consequently number, the eigenmodes according to how well they can be constrained,
<i.e.</i> following the ordering of the corresponding errors (square root of the covariance matrix
eigenvalues) from the smallest (best constrained) to the largest (least constrained).

The first feature to notice is in the $\mu$ eigenmodes (top two rows in Fig. 5.1(a)), where
the best constrained modes peak at high-$z$, and show no features at low $z$; we need to get to
the 16th mode to start seeing some features in the $z < 3$ interval, which is the actual redshift
range of LSST. This is because $\mu$ directly affects the growth of matter density perturbations,
and changing the amplitude of perturbations at some redshift affects the growth at lower
redshifts. As we discuss in 5.4.4, the constraint on $\mu$ at $z > 3$ depends strongly on the width of the bin, i.e. the value of the arbitrarily chosen high-$z$ cutoff. It is also highly correlated with $\mu$ in lower redshift bins and some of the vanilla cosmological parameters.

Unlike $\mu$, the best constrained modes of $\gamma$ do not have a support at high $z$. They peak at low redshifts (bottom two rows in Fig. 5.1(a)). This follows from the fact that, according to our definition, to measure $\gamma$ one needs to measure both $\phi$ and $\psi$. Therefore, bounds on $\gamma$ come mostly from combining the GC data, which probes $\psi$ (affected by $\mu$), with the WL signal probing $(\phi + \psi)$ (affected by both $\mu$ and $\gamma$). One can also see that there are modes that peak at $z > 3$ and at low $k$ (very large scales). This is mainly due to the ISW effect, seen as a contribution to the CMB temperature spectrum, which is sensitive to the time variation of both potentials at all times after the last-scattering.

An important thing to notice is that the best constrained modes of $\mu$ and $\gamma$ show oscillations (nodes) in $k$, but no nodes in the $z$-direction. One has to look at the higher number modes to start seeing oscillations in $z$. For instance, for $\mu$, the first $z$-node appears in the 26th eigenmode. The number of nodes is indicative of the sensitivity of the function to changes in $k$ and $z$, and we see that the experiments are significantly more sensitive to scale-dependent features of the MG functions, and not as sensitive to the time-dependence. This is expected, since the impact of a scale-dependent change in $\mu$ (or $\gamma$) is directly translated into a scale-dependent feature in the WL and GC spectra. For instance, in the case of GC, $\mu$ effectively appears as a scale-dependent normalization factor. On the other hand, the projection of time-dependent features of the MG functions onto the observables involves integration over time which makes detecting $z$-dependent features harder. Also, the amount of information coming from the radial ($z$-direction) is limited by the fact that LSST only probes structures at $z \lesssim 3$, and by the fact that we consider only linear scales, effectively cutting off a significant volume at low $z$.

Fig. 5.1(b) shows the best combined eigenmodes of $(\mu, \gamma)$. Every combined eigenmode is represented by a pair of values at each point on the $(k, z)$ grid, one value resulting from a variation of $\mu$ on that grid point and the other from a variation of $\gamma$ on the same grid point. We show each eigenmode as a pair of surfaces, one corresponding to $\mu$ and the other to $\gamma$. It can be noticed that the best constrained modes peak at high redshift, which is the result of high sensitivity of the growth to changes in $\mu$ in the high-$z$ bins. Since $\gamma$ does not directly affect the growth rate, the $\gamma$ surfaces of these eigenmodes have a very low
amplitude, requiring us to amplify them by a factor of 100 in order to make them visible in the plots. The combined eigenmodes that peak at low redshifts, starting from the 13th, do not exhibit separation of scale or time dependent oscillations, but rather have a diagonal form in the \((z,k)\) space, showing a degeneracy between scale and time. This is because the WL observables dominate the information for combined modes at low redshift. Indeed, the changes in the weak lensing kernel due to a shift of the lens along the line of sight \(\text{i.e. a change in redshift}\) are degenerate with those due to a resizing of the lens \(\text{i.e. a change in scale}\).

Fig. 5.1(c) shows the best eigenmodes for the function \(\Sigma\). As it is clear from its definition \((4.13)\), \(\Sigma\) is directly sensitive to the lensing potential \((\phi + \psi)\); therefore its signal comes mainly from low redshifts and it does not have well constrained high redshift modes. For this reason the plots for \(\Sigma\) span only over the low redshift interval. From these plots we notice a \(k - z\) degeneracy analogous to the one found in the combined \((\mu, \gamma)\) modes as it is clear from a comparison of Fig. 5.1(b) and Fig. 5.1(c).

Finally, Fig. 5.2 shows the uncertainties (square roots of covariance eigenvalues) associated with the eigenmodes of \(\mu, \gamma, \Sigma\) and the combined modes. As expected, the combined eigenmodes are constrained best, since they contain all of the information about any departure of either \(\mu\) or \(\gamma\) from unity. The constraints on \(\gamma\) are the weakest, since \(\gamma\) is not directly constrained by WL nor GC, while \(\mu\) does better than \(\gamma\) since it is directly constrained by GC. The eigenmodes of \(\mu\) that peak at \(z > 3\) are constrained better than those of \(\Sigma\), while \(\Sigma\) is measured better than \(\mu\) for modes with support at lower redshifts. This is because at low redshifts most of the information comes from WL, which is directly sensitive to \(\Sigma\). As mentioned earlier, the bounds on the \(z > 3\) bin of \(\mu\) are dependent on the arbitrary cutoff and in the next subsection we will marginalize over it.

5.4.2 PCA for LSST after marginalizing over high \(z\) and galaxy bias, everything else is fixed

In order to remove the dependence of our results on the arbitrary choice of the upper cutoff of the high-\(z\) bins \((3 < z < 30)\), we marginalize over the high-\(z\) pixels. This is achieved by removing the rows and columns corresponding to high-\(z\) pixels from the covariance matrix of the previous subsection, and then diagonalizing it to find the eigenmodes and
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Figure 5.3: The eigenmodes for LSST(+SN+CMB) after marginalizing over the high-\(z\) bins, with all other parameters fixed to fiducial values.

eigenvalues. This essentially removes all the information about the growth at \(z > 3\) and, with that, all the \(z > 3\) features in the eigenmodes. This is seen in Figs. 5.3(a)-5.3(c), where the eigenmodes for \(\mu, \gamma\), the combined \((\mu, \gamma)\) and \(\Sigma\) are shown for this case.

From Fig. 5.3(a) we notice that, in the absence of the high-\(z\) information, the first few best constrained eigenmodes of \(\mu\) and \(\gamma\) have similar shapes. However, this similarity fades for the higher order eigenmodes, reflecting the different dependences of the two functions on the metric potentials. For instance, the first node in \(z\) appears at the 9th mode for \(\mu\) and only at the 12th for \(\gamma\), reflecting a higher sensitivity of \(\mu\) to time dependent features.

The best constrained combined \((\mu, \gamma)\) eigenmodes have the same shapes in the \(\mu\)- and \(\gamma\)-surfaces, but the \(\gamma\)-surfaces have a lower amplitude (Fig. 5.3(b)). This is again explained by the fact that both functions are constrained by the same experiments (WL and GC), therefore having similar eigenmodes, with \(\mu\) being more directly related to the growth of
As can be observed from Fig. 5.3(c), after marginalizing over the high-z bins, the best eigenmodes of $\Sigma$ are very similar to the combined $(\mu, \gamma)$ modes. Indeed, once the high-z information is removed, the combined modes are primarily constrained by WL and, therefore, carry more or less the same information as the $\Sigma$ modes.

Fig. 5.4 shows the uncertainties associated with the eigenmodes of $\mu$, $\gamma$, $\Sigma$ and the combined $(\mu, \gamma)$ modes after marginalizing over the high-z bins. Comparing to Fig. 5.2, we see that now there is no crossing over of the errors on $\mu$ and $\Sigma$, i.e. all the PCs of $\Sigma$ do better than the $\mu$ ones. This is due to the disappearance of the eigenmodes with high-z support. In addition, we notice a small overall degradation of constraints, which is due to throwing away the information common with the low-z bins.
Figure 5.5: The eigenmodes of $\mu$ and $\gamma$ for LSST(+SN+CMB), after marginalizing over the high-z bins and the galaxy bias parameters, with all other parameters fixed to fiducial values.

Next, we marginalize over the galaxy bias parameters. This is achieved by inverting the part of the Fisher matrix that includes the MG pixels and the bias parameters. This effectively removes the information about the overall normalization of $\mu$. This is manifested in the disappearance of some of the eigenmodes, including the homogeneous eigenmodes, e.g. present in Fig. 5.3(a) but not in Fig. 5.5. The same happens to the eigenmodes of $\Sigma$ and of the combination $(\mu, \gamma)$ and we do not plot them.

5.4.3 PCA for LSST after marginalizing over the vanilla cosmological parameters and $w(z)$.

We now marginalize over the cosmological parameters: $\{\Omega_c h^2, \Omega_b h^2, h, \tau, n_s, A_s\}$ and the binned values of $w(z)$. By doing so we account for the covariance of MG pixels with the vanilla $\Lambda$CDM parameters and the effective dark energy equation of state. Figs. 5.6(a)-5.7
Figure 5.6: The eigenmodes for LSST(+SN+CMB) after marginalizing over all other parameters.

show the PCA results for this case.

The impact of marginalizing over \( w(z) \), as opposed to setting it to \( w = -1 \), is not dramatic and we do not separately show the eigenmodes for the latter case. The associated eigenvalues, plotted in Fig. 5.7, show only a minor differences. This is, in part, due to the high quality of the assumed SNe dataset (see Sec. 5.2.1). However, it is also because of marginalizing over the vanilla parameters, the galaxy bias parameters and the high-z bins, which already throws away most of the information that is common between the MG pixels and \( w(z) \). The effect of marginalizing over bias parameters and \( w \) bins is minor changes in the shape of modes (e.g. second mode in Fig. 5.6(a) to be compared with second mode in Fig. 5.5), disappearance of some of the modes and an overall degradation of constraints.
5.4.4 Constraints on the growth at high redshift

The growth at $z > 3$ is not directly probed by the large scale structure surveys considered here. Any modification to growth at $z > 3$, such as due to variations of high-$z$ MG pixels, is observed as an overall shift of the amplitude of the growth at all subsequent (i.e. lower) redshifts. This can, in principle, be compensated by counter-variations of the low-$z$ MG pixels. However, we find that bounds on high-$z$ pixels are still relatively tight (at a percent level), even after marginalizing over the low-$z$ bins. Such tight constraints are due to the large width of high-$z$ pixels. Namely, a small change in value of $\mu$ in the high-$z$ bins results in an accumulated modification of growth that can only be compensated by a very large variation of the low-$z$ pixels. On the other hand, the low-$z$ pixels are directly constrained by the surveys and large variations are not allowed. Of course, one can always make the
bounds on the high-z bins arbitrarily weak by making the bins narrower.

Since the width of high-z pixels is a somewhat arbitrary parameter, one can ask if another quantity can be introduced to quantify the growth at \( z = 3 \). We take this quantity to be the ratio \( r(k) \), defined as:

\[
    r(k) \equiv \frac{\Delta(z = 3, k)}{\Delta(z_{\text{rec}}, k)},
\]

where \( \Delta \) is defined in Eq. (3.33) and \( z_{\text{rec}} \) denotes the redshift at recombination. We can estimate the variance in \( r \) (\( C_r = \sqrt{\sigma_r^2} \)) from

\[
    \sigma_r = \sum_i \frac{\partial r}{\partial p_i} \sigma_{p_i},
\]

where \( p_i \)'s are all the parameters of our model that affect \( r \). Our calculation shows that \( \sigma_r/r > 1 \) for all \( k \). In other words, \( r \) is completely unbounded, as expected. Note that the calculation would need to be adjusted for DES, for which the highest redshift is \( z = 1.3 \), instead of \( z = 3 \).

### 5.4.5 Comparison with DES

To get a further insight into how the MG constraints depend on the properties of the experiments, we compare PCA for LSST+CMB+SNe with that for DES+CMB+SN. That is, we interchange LSST with DES for the WL and GC data, while keeping the assumptions for the CMB and SNe data the same. We perform this comparison only for the case in which we marginalize over all parameters, i.e. high-z bins, bias parameters, cosmological vanilla parameters and \( w(z) \), as in 5.4.3.

Figs. 5.8(a) and 5.8(b) show the eigenmodes of \( \mu, \gamma \) and \( (\mu, \gamma) \) for DES+CMB+SN. These results should be compared to Figs. 5.6(a) and 5.6(b) for LSST. We choose to show a smaller number of eigenmodes, since there are not as many well constrained modes for DES as there are for LSST.

As can be seen from Figs. 5.8(a) and 5.8(b), the range over which the eigenmodes vary is limited to smaller redshifts \((z < 1)\), which reflects the redshift range probed by DES. Like in the case of LSST, there is a higher sensitivity to scale-dependent features. Furthermore, in the case of DES, there are modes with oscillations in \( z \). Some of the combined eigen-
modes are also absent for DES. Fig. 5.9 shows a comparison of the uncertainties associated with the modes for LSST and DES.

While the overall sensitivity of DES is less than LSST by a factor of few, DES, when combined with CMB and SNe data, is still able to constrain several eigenmodes with better than 10% accuracy. We may not be able to detect a time-dependent MG feature with high confidence from DES, but it is possible to constrain scale-dependent features.

5.5 Effects of systematic errors

Systematics are notoriously hard to predict, and forecast results that include systematics are in general sensitive to the modeling and the assumed priors [231, 25, 26, 27]. Here we consider some of the systematics that will affect future tomographic surveys and study their impact on our PCA results. This can give us a general insight on how systematic errors could affect our inferences of the eigenmodes and the corresponding uncertainties. The systematics we consider here are the photo-z errors and some of the errors in the measurement of the point spread function (PSF). These errors are modeled in [25, 231] and we use their parametrization for our Fisher analysis.

The effects of the systematics are detailed in the Appendix, and with these assumptions we study the degradation of ability of DES and LSST to constrain MG by marginalizing over the systematics parameters without applying any prior. As we show later, the degradation is apparent, but not disastrous. It is true that the catastrophic photo-z errors (CPE) for WL surveys [232] can lead to disastrous degradation on the constraints of the cosmological
parameters, but as shown in [232], an additional 30,000 spectroscopic redshifts can help to control the bias in cosmological parameters due to CPE under the level of statistical errors. The most significant effect is to reduce the ability of LSST to detect the z-dependence of $\mu$. This is a preliminary analysis, which does not include scale-dependent systematics, which can be particularly important in MG studies (as was found in [233] where PCA was applied to a set of existing data including CFHTLS).

Let us look at the errors for combined eigenmodes shown in Fig. 5.10(a) for the following cases: (I) no systematics, with $w$ fixed; (II) no systematics, with $w$ varied; (III) with systematics, and $w$ fixed; (IV) with systematics, and $w$ varied. We can see that allowing for systematics degrades the constraints more than allowing for variations in $w$. Also, once the systematic errors are included, allowing $w$ to vary does not degrade the constraint further. This means that the MG pixels are more degenerate with the systematics parameters.

Figure 5.9: The uncertainties associated with the eigemodes of $\mu$, $\gamma$, $\Sigma$ and combined ($\mu, \gamma$) modes for DES(+SN+CMB) and for LSST(+SN+CMB) errors, after marginalization over all other parameters.
than the $w$ bins, implying that the uncertainty in the galaxy distributions, which is basically photo-$z$ error from the systematics, can affect the constraint on the growth more significantly than $w$ does. In general, the errors on the best constrained modes are degraded by $\lesssim 10\%$ for both LSST and DES. Another interesting observation is that the largest degradation does not happen for the first few modes, but for the intermediate modes. This is reasonable – the first few modes do not have nodes in $z$ and thus are relatively immune to the systematics dominated by the photo-$z$ errors.

We have shown the errors on the eigenmodes for $\mu$ in Fig. 5.10(b) where the same cases as above are considered. One notices that degradation on $\mu$ is less than what we had for combined case, especially no significant changes for DES are found. For $\gamma$, degradation is very small simply because the constraints on $\gamma$ eigenmodes are very weak in the first place. We are not therefore showing $\gamma$ errors here.

Another observation is that systematics can create new, or destroy existing modes, so that the modes with the same order in the PCA sequence in the cases with and without systematics can be different modes. One can see this clearly by looking at the eigensurfaces in Fig. 5.11, where we illustrate the three $\mu$ modes and one $\gamma$ mode with and without systematics. They look similar except that the modes with systematics in general have more nodes.

Figure 5.10: Top: The uncertainties associated with the eigenmodes for LSST (left) and DES (right) for four cases: (I) without systematics and $w$ fixed, (II) without systematics but $w$ varied, (III) with systematics but $w$ fixed and (IV) with systematics and $w$ varied. Bottom: The uncertainties for LSST (left) and DES (right) relative to Case I.
Figure 5.11: The eigenmodes for LSST(+SN+CMB). The upper(lower) panel corresponds to the case without(with) systematics. The 10th, 11th and 12th modes of $\mu$ without systematics, are compared to the 8th, 11th and 12th modes of $\mu$ with systematics respectively. These modes are chosen since they correspond to the last $z$-independent and first $z$-dependent mode respectively, in the two case (with and without systematics). Analogously, the 4th eigenmode of $\gamma$ without systematics is compared to the 4th mode of $\gamma$ with systematics. It is an illustration of how LSST eigenmodes are distorted as a result of accounting for systematics.

in $k$, indicating that systematics do not just dilute the constraints on the old modes, but also make some modes disappear (or make them very poorly constrained). The general trend is that eigenmodes with very high frequency features in $k$ are no longer well-constrained after inclusion of systematics.

Overall, we find that the inclusion of systematics results in a noticeable, but not dramatic, dilution of the constraints on MG from DES. This is because photo-$z$ errors would most immediately affect the $z$-dependence of MG, to which DES was already mostly insensitive even without systematics. The main constraints from DES, as can be seen from the shape of the eigenmodes (Fig. 5.12), will be on the scale-dependence of $\mu$ and $\gamma$, and that information is somewhat reduced, but mostly preserved. The impact of the systematics on LSST could be more significant, simply because LSST has a higher potential for resolving $z$-dependent features. In this preliminary analysis, we find that allowing for systematic errors under the assumptions of [25, 231] preserves most of the scale-dependent information from LSST, but decreases our ability to measure eigenmodes of $\mu$ with $z$-dependent
5.6 Degeneracy between MG parameters and dark energy EoS

In Sec. 5.4.3, we marginalized over the binned equation of state and analyzed the impact of this marginalization on the eigenmodes of $\mu$ and $\gamma$. Here we investigate how marginalizing over MG pixels affects the eigenmodes and eigenvalues of $w(z)$. In this case, we diagonalize the block of the covariance matrix containing the 21 $w$-bins. Fig. 5.13 (top) shows the best three eigenmodes of $w$ in the case when $\mu$ and $\gamma$ pixels are co-varied, and when they are fixed to their fiducial values.

The most noticeable effect of the marginalization is a reduction of the amplitude of the best constrained modes at higher $z$. In other words, letting MG parameters vary squeezes the best constrained eigenmodes of $w(z)$ towards low redshift. This is expected, since most of the information on $w(z)$ comes from the SNe and from the probes of LSS at higher redshift. The latter is largely degenerate with MG, and so the high-$z$ information on $w(z)$ is erased. On the other hand, LSS does not contribute much to the low-$z$ information, since
Figure 5.13: Top: First three eigenmodes of $w(z)$ with (left) and without (right) MG included. Bottom: Errors for $w(z)$ eigenmodes with and without MG included (there is a prior of 0.5 on $w$ bins).
we restrict to modes in the linear regime, therefore the marginalization has little impact on the low-redshift parts of the $w(z)$ modes.

Overall the effects of the marginalization over the MG functions are not dramatic and future surveys will have the ability to measure both $w$ and MG. Fig. 5.13 (bottom) shows the degradation of errors on the $w$ eigenmodes after marginalizing over other parameters, including MG. Note that a prior of $\sigma_i = 0.5$ has been put on the bins of $w$.

## 5.7 Projected errors on parameters of specific models from principal components

MG pixels can be viewed as a compressed form for the information we get from observation about the linear growth. One can perform a PCA and store this information in the eigenmodes and their eigenvalues. The advantage of PCA is that the information can be compressed and used more efficiently, namely, the well-constrained eigenmodes usually carry almost all of the existing information.

Exploiting information stored in the eigenmodes, we can easily emulate any other parameterization to forecast parameter errors without regenerating the Fisher matrices from scratch [237]. In other words, we can treat MG pixels as our observables and use them to calculate the Fisher matrices for specific model parameters.

The Fisher matrix can be written as

$$ F_{ab} = \sum_{\alpha\beta} \frac{\partial O_\alpha}{\partial p^a} C^{-1}_{\alpha\beta} \frac{\partial O_\beta}{\partial p^b}, $$

(5.15)

where $O_\alpha$ are cosmological observables and $p^a$ are parameters of a specific model. This can be rewritten as

$$ F_{ab} = \sum_{ij} \frac{\partial P_i}{\partial p^a} \left[ \sum_{\alpha\beta} \frac{\partial O_\alpha}{\partial P_i} C^{-1}_{\alpha\beta} \frac{\partial O_\beta}{\partial P_j} \right] \frac{\partial P_j}{\partial p^b}, $$

$$ = \sum_{ij} \frac{\partial P_i}{\partial p^a} F_{ij} \frac{\partial P_j}{\partial p^b}, $$

(5.16)

where $P$’s are MG pixels and $F_{ij}$ is the $ij$ element of their Fisher matrix. All we need
now is to expand the derivatives of the MG pixels with respect to a given parameter in the eigenmode basis. That is, for each of the new parameters, we find the coefficients $C^a_l$ such that
\begin{equation}
\frac{\partial p_i}{\partial p^a} = \sum_l C^a_l e^l_i,
\end{equation}
where the sum is over all the eigenmodes and $e^l_i$ is value of the $l$th eigenmode at the $i$th pixel of the 2D $(k,z)$ grid. Substituting Eq. (5.17) in Eq. (5.16), we can then find the Fisher matrix for the parameters of our model by simple projection as
\begin{equation}
F_{ab} = \sum_i C^a_i C^b_i \lambda_i^{-1},
\end{equation}
where again the sum is over all the eigenmodes, and $\lambda_i$’s are the corresponding eigenvalues of the covariance matrix for MG pixels.

We now illustrate the details of this method by applying it to a one-parameter model which gives a good approximation of $f(R)$ theories in the quasi-static limit [208] (and which is a customized form of the more general parametrization introduced in [41])

\begin{align*}
\mu(a,k) &= \frac{1}{1 - 1.4 \cdot 10^{-8} \lambda^2 a^3} \frac{1 + \frac{4}{3} \lambda^2 k^2 a^4}{1 + \lambda^2 k^2 a^4}, \\
\gamma(a,k) &= \frac{1 + \frac{2}{3} \lambda^2 k^2 a^4}{1 + \frac{4}{3} \lambda^2 k^2 a^4},
\end{align*}

where $\lambda^2 = B_0 c^2/(2H_0^2)$ and $c$ is the speed of light. The parameter $\lambda$ is the mass of the $f(R)$ scalar degree of freedom today. In [217, 234], a bound of $B_0 \lesssim 10^{-3}$ at 95% confidence level was found based on the current cluster abundance data, which extends to mildly non-linear scales.

Here, we forecast the constraints on $B_0$ from LSST, based only on linear scales, in two ways: using a direct Fisher matrix calculation and a Fisher matrix projection described above. We choose $B_0 = 0$, corresponding to GR, as the fiducial model. We use the same combination of future data for the direct Fisher matrix calculations as we did for the PCA

\footnote{Note that since we are working on a discrete $(k,z)$ grid, our equations are in a discrete form. Analogous expressions could be written for the continuous case. For example, Eq. (5.17) for a continuous $\mu$ function would be $\frac{\partial \mu(a,k)}{\partial p^a} = \sum_l C^a_{\mu,l} e^l_i(a,k)$.}
Table 5.1: Error forecasts for the $B_0$ parameter for DES and LSST in combination with CMB and SNe data. The results for Fisher matrix projection formalism used here is compared to the direct Fisher matrix calculation.

The number of well-constrained eigenmodes gives a forecast of how many degrees of freedom describing deviations from GR will be constrained, and is particularly informative when comparing the outcome for different surveys. The shapes of the eigensurfaces indicate the regions of scale and redshift where the surveys under consideration will be most sensitive to departures from GR.

In Section 5.4, a detailed presentation of the eigenmodes and eigenvalues of the func-
tions $\mu, \gamma, \Sigma$ as well as of the combination $(\mu, \gamma)$ was given, comparing them and interpreting the differences. Degeneracy between the MG functions and other cosmological parameters was also studied by progressively varying and marginalizing over the different parameters. Of particular interest was the analysis of the degeneracy with the equation of state. We saw that after marginalizing over the MG functions, the high-$z$ information on $w(z)$ is erased and its best constrained eigenmodes are squeezed towards low redshift; however, the effects of the marginalization are not dramatic and future surveys will have the ability to constrain both $w$ and modified growth. From the comparison of the results for LSST and DES, in Sec. 5.4.5, we notice that LSST will have overall a higher sensitivity to modified growth and will be more sensitive to time-dependent features. In Sec. 5.5, we studied the effects of WL systematics for LSST, and found that the degradation of constraints on MG is not significant, at least of the systematics models we have considered, and especially after one marginalizes over an arbitrary $w(z)$.

Finally, the utility of the PCA approach as a data compression formalism was illustrated. One can store the information contained in observables in terms of the MG pixels, or the eigenmodes of two functions. One can later use this information to project on to constraints on the parameters of specific models. For example, in Sec. 5.7, the errors on the MG functions were projected to forecast the error in $B_0$ and we saw that only a fraction of the total number of eigenmodes is needed to obtain this constraint.
Chapter 6

Degeneracies between MG and other parameters

The impact of modification to gravity on the cosmological observables is partially degenerate with other physical effects. One of the goals of taking a phenomenological approach of parametrizing the field equations is to detect possible deviations of (linear) perturbations from their default evolution efficiently and model-independently. However, degeneracies existing between the MG and other model parameters would limit our ability to do so. Therefore, it would be interesting to study how degenerate the parameters of different MG parametrizations are with the main cosmological parameters. One can investigate the scales and redshifts where these degeneracies are minimum, how different observables can break these degeneracies, and what combinations of data do it best. This can help us to come up with an optimum set of parameters for extracting information about a model and constraining the MG parameters.

To study the degeneracies, in this chapter, we consider some of the widely used parametric forms of the MG functions introduced in Chapters 3-5. In addition, we also consider the pixelization scheme of \((\mu, \gamma)\) as a less model-dependent treatment of the functions. With the pixels of \(\mu\) and \(\gamma\), one is able to study the degeneracies at particular redshifts and scales of interest.

There are different physical processes that lead to degenerate effects with modified gravity on the cosmological observables. For example, in Section 4.4, it was explained how massive neutrinos modify the growth of structure in a way that can be degenerate
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Table 6.1: List of the parameters included in our models (I - IV), with the numbers showing the order of their appearance in each model.

<table>
<thead>
<tr>
<th>Parameter description</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_b h^2$, baryon density</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\Omega_c h^2$, cold dark matter density</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$H_0$, Hubble constant today</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\tau$, optical depth</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$n_s$, scalar spectral index</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$w_i$, effective DE equation of state</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6-7</td>
</tr>
<tr>
<td>$MG$, MG parameters in each model</td>
<td>7</td>
<td>7-9</td>
<td>7-11</td>
<td>8-19</td>
</tr>
<tr>
<td>$A_s$, amplitude of scalar perturbations</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>$b_i$, bias parameters for 10 GC tomographic redshift bins</td>
<td>9-18</td>
<td>11-20</td>
<td>13-22</td>
<td>21-30</td>
</tr>
</tbody>
</table>

with a modification to gravity. With the new generation of large scale structure surveys, these additional effects have non-negligible contribution and their degeneracies should be considered when searching for hints of modified growth. Also, as we saw in Section 5.5, the WL systematics can change the constraints on the MG functions. It would be important to investigate how the degeneracies change when including the systematics.

### 6.1 Models

We choose to work with four models which include one, three, five and twelve MG parameters, respectively. Table 6.1 shows the model parameters that we use in our Fisher analysis and the order in which they are sorted. In all of the models, we include the main cosmological parameters (#1-5 and $A_s$). When GC data is included, we assume that the bias is scale-independent on the linear scales and introduce 10 constant bias parameters, one for each photometric redshift bin surveyed by LSST. $w(z)$ is either binned or considered as a constant and is included in the Fisher analysis \(^1\).

1-parameter MG model: $f(R)$ theory

We consider the BZ parametrization of $f(R)$ theories, Eq. (6.1), as our 1-parameter model. Here, the MG parameter is the squared Compton wavelength of the scalar field today, $B_0$

\(^1\)We include the SNe Ia nuisance parameter in all these models and then marginalize over it.
from Eq. (4.36). We choose a fiducial value of $B_0 \sim 10^{-6}$ in accordance with the forecasted error on this parameter from LSST [47]. For this value of $B_0$, the pre-factor in Eq. (6.1) is negligible and we have

$$\mu(k,a) = 1 + \frac{\frac{4}{3}B_0 C}{1 + B_0 C}, \quad \gamma(a,k) = \frac{1 + \frac{2}{3}B_0 C}{1 + \frac{4}{3}B_0 C}, \quad (6.1)$$

where $C \equiv (cka^2)^2/2H_0^2$.

### 3-parameter MG model: scalar-tensor theory

We choose the $(\mu, \Sigma)$ combination, described in Section 3.2.2, with the following parametric form

$$\mu = 1 + \frac{ca^s(k/H_0)^n}{1 + 3ca^s(k/H_0)^n}, \quad \Sigma = 1, \quad (6.2)$$

where $c$, $n$ and $s$ are constants. This choice of $(\mu, \Sigma)$ can cover a wide range of scalar-tensor theories [238]. It is easy to show that Eqs. (6.2) can be described in terms of $(\mu, \gamma)$ as

$$\mu = 1 + \frac{ca^s(k/H_0)^n}{1 + 3ca^s(k/H_0)^n}, \quad \gamma = \frac{2}{\mu} - 1 = 1 - \frac{6ca^s(k/H_0)^n}{1 + ca^s(k/H_0)^n}. \quad (6.3)$$

defining $3c/H_0^2 \equiv \lambda^2$, we get back the BZ parametrization, Eq. (4.35). We work with the fiducial values of $s = 4$ and $n = 2$ and $c = 0.002$. The value for $c$ is taken from the 95% C.L. constraints on the parameter from the current large scale structure data [238].

### 5-parameter MG model: a general BZ parametrization

The BZ parametrization with five independent parameters, $\beta_1, \beta_2, \lambda_1, \lambda_2$ and $s$ in Eq. (4.35), provides more flexibility in capturing modified gravity features. We choose a set of fiducial parameter values corresponding to a f(R)-class model [46]: $\beta_1 = 4/3$, $\beta_2 = 1/2$, $s = 4$, $\lambda_2^2 = \beta_1 \lambda_1^2 = 1000$ Mpc$^2$. 
12-parameter MG model: model-independent pixelization

We also consider the less model-dependent case where $\mu$ and $\gamma$ are pixelized. We choose to have three bins in the linear $k$ range ($10^{-5}$ – 0.2 h/Mpc) and for each $k$ bin, we have a high-$z$ bin ($3 < z < 30$) and a low-$z$ bin ($0 < z < 3$). In total, there are twelve MG pixels, six for $\mu$ (#8-13) and six for $\gamma$ (#14-19). $w(z)$ is also binned to one low-$z$ bin (#6) and one high-$z$ one (#7).

6.2 Degeneracy of Parameters

In this section, we study the correlations between the MG and other parameters of the models described in 6.1. For the analysis of this section, the experimental setup, observables and the procedure are similar to that of Chapter 5. From a Fisher analysis of the parameters, we calculate the covariance and correlation matrices for the model parameters.

For each MG parameter, we show two correlation plots. The normalized correlation, $\bar{C}_{ij} \equiv C_{ij} / \sqrt{(C_{ii} \times C_{jj})}$, and the un-normalized correlation $C_{ij}$, where $C$ is the covariance matrix of all parameters, computed by inverting the corresponding Fisher matrix. The reason for showing the un-normalized correlations is that it is hard to judge about the importance of correlation between two parameters by just looking at the normalized correlation values. For example, a parameter might be highly correlated with the others while being very well-constrained, which means that it is well-measured anyway. For the un-normalized case, we plot the absolute values of correlations on a semi-log plot. Also we show the $\sqrt{C_{ii} \times C_{jj}}$ values where $i$ runs over all the parameters and $j$ is the index of the MG parameter we are plotting the correlations for. These values will be used as a reference and help us estimate the relative degree of correlations between parameters.

We start from the combination of the CMB and SNe Ia data. We then add the GC and WL data in two steps and study how including them breaks the degeneracies. Finally, we add all the cross-correlations of CMB$\times$CG, CMB$\times$WL and WL$\times$CG. As mentioned, CMB+SNe data are always included and mainly constrain the background parameters. For simplicity, we do not show CMB+SNe and CMB+SNe+WL combinations in the un-normalized plot.

With CMB+SNe data only, one measures the cosmological distances and thus, the back-
ground parameters. To describe this, we note that the comoving distance to a redshift \( z \) is defined as
\[
\chi \propto \int_0^z \frac{dz}{H_0 \sqrt{\Omega_m a^{-3} + \Omega_r a^{-4} + \Omega_{DE}}}
\] (6.4)

Varying the background parameters changes the comoving distances to observed phenomena such as recombination. This interferes with the growth of perturbations by changing the time available for perturbations to grow, which can be degenerate with changing the growth rate.

With the GC data, one can estimate the density fluctuations of galaxies \((\rho_g \delta_g)\) which is related to the total matter density fluctuations, \(\rho_m \delta_m\), via the bias parameter. \(\rho_m \delta_m\) itself is related to other model parameters via the Poisson equation, Eq. (3.33), which can be written as
\[
k^2 \psi \propto \mu \rho_m \delta_m \propto \frac{\mu}{b} \rho_g \delta_g,
\] (6.5)

where \(b\) is the bias parameter. Hence, the evolution equation for the matter density perturbation, Eq. (3.35), becomes
\[
\ddot{\delta}_m + H \dot{\delta}_m \propto \frac{\mu}{1 + \gamma} \rho_m \delta_m.
\] (6.6)

Having \(\rho_g \delta_g\) measured by GC observations, the growth of matter perturbations is directly related to \(\mu\), bias and the Hubble parameter.

WL data probes the \(\phi + \psi\) combination. From Eqs. (3.33) and (3.34),
\[
\psi \equiv \frac{\phi + \psi}{1 + \gamma},
\] (6.7)

and we can write Eq. (3.35) as
\[
\ddot{\delta}_m + H \dot{\delta}_m \propto \frac{\mu}{1 + \gamma} \rho_m \delta_m.
\] (6.8)

Here, the bias parameter is not involved and the growth of matter is directly dependent on \(\rho_m \delta_m\). With WL data alone, there is a high degeneracy between the MG parameters and \(\Omega_b h^2, \Omega_c h^2\) and \(H_0\) (Figs. 6.1, 6.2, 6.3, 6.4, 6.5).
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Figure 6.1: Correlation between $B_0$ (#7) and other parameters, for different combinations of data, normalized (left) and un-normalized (right). CMB+SNe data is also included for the right panel but the graphs are not shown. The scattered points (orange circles, blue triangles and black squares) represent the $\sqrt{C_{B_0}B_0 \times C_{ii}}$ value for each parameter $i$ for a comparison with the un-normalized correlation.

When both GC and WL data are included, we have

$$\ddot{\delta}_m + \mathcal{H}\dot{\delta}_m \propto \frac{\mu}{1+\gamma} \frac{\rho_g \delta_g}{b}.$$  \hspace{1cm} (6.9)

Now the galaxy density fluctuations are directly measured by the GC data and we also have the WL measurements. GC and WL data sets probe different combinations of the potentials $\phi$ and $\psi$ and it helps to break the degeneracies significantly. When adding the cross-correlations of GC and WL, further information about the time evolution of the perturbations is provided. In fact, as we will see, the cross-correlation data puts the strongest constraints on the MG parameters and breaks the degeneracies best.

6.2.1 \textbf{f(R) models parametrized by $B_0$}

$B_0$ is related to the Compton wavelength of the scalar DoF. Below this transition scale, the growth of structure is modified due to the presence of the fifth force. Fig. 6.1 shows the normalized (left) and un-normalized (right) correlations between $B_0$ (#7) and the rest
of the model parameters. We mainly focus on the cases where correlations are significant compared to the corresponding $\sqrt{C_{ii} \times C_{jj}}$ value. For a better demonstration, Fig. 6.2 shows the 68% C.L. contour plots for the basic model parameters and the role of different observables in constraining them.

From the normalized correlation plot, Fig. 6.1 (left), we see that except for the bias, degeneracies between $B_0$ and other parameters are broken to a better than $\sim 10\%$ level when all data is included. In the following, we briefly study the degeneracies of $B_0$ with each of the model parameters:

$\Omega_b h^2$: It plays an important role in the radiation domination era through the coupling to photons, and at the recombination, so that the height and separation of the CMB peaks are very sensitive to it. Therefore, $\Omega_b h^2$ is strongly constrained by the CMB data and
is not highly correlated with $B_0$. The correlation is significant only when the WL data is considered without the GC data. With the WL data, the constraints on all parameters, including $\Omega_b h^2$, are relatively tight but there is degeneracy between $B_0$ and $\Omega_b h^2$, $\Omega_c h^2$ and $H_0$ due to the reasons discussed in the previous section. However, when GC data is included, the degeneracy is broken (Figs. 6.1-6.2).

$\Omega_c h^2$: The CDM energy density has an important role after the matter-radiation equality epoch. CMB data is mainly sensitive to $\Omega_c h^2$ through the geometry of the universe. The SNe Ia data is also sensitive to it through the value of the Hubble parameter entering the distance measurements. Varying $\Omega_c h^2$ will change the epochs of matter-radiation equality and matter-dark energy equality, leading to a different history of growth of perturbations. The CDM density is also important for the secondary CMB effects, such as the ISW effect. It is an extra source of correlations between the MG parameter and $\Omega_c h^2$.

$H_0$: Similar to the baryon and CDM densities, $H_0$ enters the distance measurements by CMB and SNe Ia. Unlike the matter densities, its value does not change the CMB temperature fluctuations (the position and relative heights of the CMB peaks). That is why there is a negligible degeneracy between $H_0$ and $B_0$. However, since $H_0$ enters the evolution equations of matter perturbations, Eq. (3.35), MG parameters are highly degenerate with $H_0$ after including the large scale structure data. With the cross-correlation data, evolution of matter density perturbations is much better constrained and the degeneracy with $H_0$ is significantly reduced.

$\tau$: The main impact of the optical depth is on CMB, including the ISW term, Eq. (4.29), and it can be degenerate with how the density perturbations evolve. When including the GC and WL data, this degeneracy still exists, while the constraints on the parameters become tighter. That is why we see higher correlation in Fig. 6.1 (left). Again, with the cross-correlation data, the time evolution of perturbations is much better constrained and the degeneracy is broken.

$n_s$ and $A_s$: The power spectrum of the primordial perturbations, Eq. (1.57), is related to $n_s$ and $A_s$ parameters as

$$P_\psi(k) \propto A_s k^{n_s-4},$$

so that they determine the initial values of scalar metric perturbations, as well as the matter density perturbations. As a result, the impact of a modification to growth after recombina-
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...tion can, in principle, be degenerate with varying $n_s$ and $A_s$.

$w$: As discussed in Chapter 5, it is possible to constrain $w$ and MG parameters simultaneously. $w$, like other background parameters, affects the growth by changing the expansion history. The dark energy density, and consequently $w$, influences the recent expansion history and determines the ISW signal. However, most of the information about $w$ is coming from SNe Ia and the main role of the large scale structure data is to break degeneracies with MG parameters (Fig. 6.2).

Bias: As can be seen from Fig. 6.1 and in the next subsections, the bias parameters would have the highest degeneracies with the MG parameters. Observations of galaxies (baryonic matter) are related to the matter density perturbations via the bias parameter, Eq. (3.35). GC data alone is neither able to constrain the bias parameters, nor it can break their degeneracies with $B_0$. Eq. (6.6) shows that increasing $B_0^2$ and decreasing the bias have the same impact on the growth of perturbations. In other words, to get the same evolution for $\delta$, a variation in $B_0$ can be compensated with variations of the bias parameter. This negative correlation, however, would vanish at high redshifts due to less observable galaxies. When WL data is added, the sensitivity to the bias parameters, specially at high redshifts, is increased. However, if we look at the uncorrelated plots, we see that the constraints on parameters are shrunk by almost two orders of magnitude. Hence, the residual degeneracy, although relatively high, are not as important. The cross-correlation data is able to lower the uncertainties, and the correlations, by a factor of few.

With the above description, we have a guideline on how our model parameters could be correlated with the MG parameters of the model. With the 1-parameter MG model, we can mainly study the theories where there is an intrinsic transition scale in the behavior of gravity due to a scalar degree of freedom with a fixed (f(R)) coupling to matter. Hence, in the following subsections, we investigate the degeneracies for models with more MG parameters.

6.2.2 Scaler-tensor models parametrized with $(c, s, n)$

Fig. 6.3 shows the correlation plots for $c$ (top row), $s$ (middle row) and $n$ (bottom row). Here, $c$ (#7) is a pre-factor controlling the overall amplitude of MG effects, while $s$ (#8) and $\frac{\partial \mu}{\partial B_0} > 0$, so that increasing $B_0$ is equivalent to increasing $\mu$. 

---

\[2 \frac{\partial \mu}{\partial B_0} > 0\]
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\( n \) (#9) control the redshift and scale of the MG effects, respectively. This parametrization is more flexible in capturing a MG feature, compared to the 1-parameter model in the previous section. However, the MG parameters themselves are highly correlated. The high correlations limit how well the MG parameters can be constrained, and we observe that adding the WL data does not improve the constraints significantly.

From the left panels of Fig. 6.3, we see that \( c \) has a negative correlation with both \( s \) and \( n \). An increase of \( c \) will enhance the growth on all scales. Increasing \( n \) decreases the enhancement of growth on larger scales and pushes the MG effects to smaller scales. Hence, the impact of \( c \) on the linear growth is opposite to that of \( n \). Increasing \( s \) pushes the MG effects to more recent times (smaller redshifts). Data is able to discriminate between \( c \) and \( s \) from the measurement of the growth at multiple redshift bins but \( c \) and \( n \) are producing highly degenerate effects. \( s \) and \( n \), on the other hand, are positively correlated because increasing \( s \) pushes the MG effects to smaller redshifts. For the WL data, as the dominant observable, this effect is degenerate with increasing \( n \), which pushes the MG effects to smaller scales. This degeneracy is an intrinsic property of the WL potential, as described in Chapter 5.

Fig. 6.3 shows that degeneracies of the MG parameters with other parameters are broken to a good extent after including the WL data. In particular, degeneracies with the bias parameters are reduced so that, \( \overline{C}_{ij} = C_{ij} / \sqrt{(C_{ii} \times C_{jj})} \lesssim 0.1 \) in all cases. One can see that there is a sweet spot in redshift where the bias parameters are best constrained. One recalls from Section 5.4 that this spot, in the middle redshift range, is where the best eigenmodes of the MG functions are peaked.

We see that adding new MG parameters provides more flexibility in detecting MG effects, but the MG parameters will be highly correlated. One suspects that adding even more MG parameters to the model might just weaken the constraints, without providing any new information. In the next section, we consider a model with more MG parameters and test how redundant the extra parameters would be.

### 6.2.3 General model parametrized with BZ parameters

Fig. 6.4 shows the correlations for \( \log(\lambda_1^2) \) (first row), \( \log(\lambda_2^2) \) (second row), \( \beta_1 \) (third row) and \( s \) (last row). Here, \((\beta_1, \beta_2)\) are the analogues of \( c \) in the \((c, s, n)\) model, while \((\lambda_1, \lambda_2)\) are
similar to $n$, i.e. controlling the transition scale where the MG effects become important. $s$ in both models has the same role.

The main reason for including this model is to show the redundancy of the extra MG parameters introduced. Comparing the plots in the Figs. 6.3 and 6.4 shows that there are more degeneracies in this model, specially with the bias parameters. We notice that $\lambda_1$ and $\lambda_2$ are constrained very similarly by data. It might seem in contradiction with what we expect from the previous Chapter that $\mu$ (and hence, $\lambda_1$) should be better constrained than $\gamma$ (hence, $\lambda_2$). But, we see in Fig. 6.4 that there is almost a perfect correlation between $\lambda_1$ and $\lambda_2$. This correlation limits how well data constrains $\lambda_1$, via the uncertainties of $\lambda_2$ measurement. $\lambda$’s also have a high positive correlation with $s$ (11) due to the same reason that explained the correlation between $n$ and $s$ in the $(c,s,n)$ model. Similarly, $\beta_1$ and $\beta_2$ are also highly correlated.

As before, larger $s$ would lead to the enhancement of the growth starting at a larger redshift and accumulating over time. This mimics the effect of a stronger fifth force due to an increase of $\beta$’s. Since $s$ is a common parameter to both the BZ model of this section and the $(c,s,n)$ model of the previous section, with the same fiducial value, we can get an estimate of how much the constraints on the parameters are diluted and how much extra degeneracy is introduced. Comparing the un-normalized plots for $s$ in Figs. 6.3 and 6.4 shows that both the errors and the correlations are higher by at least one order of magnitude.

### 6.2.4 Pixelated MG functions

In Fig. 6.5, the correlation plots are shown for the middle-k ($0.07 < k < 1.4$ h/Mpc), low-z pixels of $\mu$ (top row) and $\gamma$ (bottom row). We choose these pixels since, as we saw in Chapter 5, they cover the scales and redshifts where LSST is most sensitive to the modified growth.

In the previous models, the MG parameters were introduced in a way that they would affect the MG parameter values at all scales and redshifts. This inevitably produces correlations between the MG parameters. On the other hand, with the MG pixels, the modified growth is confined to the ranges covered by each pixel so that correlations are intrinsically lower. In particular, the $\mu$ pixels are less correlated with the $\gamma$ pixels as one can compare

---

3Therefore, we did not include the correlation plots for $\beta_2$. 
with the correlations of $\mu$ and $\gamma$ parameters in the BZ model. As a result, the errors on the $\mu$ pixels (#8-13) are obviously smaller than (and are not limited by) those of the $\gamma$ pixels (#14-19).

The other advantage of working with the MG pixels is that one can isolate some of the physical processes that affect the growth at particular scales or redshifts. For example, we see from Fig. 6.5 that there is a relatively smaller error on the first high-z $\gamma$ pixel (# 15) compared to the error on the other two pixels (# 17,13). We recall from Section 5.4 that the ISW effect strongly constrains the $\gamma$ function at large scales and the first high-z $\gamma$ pixel happens to cover those scales.

In Section 5.6, we concluded that in spite of correlations between the MG pixels and $w$ bins, future surveys like LSST are able to constrain both functions simultaneously. We can look at the correlations in more detail here. From Fig. 6.5, we see high correlation between the MG pixels and the high-z $w$ bin (#7), which is positive (negative) for $\mu$ ($\gamma$). This is reasonable as increasing $w$ would change the onset of the acceleration phase to a later time and hence, more time for the growth of perturbations. On the other hand, the low-z $w$ bin (#6) has a negligible degeneracy with the MG pixels, again, in accordance with what we expect. Since most of the low-z information on $w$ is coming from SNe Ia data and, the low-z $w$ bins are not correlated with the MG pixels.

The plots also show a general trend of negative correlations between the high-z pixels with their corresponding low-z pixels. It makes sense as any change in the high-z (low-z) pixel value should be counteracted with a change in the corresponding low-z (high-z) pixel values. As for MG parameters in the previous models, there are also high correlations between pixels and basic parameters, like $H_0$ or $A_s$ (#20), and the bias parameters.

### 6.3 Other degenerate effects

In this subsection, we take the 3-parameter ($c,s,n$) model and generalize our analysis by including the WL systematics (described in Section 5.5) and considering neutrinos to be massive. We would like to know how these additional effects change the correlations between the MG and other parameters. We first include the WL systematics and, in the next step, the massive neutrinos. Massive neutrinos are taken here as a part of the dark matter (DM) in the universe and their total mass is considered as a parameter in the Fisher analysis,
Fig. 6.6 shows the correlations for $c$ (top row), $s$ (middle row) and $n$ (bottom row) in four cases: without any additional effects, with systematics, with massive neutrinos and with both systematics and massive neutrinos. For these plots we used the full data combination. The total mass of neutrinos is considered as the last parameter (#21) in the plots.

Systematics do not change the parameter constraints and their correlations considerably. With massive neutrinos, however, the correlations of MG parameters with each other, with the bias parameters and some of the basic parameters increases significantly. Massive neutrinos, as part of the DM, would freely stream and slow down the growth on the free-streaming scales. The heavier they are, the larger portion of DM they make, leaving less CDM in the universe. This slows down the growth and, hence, massive neutrinos are negatively correlated with $c$. Heavier neutrinos would have a shorter free-streaming scale. This is roughly the same as the effect of increasing $s$ or $n$, thus, explaining their positive correlation.

### 6.4 Summary

In this chapter, we studied the degeneracies between different sets of MG parameters with the other parameters that are usually considered in models of large scale structure formation. We used a combination of the CMB, SNe Ia and large scale structure experiments, did a Fisher analysis of the parameters and computed their correlation matrix.

We considered three models with parametric forms of the MG functions. We saw in Section 6.2 that in the 3-parameter MG model, degeneracies were broken to a good extent but there were relatively high correlations between the MG parameters themselves. It was also demonstrated that increasing the number of the MG parameters would introduce redundancies and weaken the constraints. Finally, with pixelization of the MG functions, we were able to study the degeneracies at different scales and redshifts.

Among the model parameters, the bias parameters had the highest correlation with the MG parameters, due to their direct involvement in the equation for the growth of perturbations, Eq. (3.35). It seems that for the 3-parameter model, it was possible to break such degeneracies better without weakening the overall constraints on the parameters. The back-
ground parameters were degenerate with MG mainly through the expansion history and its impact on the growth time. With the GC and WL data combined, one probes two different combinations of the scalar potentials. This leads to tight constraints and relatively low degeneracies. Among the observables we used, WL provides most of the information about the growth at low redshifts. The intrinsic degeneracy between the scale and the redshift in the WL kernel limits its ability in probing the time evolution of perturbations. This leads to some residual degeneracies between the MG and the basic parameters. In such cases, the cross-correlation of WL and GC data at multiple tomographic redshift bins will significantly break the degeneracies. In fact, the cross-correlation power spectra are the most informative observables for probing the growth of structure.

We have also considered other physical effects that could be degenerate with a modification to gravity. The WL systematics that we considered in our analysis did not change the correlations while the presence of massive neutrinos could have an important impact. It would be interesting to investigate how including new type of observables, such as redshift space distortion (RSD) [210, 235], would resolve such degeneracies.
Figure 6.3: Correlation between $c$ (top row), $s$ (middle row) and $n$ (bottom row) and other parameters for different combinations of data, same as in Fig. 6.1.
Figure 6.4: Correlation between $\log(\lambda^2_1)$ (first row), $\log(\lambda^2_2)$ (second row), $\beta_1$ (third row) and $s$ (last row) and other parameters for different combinations of data.
Figure 6.5: Correlation between pixelated and other parameters for different combinations of data.
Figure 6.6: correlations for $c$ (top row), $s$ (middle row) and $n$ (bottom row) with full data. Three cases are compared: when no additional effects are included, when the WL systematics included and when neutrinos are massive.
Chapter 7

Summary and future directions

We started this thesis with a brief review of the basics concepts in cosmology and the observables that cosmological surveys measure. We then described the main pieces of observational evidence for the accelerated expansion of the universe and the $\Lambda$CDM model. After describing some of the theoretical problems associated with the cosmological constant, we outlined the possible alternatives.

Dark energy

In Chapter 2, after a brief overview of the proposed theories of dark energy, we described the phenomenological approaches to measuring its properties. Different techniques have been used to constrain $w$, and its dynamical behavior, using probes of cosmological distances. We introduced wavelets as an effective expansion basis for detecting local dynamics in $w(z)$. Assuming a flat universe, we demonstrated that such features are detectable from a combination of futuristic cosmological distance measurements, namely, SNe Ia, CMB and BAO data. Relaxing the flatness assumption made such features undetectable due to the high degeneracy with the curvature parameter, $\Omega_k$.

This work can be extended using other types of observables, including data from the ongoing and upcoming large scale structure surveys. While $w$ is a background parameter (zeroth-order in perturbation theory), it affects the growth of matter perturbations. With the upcoming high-quality data, further information about $w$ will be provided. We stress that a conclusion about any deviation of $w$ from its $\Lambda$CDM value should be made based
on a consistent detection from a collection of the available methods. This way, any bias or model-dependence of the methods could be eliminated.

**Modified gravity**

As the alternative to the existence of a dark energy component in the universe, we reviewed how modifications to GR can produce accelerated expansion on cosmological scales. We provided some theoretical background for the modified gravity models and discussed their problems. Since the background evolution (expansion) of the universe is more or less fixed from a combination of independent observations, one needs to look at the evolution of perturbations for distinguishing between different theories. Again, in the absence of a compelling theory of modified gravity, we turned our attention to phenomenological approaches for detecting possible deviations from the evolution predicted by GR.

An example of such an approach is a model-independent parametrization of the linear growth of structure. It is done by introducing two functions of scale and time (MG functions) with well-defined values in $\Lambda\text{CDM}$, but different values in alternative dark energy and modified gravity theories. We reviewed how the linear growth of matter perturbations can be parametrized in a general way using the two functions. The main value of this method is in allowing for a model-independent way of looking for departures from GR.

**MGCAMB**

We described in detail how the parametrized equations of linear perturbations can be implemented in the numerical Einstein-Boltzmann solver codes, such as CAMB, that makes it possible to evaluate the cosmological observables from the parametrized equations. We demonstrated the capabilities of our code (MGCAMB) by obtaining joint constraints on the neutrino mass and parameters of two models of modified gravity. We found that GR remained a good fit in all cases. We have made the MGCAMB patch public at [http://www.sfu.ca/~aha25/MGCAMB.html](http://www.sfu.ca/~aha25/MGCAMB.html) and will update it regularly to keep it compatible with the latest distributions of CAMB.
PCA of MG functions

In Chapter 5, we described how a Fisher analysis can be used to forecast the errors on the MG functions, parametrizing the modified Poisson equation ($\mu$) and the ratio ($\gamma$) between the two Newtonian potentials from WL surveys such as DES and LSST, combined with CMB data from Planck and futuristic SNe Ia data. By applying Principal Component Analysis (PCA), we were able to work with the eigenmodes of the MG functions. We also considered other choices of MG functions and studied their merits. After introducing some of the systematic effects in WL surveys, we studied how they impact the eigenmodes of ($\mu, \gamma$) functions, as well as the scales and redshifts where these effects are most prominent. Finally, we demonstrated the utility of PCA as a data compression formalism for an efficient storage of information about modified growth on linear scales, and how this information can be projected to constrain the parameters of specific MG models, rather than doing a separate analysis for each model from scratch.

Some of the aspects of this analysis can be further investigated. For example, one can study in more detail the range of applicability and precision of the projection method, as compared to the direct Fisher analysis, in constraining model parameters. This can be done by computing the constraints on parameters of different MG models from the two methods to check the agreement.

Another direction for future work is to revisit the assumed scale-independence of the galaxy bias. In [236], it was shown that a scale-dependent growth necessarily implies a scale-dependent bias on linear scales. In the present analysis, this was effectively encoded in our function $\mu$, but in a future study it may be interesting to include the scale-dependent bias explicitly. In addition to scale-dependent bias, scale-dependent initial conditions may also be degenerate with the MG modes.

The PCA technique represents a model-independent way of analyzing the power of cosmological surveys to constrain modified growth. In addition to forecasts, it can be applied to current data. For instance, given an array of experiments, one can use a Fisher forecast to first find the eigenmodes, then fit the amplitudes of these modes to real data. Because these modes are expected to be (nearly) orthogonal to each other, it does not matter if one fits them one by one or simultaneously. If any of them is found to deviate from zero significantly, it would constitute a smoking gun for modified gravity. Alternatively, if Fisher
forecasted eigenmodes are found to be non-negligibly correlated, it would indicate that the fiducial model assumed in their derivation was wrong and that a modification is needed.

We also investigated the degeneracy of the MG functions with other parameters, such as the basic cosmological parameters, galaxy bias and, most importantly, with \( w(z) \), to see how well future data can constrain DE and modification to gravity simultaneously. The degeneracy between \( \mu \) and \( \gamma \), or \( \Sigma \), can be further broken by adding information from RSD measurements. It will be interesting to extend our analysis to include RSD for surveys that simultaneously measure lensing and peculiar velocities, such as DESpec and Euclid.
Appendix A

The model for WL and GC systematics

We follow [25, 231] and consider three sources of systematics for future tomographic imaging surveys: photo-$z$ errors, as well as additive and multiplicative errors due to the uncertainty of the point spread function (PSF) measurements.

Photo-$z$ Errors

The redshift errors may stem from three sources: the distortion of the total galaxy distribution, $z$-bias and $z$-scatter.

\textit{Distortion of the total galaxy distribution:} Suppose the observers measure the redshift $z$ using some photometric method, and $\Delta \bar{z} \equiv z - \bar{z}$ denotes the error. This error, in general, might induce a distortion of the overall distribution of the galaxies. To quantify this effect, we follow [25] to expand $\Delta \bar{z}$ using the smooth Chebyshev polynomials ($T_n(x) = \cos(n \arccos x)$):

$$\Delta \bar{z} = \sum_{i=1}^{N_{\text{chb}}} g_i T_i \left( \frac{\bar{z} - z_{\text{max}}/2}{z_{\text{max}}/2} \right). \quad (A.1)$$

As argued in [25], choosing $N_{\text{chb}} = 30$ is large enough to yield convergent result, and we follow this setting. If the expansion coefficients $g_i$’s are much smaller than unity, the biased galaxy distribution can be estimated as

$$N(z) = \tilde{N} \left[ z - g_i T_i \left( \frac{\bar{z} - z_{\text{max}}/2}{z_{\text{max}}/2} \right) \right] \quad (A.2)$$
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Figure A.1: Redshift error - distortion: distortion of the total galaxy distribution due to uncertainties in redshift measurement, plotted here for LSST. $g_i$’s are expansion coefficients of $\Delta \bar{z}$ in terms of Chebyshev polynomials (A.1).

The galaxy distribution of the $i$th bin is,

$$N_i(z) \propto N(z) \left[ \operatorname{erfc} \left( \frac{\bar{z}_i - 1 - z}{\sqrt{2} \sigma(z)} \right) - \operatorname{erfc} \left( \frac{\bar{z}_i - z}{\sqrt{2} \sigma(z)} \right) \right]$$  \hspace{1cm} (A.3)

Thus if the overall distribution is biased by $g$, all the redshift bins are biased accordingly, as shown in Fig A.1 (We show the galaxy distributions of LSST for an example).

In our calculations we account for this effect by marginalising over 30 Chebyshev coefficients.

**Redshift-bin Centroids Uncertainty:** To be general, we also consider the possible degradation if there exists some uncertainty in measuring the centroids of the redshift bins, i.e. the so-called non-vanishing $z$-bias $b_i \equiv \bar{z}_i - \bar{z} \neq 0$. The $z$-bias basically ‘shifts’ the centroids of the bins. See this effect illustrated in Fig A.2. In the calculation, we assign one $z$-bias parameter for each bin, then marginalize over them.

Note that the centroid shifts do not capture the catastrophic errors where a smaller fraction of redshifts are completely mis-estimated and reside in a separate island in the $z - \bar{z}$ plane [25, 232].
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Figure A.2: Redshift error - shift: uncertainty in measuring the centroids of the redshift bins (non-vanishing $z$-bias), quantified by $b_i$ coefficients at redshift bin $i$.

**$z$-scatter:** We assume that $\sigma(z) = \sigma_0(1 + z)$, and we choose $\bar{\sigma}_0 = 0.03(0.05)$ for fiducial model for LSST (DES). But if $\sigma_0$ is not perfectly measured, i.e., the $z$-scatter is not zero, $\Delta \equiv \sigma_0 - \bar{\sigma}_0 \neq 0$, there will be further degradation. In the calculation, we assign one $z$-scatter parameter for each bin, then marginalize over. As shown in [25], this effect is sub-dominant.

**Additive errors**

Additive errors are present for both galaxy counts and lensing shear measurements, and they are generated, for example, by the anisotropy of the point spread function (PSF). Following [25] and [231], we parametrize the additive errors as

$$ (C_{ij}^{XY})_{\ell} = \delta_{XY} \rho A_i^{X} A_j^{Y} \left( \frac{\ell}{\ell^*} \right)^{\gamma} $$

and choose $\rho = 1, \gamma = 0$. The fiducial values of the $A$'s are, $(A^g)^2 = 10^{-8}, (A^\gamma)^2 = 10^{-9}$ [231].
Figure A.3: Redshift error - scatter: uncertainties in the photo-z error at redshift \( z \) modeled as \( \sigma(z) = \sigma_0 (1 + z) \), where \( \Delta_i \) is \( \sigma_0 - \bar{\sigma}_0 \) at redshift bin \( i \).

**Multiplicative errors**

Multiplicative errors in measuring shear can be introduced by various sources. For example, a circular PSF of finite size is convolved with the true image of the galaxy to produce the observed image, and in the process it produces a multiplicative error [25].

\[
(\tilde{C}_{ij}^\gamma)_{ij} = (C_{ij}^\gamma)_{ij}[1 + f_i + f_j]
\]  

(A.5)

We choose \( f = 0 \) as fiducial.
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