APPROVAL

Name: Mohsen Akbari

Degree: DOCTOR OF PHILOSOPHY

Title of Thesis: Flow and heat transfer in microfluidic devices with application to optothermal analyte preconcentration and manipulation

Examining Committee: Dr. Woo Soo Kim (Chair)

Dr. Majid Bahrami; P.Eng (Supervisor)

Dr. David Sinton; P.Eng (Supervisor)

Dr. Bonnie Gray; P.Eng (Supervisor)

Dr. Carolyn Sparrey; P.Eng (Internal Examiner)

Dr. Boris Stoeber; P.Eng; (External Examiner); Department of Mechanical Engineering, University of British Columbia

Date Approved: July 21st, 2011
Declaration of Partial Copyright Licence

The author, whose copyright is declared on the title page of this work, has granted to Simon Fraser University the right to lend this thesis, project or extended essay to users of the Simon Fraser University Library, and to make partial or single copies only for such users or in response to a request from the library of any other university, or other educational institution, on its own behalf or for one of its users.

The author has further granted permission to Simon Fraser University to keep or make a digital copy for use in its circulating collection (currently available to the public at the “Institutional Repository” link of the SFU Library website at: <http://ir.lib.sfu.ca> at: <http://ir.lib.sfu.ca/handle/1892/112>) and, without changing the content, to translate the thesis/project or extended essays, if technically possible, to any medium or format for the purpose of preservation of the digital work.

The author has further agreed that permission for multiple copying of this work for scholarly purposes may be granted by either the author or the Dean of Graduate Studies.

It is understood that copying or publication of this work for financial gain shall not be allowed without the author’s written permission.

Permission for public performance, or limited permission for private scholarly use, of any multimedia materials forming part of this work, may have been granted by the author. This information may be found on the separately catalogued multimedia material and in the signed Partial Copyright Licence.

While licensing SFU to permit the above uses, the author retains copyright in the thesis, project or extended essays, including the right to change the work for subsequent purposes, including editing and publishing the work in whole or in part, and licensing other parties, as the author may desire.

The original Partial Copyright Licence attesting to these terms, and signed by this author, may be found in the original bound copy of this work, retained in the Simon Fraser University Archive.

Simon Fraser University Library
Burnaby, BC, Canada
Abstract

This work describes a novel optothermal method for electrokinetic concentration and manipulation of charged analytes using light energy, for the first time. The method uses the optical field control provided by a digital projector to regulate the local fluid temperature in microfluidics. Thermal characteristics of the heating system have been assessed by using the temperature-dependent fluorescent dye method. Temperature rises up to 20°C (maximum temperature achieved in this experiment was about 50°C) have been obtained with the rate of ~ 0.8°C/s. The effect of the source size and light intensity on the temperature profile is investigated and the ability of the system to generate a moving heat source is demonstrated. A theoretical investigation is also performed by modeling the system as a moving plane source on a half-space. Effects of heat source geometry, speed, and power on the maximum temperature are investigated and it has been shown that by choosing an appropriate length scale, maximum temperature in dimensionless form becomes a weak function of source geometry. For the flow field control in the proposed system, the fundamental problem of fluid flow through straight/variable cross-section microchannels with general cross-sectional shapes are investigated. Approximate models are developed and verifications are performed by careful independent experiments and numerical simulations. Further verification is also performed by comparing the results with those collected from the literature.

The concentration enrichment in the present approach is achieved by balancing the bulk flow (either electroosmotic, pressure driven, or both) in a microcapillary against the electrophoretic migrative flux of an analyte along a controlled temperature profile provided by the contactless heating method. Almost a 500-fold increase in the local concentration of sample analytes within 15 minutes is demonstrated. Optically-controlled transport of the focused band was successfully demonstrated by moving the heater image with the velocity...
of about 167 μm/min. Transporting the concentrated band has been achieved by adjusting the heater image in an external computer. This ability of the system can be used for sequential concentration and separation of different analytes and transporting the focused bands to the point of analysis.

Keywords: microfluidics, lab on chip, preconcentration, manipulation, optothermal heating, transport phenomena, fluid flow, heat transfer
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Chapter 1

Introduction

1.1 Background and Motivations

Microfluidics is the science and technology in which small amounts of fluids ($10^{-18}$ to $10^{-9}$ liters) are manipulated in channels with dimensions of one to hundreds of micrometers [1]. The wealth of interest and research in the technology has spurred the emergence of fields known as micro total analysis systems (µTAS) or lab-on-a-chip devices (LOCs) [2]. These microfluidic systems can be used in medical, pharmaceutical and defence applications; for instance, in drug delivery, DNA analysis, and biological/chemical agent detection sensors on micro systems. The fundamental benefits of scaling down transport phenomena to the micro (or nano) scales lead to several advantages of these systems over their macroscale counterparts: low sample and reagent consumption, effective heat dissipation due to higher surface area/volume ratio, faster separations with higher efficiency, existence of laminar flow, low power consumption, portability, and the ability to multiplex several assays.

One challenge posed by miniaturization lies in the detection of very dilute solutions of analytes in ultra-small volumes, nanoliters or less (see Figure 1.1 for the limitation of different detection techniques, adapted from [4]). In addition, there is frequently a mismatch between the extremely small quantities of sample used for analysis and the often much larger quantities needed for loading the sample into the microfluidic device and transporting it to the point of analysis. Table 1.1 shows the typical weight quantities of samples required for analytical testing; adapted from [3].

Improved temperature control is one of the main motivating factors for these microflu-
Table 1.1: Weight quantities of samples typically required for analytical testing; adapted from [3].

<table>
<thead>
<tr>
<th>Years</th>
<th>Required sample amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960-1970</td>
<td>10-100 μg</td>
</tr>
<tr>
<td>1971-1980</td>
<td>1-10 μg</td>
</tr>
<tr>
<td>1981-1990</td>
<td>10-100 ng</td>
</tr>
<tr>
<td>1991-1995</td>
<td>1-100 pg</td>
</tr>
<tr>
<td>1996-2000</td>
<td>1-100 fg</td>
</tr>
<tr>
<td>2000-2005</td>
<td>10-100 ag</td>
</tr>
</tbody>
</table>

Active control of fluid temperatures is now central to many microfluidic, LOCs, and microelectromechanical systems (MEMS). Examples are DNA amplification [5], sample preconcentration and separation [6], flow regulation (valving and actuation) [7], molecular synthesis [8], manipulation of molecules [10], and highly integrated MEMS [9].

Addressing these challenges, the aims of this dissertation are to:

- **introduce a novel heating method for local temperature control in microfluidics through which localized temperature zones in small dimensions (order of micrometers to millimeters) can be achieved. With this approach, the location and the shape of these temperature zones can be dynamically assigned. This enables dynamic thermal management of a microfluidic device.**

- **develop a flexible and contactless method for analyte preconcentration and manipulation with the ability to increase the local concentration of different analytes at any location along the microfluidic device and transport the concentrated band to the point of analysis.**

- **investigate the fluid and thermal transport in microscales for better understanding of the heat transfer and flow mechanisms in microscale. This provides a powerful tool for design and optimization of the proposed optothermal system.**
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Figure 1.1: Detection techniques for capillary electrophoresis (adapted from [4]). Molar sensitivity (here defined as the number of moles detected) and concentration are plotted on the horizontal and vertical axes, respectively. Fluorescence detection is observed to have the highest sensitivity among other CE detection schemes.

To fulfill the research objectives, a systematic theoretical-experimental approach is designed to study three different fundamental problems involved in the present project:

- **hydrodynamics**: pressure driven and electroosmotic flow in microchannels with general cross-sectional area and constant/variable wall shapes.
- **heat transfer**: local fluid temperature distribution in microchannels in the presence of fluid flow and external stationary/moving heat source.
- **electrokinetics**: species distribution as a result of specific flow condition and temperature profile.

Figure 1.2 illustrates various components of the present research and its deliverables.
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Flow and heat transfer in microfluidic devices with application to optothermal analyte preconcentration and manipulation

Hydrodynamics
- Flow in straight microchannels of arbitrary cross-section
- Flow in variable microchannels of arbitrary cross-section

Heat transfer
- Experimental setup design and characterization
- Localized heating theory

Electrokinetics
- Novel heating method for local temperature control in microfluidics
- Flexible contactless method for analyte preconcentration and manipulation
- Analytical based tools for design and optimization of the proposed optothermal system

Deliverables

Figure 1.2: Scope of the present research, various components, and deliverables of the proposed research

1.2 Organization of the dissertation

This dissertation is comprised of four chapters which are organized as follows:

Chapter 1 is dedicated to the background and motivations of the present work. In Chapter 2, a comprehensive literature review is provided on three major aspects of this dissertation: (i) preconcentration techniques in microfluidics, (ii) heating methods in the context of temperature control in microfluidic and lab-on-chip devices, and (iii) fluid flow in microscale including experimental and numerical studies on both straight and variable cross-section microchannels as well as available analytical models for channels with various cross-sectional area.

Chapter 3 provides the summary of the contributions of present research. Optothermal
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ous cross-sectional area.

Chapter 3 provides the summary of the contributions of present research. Optothermal analyte preconcentration and manipulation by means of a contactless heating system is demonstrated in Sec. 3.1 for the first time. Details of the experimentation, ability of the system to increase the local concentration of different model analytes and transportation of the focused bands along a microchannel is provided in Sec. 3.1. The focused band is shown to be successfully transported along a microcapillary by adjusting the image of the heater in an external computer.

Details of the contactless heating system is provided in Sec. 3.2 with the ability of the proposed system to control the location and size of the heated area as well as the amount of heat that enters the heated area. Moreover, the unique capability of the system for generating a moving heated area in a model microfluidic device is demonstrated. For better understanding of the temperature distribution due to a stationary or moving heat source as well as investigating the effects of the heat source shape on the temperature distribution, a detailed theoretical study is included in Sec. 3.2. Proposed theory is supported by an independent experimentation.

A detailed theoretical and experimental analysis of laminar flow in straight and variable cross-section microchannels of arbitrary shape is provided in Sec. 3.3. Pressure drop in microchannels as compared to theory based on arbitrary cross-section is investigated. An independent experimentation is designed and performed to compare the general approximate model for straight microchannels of general cross-section with experimental data. Later, the approximate model is extended to slowly-varying microchannels of arbitrary cross-section and a unified model is proposed which accounts for both frictional and inertial effects. The same experimental setup is used, but for variable cross-section channels to validate the proposed approximate model. Further verification of the model is performed by comparing the results with the available numerical and experimental data in the literature.

Finally, Chapter 4 provides conclusions and future investigations that may stem from this work. Conceptual devices are included that operate based on the principles presented in this study. The objective of this dissertation and future research is the development of flexible, simple, reliable and commercializable micro-analytical devices.
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Chapter 2

Literature Review

In this chapter, a comprehensive literature review will be performed on three major aspects of the present thesis; i.e., preconcentration techniques in microfluidics, heating methods in the context of temperature control in microfluidic and lab-on-chip devices, and fluid flow in microscale. The first part summarizes the available preconcentration methods in the literature including the temperature gradient focusing techniques used in this work. The second part of this section provides a review on the available heating strategies used in the literature to control the local temperature in microfluidic device along with a brief discussion on the advantages and disadvantages of each method. The last part of this section is dedicated to a comprehensive review on the available theoretical/experimental studies reported in the literature for the flow in variable cross-section microchannels of arbitrary cross-section. This part will provide the required background for the design and optimization of the proposed optothermal system in the context of bulk flow control in microscale.

2.1 Preconcentration Techniques

Since the introduction of "micrototal analysis systems (μTAS)" by Manz et al. [1] in 1990, various chemical operations have been miniaturized and integrated onto the planar chips [2–5]. Capillary electrophoresis (CE) analysis has also been miniaturized and applied to microfluidic devices, which is called microchip electrophoresis (MCE) [6]. It is well known that due to the short optical path length or extremely small amount of injected samples, the low-concentration sensitivity in CE and MCE is often problematic [7]. Thus, several
approaches have been proposed in CE and MCE based on (i) increasing the optical path length and (ii) using preconcentration techniques. Enhancement of the path length can hardly be performed in microsystems because of the fabrication limitations. Thus, sample preconcentration techniques have been mainly employed in CE and MCE.

A great deal of effort has been devoted to develop new methods of preconcentration and separation or to improve the existing methods. The available methods can be classified into two categories: dynamic and trapping methods. The dynamic methods are based on the variation of migration velocities of analytes, while in the trapping methods analytes are trapped and concentrated at a fabricated micro- or nano-structure such as packed beds, immobilized polymers, and membranes [7]. A detailed treatment of the trapping techniques is beyond the scope of this dissertation. However, the reader is referred to a recent review paper of Sueyoshi et al. [7]. The remaining of this section is devoted to the detailed literature review of the dynamic methods.

Table 2.1 lists the available dynamic preconcentration methods in the literature and the typical reported concentration enrichment. The dynamic methods can be categorized into the following groups:

1. field amplified stacking (FAS)
2. isotachophoresis (ITP)
3. sweeping
4. electric field gradient focusing (EFGF)
5. isoelectric focusing (IEF)
6. temperature gradient focusing (TGF)
7. thermophoresis focusing (TPF)

In the field amplified stacking method (FAS), which has been first employed for MCE by Jacobson and Ramsey [8] in 1995, a sample solution with low conductivity is injected into a microchannel filled with high conductivity buffer solution. Concentration enrichment occurs around the boundary due to the difference in the local electric field in high and
<table>
<thead>
<tr>
<th>method</th>
<th>typical concentration enrichment (fold)</th>
<th>concentrated analytes</th>
<th>comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>field amplified stacking (FAS)</td>
<td>4 - 1100</td>
<td>fluorescent dyes, amino acids, proteins, metal ions, amines, steroids, DNA molecules, GAGs</td>
<td>• concentration enrichment is difficult for samples containing high-concentration salts</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• neutral analytes cannot be concentrated without the help of micellar electrokinetic chromatography</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• distortion of the high/low conductivity boundary decreases the enrichment efficiency</td>
</tr>
<tr>
<td>isotachophoresis (ITP)</td>
<td>10 - $10^6$</td>
<td>paraquat, diquat, Inorganic anions, SDS-proteins, ACLARA eTags, alexa fluor 488, BODIPY, DNA fragments, HAS, tyrosine kinase, DNA ladder immuno complexes</td>
<td>o the electrophoretic mobility must be determined before each test</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• cannot be performed for neutral analytes</td>
</tr>
<tr>
<td>sweeping</td>
<td>100 - 500</td>
<td>Rhodamine dyes, Fluorescein dyes, Estrogens</td>
<td>• neutral analytes can be concentrated</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• only useful for small hydrophobic analytes with a high affinity for a mobile micellar phase</td>
</tr>
<tr>
<td>electric field gradient focusing (EFGF)</td>
<td>150 - $10^4$</td>
<td>proteins, peptides</td>
<td>• ion-permeable membranes are required to maintain the hydrodynamic counterflow and the electric field gradient in the tapered channel</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• applicable to large molecules.</td>
</tr>
<tr>
<td>isoelectric focusing (IEF)</td>
<td></td>
<td>proteins, peptides, SDS-proteins, drugs, R-Phycocerythrin</td>
<td>• limited to analytes with an accessible pI,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• low concentration enrichment for proteins due to the low solubility of most proteins at their pIs</td>
</tr>
<tr>
<td>temperature gradient focusing (TGF)</td>
<td>100 - $10^4$</td>
<td>proteins, fluorescent dyes, amino acids, polystyrene particles GFP, DNA,</td>
<td>• buffer with temperature dependent ionic strength is required</td>
</tr>
<tr>
<td>thermophoresis focusing (TPF)</td>
<td>16</td>
<td>DNA molecules</td>
<td>• height temperature gradient is required</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>focusing is slower than other methods</td>
</tr>
</tbody>
</table>
low conductivity solutions. Several papers have been devoted to improve the enrichment efficiency of the original idea in MCE by introducing new injection techniques [9–12], combining FAS with micellar electrokinetic chromatography (MEKC) for neutral analytes [13], and performing surface treatment to eliminate the distortion of the high/lowlow conductivity boundary [14–17].

In order to overcome the main drawback of FAS method in the enrichment of samples containing high-concentration salts, isotachophoresis method (ITP) was first introduced in MCE by Walker et al. [18] in 1998. In the ITP, an ionic sample solution is introduced between leading (LE) and terminating (TE) electrolyte solutions with the condition of $\mu_{e,LE} > \mu_{e,S} > \mu_{e,TE}$, where $\mu_{e,LE}$, $\mu_{e,S}$, and $\mu_{e,TE}$ are the electrophoretic mobilities of LE, sample and TE solutions, respectively. By applying an electric field, sample ions are separated in the order of electrophoretic mobilities, and then all the divided zones migrate with a uniform velocity (axial average velocity) toward a detection point. The method has been improved by several authors such as Kaniansky et al. [19], Graw et al. [20], Huang et al. [21], Ma et al. [22], and Bahga et al. [23] for lab-on-chip devices. The main disadvantage of ITP is that the electrophoretic mobility of LE, sample and TE should be determined before each experiment. Moreover, this method can only be applied to charged analytes. Both FAS and ITP methods require charged molecules to produce the concentrated bands. The first concentration enrichment and separation of neutral compounds was developed by Quirino and Terabe [24] in 1998 by a method usually referred to as the sweeping method. In this method, the interactions between the sample and micelle allow the separation of neutral samples. The method has been first miniaturized by Sera et al. [25] followed by further modifications performed by Liu et al. [26], Chen et al. [27], and Gong et al. [28] to improve its efficiency. Although over one million-fold enhancement is reported in the literature for CE [29, 30], the sweeping is not so effective in MCE and typical concentration enrichments of 100-500 can be found in the literature. Moreover, the stacking effect (the distortion of the high/lowlow conductivity boundary) still exists in the sweeping method which eventually lessens the concentration enrichment efficiency.

In all above-mentioned methods, the concentration enrichment of the compounds increases with time along a moving boundary which requires relatively long channels to achieve higher concentrations and/or better separation efficiencies. To overcome such a problem, another class of preconcentration methods have been utilized which are usually...
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referred to as *equilibrium gradient focusing (EGF)* methods. These methods provide the ability of simultaneous concentration and separation of analytes [31]. In EGF, the migration direction of analytes is inversed along a channel while the bulk velocity of the background buffer is kept constant. As a result, analytes are *focused* at the points where the migrating velocities become zero. Due to the nature of the focusing, peaks become both narrower and more concentrated throughout the separation, allowing for higher resolutions and sensitivity. The most prevalent example of the equilibrium gradient focusing methods is called *isoelectric focusing (IEF)* [32], which involves the focusing of analytes at their respective isoelectric points (pIs, the pH at which a particular molecule carries no net electrical charge) along a pH gradient. IEF is first used in a miniaturized format by Hofmann et al. [33] followed by further modifications performed by several authors to shorten the focusing time and increase the separation resolution [34–37]. IEF is limited in application because it is restricted to use with analytes with an accessible pI. Additionally, the concentration to which a protein can be focused with IEF is severely limited by the low solubility of most proteins at their pIs [38].

Electric field gradient focusing (EFGF), is first introduced by Koegler and Ivory [39, 40] in 1996 to increase for the concentration enrichment of proteins. In EFGF, sample molecules migrate in a channel with an electric field gradient, and the focusing occurs by balancing the electrophoretic velocity of an analyte against the bulk velocity of the buffer containing the analyte. The electric field gradient is usually generated by using a tapered channel filled with a ion-permeable membrane. Although EFGF is reported to be an efficient method, concentration enrichment up to $10^4$ is reported in the literature[7], only large molecules or particles that cannot pass through the membrane can be concentrated.

Recently, by using the thermophoresis effect (the phenomenon of the motion of suspended particles induced by the temperature gradients in fluids [41]) instead of electrophoresis velocity, Duhr and Braun [42] introduced a novel method for the focusing of DNA molecules. The method is called *thermophoresis focusing (TPF)*. An IR laser beam is used to generate high temperature gradients ($\sim 10^6 \degree C/m$) and 16-fold enrichment is reported within 15 minutes. In another work, Weinert and Braun [122] developed an optical conveyor based on this method to increase the concentration of DNA molecules. TPF is a promising method due to the fact that it can be applied to both charged and neutral compounds. However, the method is slow [42] and requires high temperature gradients for
small particles.

Figure 2.1: Schematic illustration of temperature gradient focusing condition in a straight microchannel. A linear temperature gradient is produced with hot and cold regions on the right and left, respectively. By applying a high voltage and negative polarity on the right hand side, negatively charged particles (depicted by green circles) move toward the ground electrode (on the right) with the electrophoretic velocity of $u_{ep}$. The electrophoretic velocity varies along the temperature gradient and is balanced by a constant bulk velocity at an equilibrium point where the net velocity becomes zero.

To overcome the major drawbacks of other focusing methods, the temperature gradient focusing (TGF) technique is introduced by Ross and Locascio[38] in 2002. TGF is more advantageous than EFGF and IEF in terms of easier operation (no membrane or salt bridge
is required) and the applicability to a wide range of analytes. Its principle is the same as EFGF; in both methods the electrophoretic velocity is balanced by the bulk velocity which can be either, electroosmotic velocity (EO), or a combination of pressure driven velocity (PD) and EO. Figure 2.1 shows the schematic illustration of the temperature gradient focusing in a straight microchannel with a linear temperature distribution. The key insight of the TGF method is that a buffer with a temperature-dependent ionic strength would be required for TGF; otherwise the primary temperature-dependent parameter would be the viscosity and temperature gradient does not affect the electrophoretic velocity. Also, by using relatively short microchannels, resolutions comparable to other methods utilizing long separation channels can be achieved [43]. Several works have been devoted to TGF since its first introduction, mostly done by Ross and coworkers [44–51]. These studies are listed in Table 2.2. As can be seen, TGF can be used in the analysis of a wide variety of analytes including chiral-compounds and pharmaceutical molecules [45], DNA molecules [38, 50], amines, amino acids [38, 45, 47], proteins [38, 52–54], and most of the fluorescence dyes.

TGF method in its original form has three main drawbacks:

- it only works for charged analytes,
- its peak capacity is limited; only 2-3 peaks can be simultaneously focused and separated,
- integration on a lab-on-chip device is difficult.

Addressing these issues, several improvements have been performed to the original TGF method. Balss et al. [44] and later Kamande et al. [48] combined the TGF and MEKC methods to concentrate and separate neutral analytes. To improve the peak capacity of the method, Hoebel et al. [47] introduced a novel scanning separation method in which the analytes can be sequentially separated by applying a variable bulk flow rate over time. Kim et al. [52, 53] used a tapered microchannel on a PDMS chip for the formation of the gradient of Joule heating. By using a single channel device without applying pressure, the concentration of FITC-labelled BSA is increased to at least 200-fold within 2 min. However, due to "the thermal runaway" (i.e. a situation where an increase in temperature changes the electrical conductivity in a way that causes a further increase in joule heating, leading to unstable temperature increase), unstable focusing bands have been reported [52].
Performing TGF in a PDMS/Glass hybrid microchip by Matsui et al. [55], TGF challenges in polymeric devices are discussed. It has been highlighted that the variation of the surface zeta-potential due to the temperature distribution, highly concentrated analytes around the focusing point, and using different materials (glass and PDMS) leads to the distortion of the ideal plug-wise velocity and lowers the focusing and separation resolution.

Under the assumption of dilute solution and low Reynolds number, the detailed theory of TGF is investigated by Ghosal and Horek [56]. Considering the variation of the electrical conductivity and surface zeta-potential in the presence of both pressure driven and electroosmotic flow, analytical expressions have been proposed for the velocity field and concentration distribution. Their theory [56] takes into account the fact that the axial in-homogeneity created by the variation of the focusing parameters along the channel would create an induced pressure gradient and associated Taylor-Aris dispersion. The theory of Ghosal and Horek [56] is verified by Huber and Santiago [57, 58] through experimental studies and it has been shown that the one-dimensional averaged convection-diffusion equation for the distribution of species is reasonably accurate for any value of Peclet numbers (which is defined as the ratio of convection over diffusion) and applied electric fields. The assumption of dilute solution fails when low concentration buffers are used or the concentration of the sample increases such that the interactions between the sample and buffer ions are not negligible anymore. Addressing this issue, Lin et al. [31] performed an analytical/experimental study to investigate the nonlinear sample-buffer interactions in TGF. They [31] showed that when the enhanced concentration of one or more of the ions in the sample becomes comparable to the background electrolyte ion concentration, the electric field driving the concentration enhancement will be distorted, and the enhancement will be less effective. This limits the separation resolution of the method and/or leads to unstable bands. Several other numerical studies have also been carried out for the case of TGF via joule heating effect in a variable cross-section channel by Sommer et al. [53], Tang et al. [59] and Ge et al. [60] with the goal of integrating TGF on a lab-on-chip device.

2.2 Fluid temperature control in microdevices

Improved temperature control was one of the main motivating factors for some of the earliest microfluidic chip based and microelectromechanical systems (MEMS). Active control
### Table 2.2: Summary of previous works on TGF.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Concentrated analytes</th>
<th>Maximum reported concentration enrichment/time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ross and Locascio [38]</td>
<td>2002</td>
<td>Oregon Green 488 carboxylic acid, Cascade Blue hydrazide, serine, tyrosine, GFP, fluorescently labeled DNA, aspartic acid, fluorescently labeled polystyrene microspheres</td>
<td>10000/100 min</td>
</tr>
<tr>
<td>Balss et al. [44, 45, 50]</td>
<td>2004</td>
<td>DNA, Rhodamine B, amino acids, small pharmaceutical molecules</td>
<td>600/30 min</td>
</tr>
<tr>
<td>Ghosal and Horek [56]</td>
<td>2005</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Shackman et al. [46]</td>
<td>2006</td>
<td>Fluorescein, carboxyfluorescein (FAM), Blue DNA-167 and 192 dyes, and Lysosensor</td>
<td>-</td>
</tr>
<tr>
<td>Hoebel et al. [47]</td>
<td>2006</td>
<td>L-aspartic acid, fluorescein (FAM), succinimidyl ester</td>
<td>2000/time not reported</td>
</tr>
<tr>
<td>Kim et al. [52, 53]</td>
<td>2006,2007</td>
<td>Fluorescein-Na, BSA</td>
<td>200/2 min</td>
</tr>
<tr>
<td>Kamande et al. [48]</td>
<td>2007</td>
<td>coumarin laser dyes</td>
<td>25/min</td>
</tr>
<tr>
<td>Huber and Santiago [57, 58]</td>
<td>2007</td>
<td>fluorescein, Bodipy propionic acid, and Oregon Green 488 carboxylic acid</td>
<td>-</td>
</tr>
<tr>
<td>Munson et al. [49]</td>
<td>2007</td>
<td>Oregon Green 488 carboxylic acid, 5-carboxyfluorescein, succinimidyl ester</td>
<td>1000/time not reported</td>
</tr>
<tr>
<td>Matsui et al. [55]</td>
<td>2007</td>
<td>Oregon Green 488 carboxylic</td>
<td>30/45 sec</td>
</tr>
<tr>
<td>Lin et al. [31]</td>
<td>2008</td>
<td>Oregon Green 488 carboxylic</td>
<td>-</td>
</tr>
<tr>
<td>Tang and Yang [59]</td>
<td>2008</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Becker et al. [54]</td>
<td>2009</td>
<td>Fluorescence dyes, different proteins</td>
<td>2/time not reported</td>
</tr>
<tr>
<td>Ge et al. [60]</td>
<td>2010</td>
<td>Fluorescein-Na</td>
<td>500/1 min</td>
</tr>
</tbody>
</table>
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of fluid temperatures is now central to many microfluidic and lab on chip applications. Examples include: chemical synthesis in microreactors [61, 62], polymerase chain reaction (PCR) (a molecular biological tool to replicate DNA and create copies of specific fragments of DNA; see Ref. [64] for a comprehensive review), preconcentration and separation techniques [38, 44–53, 55], and flow and analyte manipulation [66–68, 97]. The following section is dedicated to the review of available heating methods for temperature control in microfluidic and MEMS applications. We divide the present heating technologies into two major categories of contact and contactless methods. However, some techniques that cannot be categorized into these two major groups are separately classified as miscellaneous heating methods.

2.2.1 Contact methods

In contact heating methods, the desired temperature profile is usually created by means of electrothermal conversion in a heating element, which is in direct contact with the source of power and its components. Table 2.3 lists the summary of the available contact heating techniques in the literature along with their applications in microfluidic systems. Contact methods can be divided into the following groups:

- thin film heaters
- heating/cooling blocks
- embedded resistance wires/conductive filled epoxy
- flexible printed circuits
- hot/cold water streams

Thin film heaters

Thin film heating elements are one of the most popular formats of contact heating methods that have been widely used in the literature. Thin film heaters have been reported to be used in PCR analysis [69, 81, 93–96], patch clamping, chemical synthesis, and cell culture [62, 63, 75, 77–79], flow manipulation [65, 76, 97], fluidic self-assembly [98], gas sensors, and micro-calorimeters [83].
## Table 2.3: Summary of contact heating methods for microfluidic applications

<table>
<thead>
<tr>
<th>Method</th>
<th>Applications</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thin film</td>
<td>• DNA amplification&lt;br&gt;• patch clamping, chemical synthesis, and cell culture&lt;br&gt;• flow manipulation&lt;br&gt;• fluidic self-assembly&lt;br&gt;• gas sensors and micro-calorimeters</td>
<td>• main materials: Pt, polysilicon, and ITO&lt;br&gt;• fast thermal responses (~0.5°C/ms), smaller heaters gives faster responses&lt;br&gt;• requires complex fabrication process&lt;br&gt;• array of heaters in an integrated device requires a complex controlling system&lt;br&gt;• fixed geometry, no on-demand control on the location and size of the heater</td>
</tr>
<tr>
<td>Heating block</td>
<td>• DNA amplification&lt;br&gt;• preconcentration and separation of analytes&lt;br&gt;• fluid steering</td>
<td>• types: metallic blocks and Peltiers modules&lt;br&gt;• slow temperature ramps&lt;br&gt;• field of view blockage&lt;br&gt;• large footprints</td>
</tr>
<tr>
<td>Embedded resistance wires or conductive filled polymer</td>
<td>• flow measurement&lt;br&gt;• particle manipulation via thermophoresis effect</td>
<td>• portable and inexpensive&lt;br&gt;• non temperature distribution due to non uniform filling of the channels with epoxy and/or contact resistance between the wire and fluidic channel</td>
</tr>
<tr>
<td>Flexible printed circuits</td>
<td>• DNA amplification</td>
<td>• low cost&lt;br&gt;• heating rate ~8°C/s&lt;br&gt;• functionality is not demonstrated for flow through DNA amplification</td>
</tr>
<tr>
<td>Hot/cold water streams</td>
<td>• DNA amplification&lt;br&gt;• protein conformation analysis&lt;br&gt;• cell imaging</td>
<td>• complex system, need syringe pumps, lines of water, hot/cold Peltiers, etc.&lt;br&gt;• requires complex fabrication&lt;br&gt;• heating rate ~4°C/s&lt;br&gt;• able to reach temperatures below the room temperature</td>
</tr>
</tbody>
</table>
The fabrication process includes thin film deposition techniques followed by micromachining methods to form the heating elements on a microfluidic device. For better thermal stability a thin film sensor is usually fabricated using the same method to record and control the temperature at the vicinity of the heating element. Most common materials for the fabrication of thin film elements are platinum (Pt) [62, 81, 93, 94, 98], polysilicon [69-71, 97], and indium tin oxide (ITO) [74–79]. Pt is the most commonly used material due to its ability to withstand high temperatures, good chemical stability, high antioxidation and purity, and easy micromachining [64]. However, in recent years, much attention has been paid to heater elements made from ITO because of its advantageous properties such as optical transparency, low resistivity, and strong adhesion to glass. Polysilicon is a material consisting of many small silicon particles and is used in doped form for thin film heater elements. Common dopant for polysilicon heaters are arsenic, phosphorus, and boron [12]. The amount of dopants used in the compound controls the electrical characteristics of a polysilicon thin film.

In addition to the above-mentioned materials, nickel (Ni) [82–84], aluminium (Al) [72, 73], silver/graphite inks [85], silver/palladium [86, 87], nichrome [88–90], and aluminium nitride [91] have also been used in the fabrication of thin film heaters in microfluidic applications.

The ability to produce small features by micromachining reduces the thermal mass of the system, thus ultra-fast heating ramps can be achieved. For instance, heating rates up to about 500°C/s have been obtained by using very small heaters with the size of 100 μm for patch-clamp studies [62]. In order to minimize heat leakages to the ambient and/or other components of the microchip, low thermal conductivity materials such as SU-8 (thermal conductivity 0.2 W/m.K), PDMS (thermal conductivity 0.18 W/m.K), and Pyrex glass (thermal conductivity 1.1 W/m.K) instead of silicon (thermal conductivity 150 W/m.K) to construct microchannels [62]. Furthermore, to minimize the heat losses through lead wires, long heaters can be designed such that the total heater electrical resistance becomes much larger than the resistance of the leading wires.

Although the fabrication process for thin film heater patterning is well established, the process is still complicated, time consuming and typically requires clean room facilities. Also, once the heating elements are fabricated, no changes in the heater size and location can be made. Visibility limitation is another challenge that has to be taken into account.
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when a thin-film heating system is designed. Using ITO as a heating material and transparent materials such as SU-8 and PDMS is recommended to overcome this issue.

Heating/cooling blocks

Utilizing heating/cooling blocks is another popular method that has been widely used in the literature for temperature control in microfluidic devices. In this method heating is provided by the attachment of a Peltier element or a cartridge heater inserted into a metal block to the substrates. For cooling, a coolant (usually water) is passed through a coil that is fabricated in a metal block. Cold Peltier modules can also be employed to provide the required cooling. The main advantage of using heating and cooling blocks compared to thin-film heaters is their simpler fabrication process in which micromachining and deposition processes are usually not required and there are less sealing issues involved.

Heating/cooling blocks have been widely used in microfluidic DNA amplification systems (PCR) [100–103]. Challenges such as large thermal masses and thermal cross-talk between three temperature zones in continuous-flow systems make it hard to achieve fast thermal transitions in the thermal cycles and/or separate different reaction zones with different temperatures. These issues have led to several modifications in the heating block-based PCR systems; examples are using continuous flow thermal gradient PCR [104] and/or improving the insulating methods by utilizing new materials [105]. In addition to PCR systems, heating blocks have also been used in preconcentration and separation of sample analytes via temperature gradient focusing (TGF) [38, 44, 45, 55, 57, 99, 106] and fluid steering [107]. In these applications, lower heating and cooling rates have less importance, but large footprints, optical blockage of the field of view due to the existence of metallic heating and cooling elements, and the difficulty in the integration of the heating/cooling elements on a microchip assembly become challenging issues. Moreover, in the design and fabrication of heating/cooling block microfluidic systems, good thermal contact between the heating/cooling element and process zone should be ensured. To do so, several conduction-supporting materials such as mineral oil [108] or metallic thin film wafers [102] can be used.
Embedded resistance wires or conductive-filled polymers

In the interest of simplifying the fabrication process and enhancing the portability of the microfluidic device, embedded resistance wires and/or conductive-filled polymers methods have been used in some papers [92, 109–112]. Fu and Li [109] presented a simple heating method by embedding a resistance wire into a PDMS chip to provide localized heating. Two different configurations of point and line heaters were fabricated and it was shown that by putting the heaters on the side of the channels, the blockage of the field of view can be avoided. Using a similar approach, Fu and Li [110] proposed a method for the measurement of average flow velocity in microcapillary. A Gaussian shape temperature distribution was generated by applying a localized heat pulse with the resistance wire. The average fluid velocity was then determined by monitoring the variation of the peak temperature location with time. Although the fabrication is simple and cost-effective, accurate positioning of the heater with respect to the heated channel is unlikely. This leads to non-uniform contact resistant between the heating element and the heated microchannel; thus, less uniformity in the temperature profile can be observed. Moreover, since the electrical resistance of the resistance wires are usually in the same order as the connecting wires, a considerable amount of heat is generated in the leading wires and the contacts.

In another attempt, Vigolo and coworkers [92] filled auxiliary channels beside a main channel with a silver-filled two component epoxy at room temperature and then cured it at high temperatures (80°C) for about an hour to form heating elements. Different configurations of the auxiliary channels were investigated and it was shown that uniform temperatures (with the temperature stability of ±2 – 3°C) can be obtained by using two parallel auxiliary channels on the side of the main channel. Later, they [111] used this approach to produce a controlled temperature gradient across a microchannel and investigate microfluidic separation based on the thermophoresis effect. Challenges posed by this simple and cost-effective method are the difficulty of the method to be used in integrated microfluidic devices, non-uniform filling of the epoxy inside the auxiliary channel, and non-negligible electrical contact resistance between the epoxy and the leads.
Flexible printed circuits

In the case of cost/fabrication trade-off, a simple and cost-effective method is to use the flexible printed circuit (FPC) technology. Shen and coworkers [113] used this method to design a stationary (single chamber) PCR thermocycler. Their glass chip-based device was made from low cost materials and assembled together with adhesive bonding. Reasonable temperature stability of ±0.3°C was reported with the maximum transitional rate of 8°C/s. Major challenges associated with this approach are to: (i) find appropriate biocompatible adhesive for bonding, which can stand high temperatures up to 100°C and shows no inhibition to chemical reactions; and (ii) establish reliable electrical connections to ensure signal integrity, prolong lifetime of interconnects, and avoid contamination of the fluid sample [114]. This method has not been reported to be used in other microfluidic applications so far.

Hot/cold water streams

In many of the above-mentioned methods, cooling is usually based on natural convection to the ambient; thus temperatures below the room temperature is not possible. To overcome this issue, Casquillas et al. [116] proposed a rapid heating/cooling method by using hot and cold streams of water for the application of high resolution cell imaging. The method includes two hot and cold Peltier modules connected to a temperature control channel and a main channel for the chemical analysis. Each Peltier module was set to a certain temperature and the working temperature of the main channel was controlled by changing the direction of water flow using a syringe pump. Relatively fast temperature responses of \( \sim 4°C/s \) was obtained using this method. Similar approach has been used for other applications such as DNA amplification [117] and protein conformation analysis [115]. Major drawback associated with this method is its complexity due to number of involved components. This hinders the possibility of such a system to be integrated on a microfluidic device.

2.2.2 Contactless methods

The contact heating methods described in the previous section has number of inherent drawbacks: (1) they usually have large thermal mass, which limits the thermal response of
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the system; (2) the fabrication process is fairly complex, time consuming, and/or expensive; (3) once the microchip is fabricated a priori, on-the-fly reconfiguration of the system is not possible; (4) there is a need for extensive interfacing with the external environment and elaborate proportional/integral/derivative (PID) control; this becomes a big issue when integration with other elements of a microchip should be taken into account; and (5) localized heating without affecting other parts of the microchip assembly through connecting elements is hard to achieve and/or requires complex design. These restrictions have triggered a great deal of interest in the development of contactless heating approaches in which the heating part is not in direct contact with the source of power. Available contactless methods can be divided into six groups:

- halogen/tungsten-based
- laser-based
- digital projection-based
- hot/cold air-based
- microwave irradiation-based
- induction-based

Table 2.4 lists these methods along with their applications in microfluidic systems and MEMS.

**Halogen/Tungsten lamp**

Halogen/Tungsten lamps emit a continuous spectrum of light, from near ultraviolet (UV) to deep into the infrared (IR) [143]. A tungsten/halogen lamp can be an ideal contactless heat source due to many advantages such as: simple design, low price, and almost instantaneous transition times for the lamp to reach very high temperatures [144]. Oda and coworkers [144] utilized a tungsten lamp to perform PCR analysis in a single-well (stationary) format. The amount of heating was controlled by regulating the power consumption of the lamp and the cooling was provided by using compressed air at room temperature. To eliminate wavelengths that could interfere with the PCR reaction and to focus the light, a lens and
Table 2.4: Summary of contactless heating methods for microfluidic applications.

<table>
<thead>
<tr>
<th>method</th>
<th>applications</th>
<th>comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halogen/Tungsten lamp</td>
<td>• DNA amplification</td>
<td>• ultra fast heating rates up to ~65°C/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• multiplexing is hard to perform</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• requires additional optics to eliminate wavelengths interfering the reaction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• low power efficiency</td>
</tr>
<tr>
<td>laser-based</td>
<td>• DNA amplification</td>
<td>• provides a focused light thus needs less energy</td>
</tr>
<tr>
<td></td>
<td>• preconcentration and analyte manipulation</td>
<td>• excellent for localized heating</td>
</tr>
<tr>
<td></td>
<td>• flow regulation</td>
<td>• requires accurate positioning of the laser beam</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• needs technical skills</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• ultra fast heating rates up to ~67°C/s</td>
</tr>
<tr>
<td>digitized light-based</td>
<td>• sample preconcentration and manipulation</td>
<td>• no complex fabrication or controlling system is required</td>
</tr>
<tr>
<td></td>
<td>• valving and actuation</td>
<td>• flexible and easy to apply with no special skill</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• provides localized heating</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• not energy efficient</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• requires accurate optical design</td>
</tr>
<tr>
<td>hot-air based</td>
<td>• DNA amplification</td>
<td>• fast thermal responses up to 10°C/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• commercial thermocyclers are available for DNA amplification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• localized heating is not easy to achieve</td>
</tr>
<tr>
<td>microwave-based</td>
<td>• DNA amplification</td>
<td>• ultra fast heating rates up to ~2°C/ms</td>
</tr>
<tr>
<td></td>
<td>• molecular and nanoparticle synthesis</td>
<td>• requires complex fabrication and controlling system</td>
</tr>
<tr>
<td></td>
<td>• proteomic analysis and cell lysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• water actuation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• heating water drops</td>
<td></td>
</tr>
<tr>
<td>induction-based</td>
<td>• DNA amplification</td>
<td>• relatively low power consumption</td>
</tr>
<tr>
<td></td>
<td>• cell lysis</td>
<td>• simple fabrication steps and controlling systems</td>
</tr>
<tr>
<td></td>
<td>• microchip thermal bonding</td>
<td>• fast thermal responses up to 6°C/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• hard to be integrated in a microfluidic system</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the winding should be close to the heater to obtain optimum energy transfer</td>
</tr>
</tbody>
</table>
filter system was employed. They [144] reported rapid heating and cooling rates of $\sim 10$ °C/s and $\sim 20$ °C/s, respectively. With a similar approach but in a fused silica capillary, Hühmer and Landers [145] performed a PCR analysis with less reagent consumption. Very fast heating rate of $\sim 65$ °C/s was reported in their work while the cooling rate of $\sim 20$ °C/s was achieved by utilizing a compressed air jet. In another work, Ke and coworkers [146] used a regular halogen lamp (100 W) and an on-off fan to perform PCR analysis in a thermal cycler chamber with the heating and cooling rates of $\sim 4$ °C/s.

Despite the advantages associated with a halogen/tungsten lamp as a heat source, this approach suffers from various drawbacks. The lamp light is non-coherent and non-focused. This usually leads to large focused projections and limits the heating efficiency when heating of small dimensions is required. Accurate positioning of the reaction mixture at the focal distance of the optics is also required for the system to work with maximum efficiency. In terms of power consumption, the method is not efficient due to the energy losses in the air and optics. This complicates the design and development of battery-powered portable microfluidic devices.

**Laser-based systems**

With recent interests in optofluidic [147, 148], laser-based systems have become attractive methods for local temperature control in microfluidics. In these systems, the photothermal effect produced by a laser beam is transferred to heat by absorbing in a target material. The target material can be a black ink point [118], a coated surface with gold or ITO [67], or the working fluid itself [42]. The major advantage associated with a laser-based system is that the light beam is coherent and focused. This results in less energy consumption (power consumption is usually in the order of milliwatts), higher efficiencies and possibility of the system to become portable. Another advantage of such a system is the high resolution of spatially localized heating, the ability to move the heated area along the chip, and the property of being a point source.

Laser-based systems have been utilized in many microfluidic applications. Takana and coworkers [118] and later Slyandev and coworkers [119] used an IR diode laser for the temperature control in a PCR microdevice. They [118, 119] used black ink to absorb the laser beam energy and convert it into heat. Ultra-fast heating and cooling rates of $\sim 65$ °C/s and $\sim 53$ °C/s have been reported with a beam diameter of about 150 μm [119].
Faster temperature ramps can be achieved by decreasing the size of the laser beam.

In another application, Braun and Libchaber [120] used an IR laser beam with the diameter of about 25 \( \mu m \) to increase the local temperature of an aqueous solution and trap DNA molecules via thermophoresis effect and free convection in a microchannel. With temperature gradients as high as \( \sim 1.8 \times 10^5 \degree C/m \) (corresponding temperature difference is \( \sim 2.3 \degree C \)), depletion of DNA molecules due to the thermophoresis effect has been achieved. Later, Duhr and Braun [42] combined the thermophoresis effect with a pressure driven counter flow to increase the local concentration of DNA molecules with the amount of 16-folds in 15 minutes. In a recent work, Weinert and Braun [122] resolved the slow concentration enrichment issue of the previous systems by introducing an optical conveyer for molecules. They combined the thermophoretic drift and bidirectional flow to achieve 100-fold increase in the DNA molecule concentration within 10 seconds.

Laser-mediated heating systems is also used for on-the-fly flow regulation in microfluidic devices and MEMS [67, 123]. Shirasaki et al. [123] developed a valving method for on-chip cell sorting by using a thermo-responsive hydrogel (a polymeric gel that undergoes phase change due to the variation of temperature) as a working solution. They achieved rapid valving (valving times \( \sim 120 \) ms) by using an IR laser beam with the power of \( \sim 615 \) mW to directly heat the gel solution. To reduce the power consumption and the total cost of the system, Kirshnan and coworkers [67] presented a new design by using a PDMS based microchip mounted on a glass slide, which is coated with a light absorbing material on one side. Relatively fast valving times (valving times \( \sim 1 \) s) were achieved by using a low power laser beam (40 mW). They [67] studied the IR absorbance of different materials and showed that ITO serves as a better light absorbing material when compared to gold and glass.

**Digital projection-based**

Laser-based heating approaches have been shown to be very attractive. However, accurate positioning of the laser beam, especially for small channel dimensions is a main challenge that may affect the feasibility of these methods for microfluidic systems. This becomes a critical issue when multiplex analysis is concerned. To overcome this limitation, digitized projection heating methods have been recently used by several authors [68, 154, 155]. Digital projection systems and digital micromirror arrays offer excellent spatial control of
light distribution using relatively inexpensive, commercially available components. In this method, a projector is used to project the heater pattern onto the surface of a microfluidic assembly. The projector light is absorbed on the surface of a light absorbing material and is converted into heat to provide the desired temperature profile. Present method has unique advantages over other contactless techniques:

1. *flexibility*, which enables the generation of reconfigurable virtual heaters with on-the-fly control of their location, size, and the amount of heat that enters into the heated area;

2. *simplicity*, a commercial video projector equipped with several optics can provide the required heating pattern; moreover, no complex fabrication process or controlling system is required for multiplexing.

This approach has been utilized in applications such as valving and actuation [154, 155] and analyte preconcentration and manipulation [68]. Hua et al. [154] presented an optically microactuator array, called microfluidic *flash memory*, by using a commercial video projector and individual phase-change wax based actuators. In another work, Richter and Paschew [155] used a similar approach to develop a highly integrated polymer based microelectromechanical system (MEMS) with application in artificial skin. They utilized a thermoresponsive polymeric gel as an actuating material. The volume of such material can reversibly change by more than 90% swelling or shrinking in certain temperatures [155]; thus the valving/actuation can be achieved by changing the local temperature of the polymeric gel. In a recent work, Akbari et al. [68] used a commercial video projector and introduced an optothermal analyte preconcentration and manipulation technique via temperature gradient focusing (TGF). By projecting the heater image onto the surface of a light absorbing material, the required temperature distribution for the preconcentration was obtained. They successfully demonstrated the ability of their system to increase the local concentration of sample analytes and transportation of the focused bands along a microcapillary by adjusting the heater image in an external computer.

Despite several advantages associated with this promising heating approach, yet there are some drawbacks that may affect the efficiency of this approach in the present format: (1) the method is not optimized in terms of energy consumption, thus the heating system
is bulky and expensive; (2) the light intensity provided by the video projector is high; this may interfere with the fluorescence microscopy and causes some problems such as rapid photobleaching of the dye and the increasing of the background noise.

**Hot/cold air-based**

Application of hot-air based heating methods in microfluidics was first reported by Wittwer et al. [125] for PCR thermocycling. They performed the required temperature cycling by rapid switching between the air streams at desired temperatures. The method improved later by several researchers such as Swerdlow et al. [126], Zhang et al. [127], Wang et al. [128] and Lee et al. [129] to increase the heating and cooling rates as well as the efficiency of the system. Air thermocyclers (ATC) are now commercially available for DNA amplification [130]. High-velocity air jets are used at different temperatures to achieve rapid heating and cooling rates. Temperature transition rates of 5 to 10°C/s can be obtained in a typical ATC [130]. Primary advantage of the hot/cold air-based methods is their ability to provide both heating and cooling in a single unit. However, the application of this method is limited to DNA amplification and it has not been implemented in other microfluidic applications. It may be due to the fact that the local temperature control in an integrated microchip cannot be easily accomplished without impacting other components. Moreover, producing localized heating requires compressed air, micronozzles and external heating/cooling elements, which adds to the complexity of the system and hinders its portability.

**Microwave-based**

Microwave electric fields have attracted much attention for a number of on-chip heating applications. Main characteristics of a microwave-based heating system are:

1. rapid heating rates that can be obtained due to *in situ* heating induced by the microwave;

2. spatially selective heating by confining the electromagnetic fields to specific regions in the microfluidic network, which reduces the heating effect on other components of an integrated microfluidic device;
3. Heat can be delivered using signal frequency in addition to power by exploiting the
dielectric properties of the fluid.

Main application of this approach is in the DNA amplification [131–134]. The first
microwave-based PCR was realized in 2003 by Fermer et al. [131]. They used a single­
mode microwave cavity to heat a PCR mixture in a pipet tube in 60 minutes for 25 cycles.
Later, Orrling et al. [132] presented a microwave-based heating system capable of per­
forming PCR in a 15 ml reaction chamber for increased sample processing. An air-jet
system was utilized to achieve the required cooling rates. In another work, Kempitiya and
coworkers [133] proposed a microwave-based PCR system for parallel DNA amplification
platforms. With the power of less than 400 mW, they showed that their system can provide
heating and cooling rates of $\sim 6 - 7^\circ$C/s. In a recent work, Shaw et al. [134] demonstrated
an ultra-fast microwave-based PCR microchip. In order to achieve fast cooling rates, their
system was equipped with an air impingement element. The heating and cooling rates up
to 65 °C/s was reported in their work. It should be noted that, all above-mentioned PCR
systems were based on the stationary platform. No study was found for the application of
microwave heating method in flow-through PCR systems.

Aside from the DNA amplification, microwave technology has become very important
in synthesis and it is reasonable to assert that there are now very few areas of synthetic or­
ganic chemistry that have not been shown to be enhanced using microwave heating [135].
It has become recognized that many chemical reactions, which require heating are likely
to proceed more rapidly using this different form of heating [135]. A comprehensive re­
view on the microwave enhanced synthesis is presented in a recent paper by Caddick and
Fitzmaurice [135]. Moreover, Gerbec and coworkers [136] reported a microwave-based
method for nanoparticle synthesis. With application in proteomic analysis and cell lysis,
Lin et al. [137] proposed a novel microwave-assisted protein digestion method by using
magnetic nanoparticles as excellent microwave irradiation absorber. They showed that the
efficiency of protein digestion was greatly improved by this approach [137]. Shah and
coworkers [141] integrated a thin film microwave transmission line in a microfluidic de­
vice to heat fluids with relevant buffer salt concentrations over a wide range of frequencies.
The application of such a microchip is for cell lysis, in which maintaining fluid tempera­
ture in the vicinity of 94 °C is necessary [142]. Ramos et al. [138] used AC electric fields
at microwave frequencies for electrothermal actuation of water. They argued that there
are two mechanisms for the induced flow: (i) natural convection and (ii) electrothermally induced motion that are resulted from the induced localized heating in the bulk of water solutions due to the microwave fields. The importance of each mechanism is discussed in a numerical study performed by the same authors [139]. Issadore et al. [140] proposed a microwave-based approach that selectively heats water droplets in a two phase water-oil medium. The method is based on the fact that water absorbs microwave power more efficiently than polymers, glass, and oils because of its permanent molecular dipole moment that has large dielectric loss at GHz frequencies. Since each droplet is thermally isolated, ultra-fast heating ramps of 2 °C/ms can be obtained [140].

Induction-based

Addressing the issues of previous heating methods such as laborious fabrication steps, need for accurate positioning of the sample with respect to the heater, accurate configuration of lenses and filters, positioning of the reaction chamber at the appropriate focal length of the optical system, and portability restrictions; the induction-based heating methods have been used in some papers [149–153]. The fundamental concept of induction heating is similar to that for transformers. A magnetic field in an external coil induces current in a heating element, which is fixed in the microfluidic device.

Using induction heating has the following benefits [149]:

- simple fabrication steps,
- relatively fast heating rates, \( \sim 6.5^\circ C/s \),
- simple controlling system.

Induction-base heating was first used in a microfluidic format for PCR application [149]. Pal and Venkataraman [149] developed a microchip thermocycler for DNA amplification. A microchamber was fabricated from silicon and Pyrex and mounted on a metallic heating element. Heating and cooling rates of 6.5 °C/s and 4.2 °C/s was obtained, respectively, with low power consumption (\( \sim 1.4 \) W) and free convection cooling. In a recent study, Kim and coworkers [150] developed an induction-base microheater system by embedding magnetic nanoparticles into PDMS (MNP-PDMS). A high-frequency AC magnetic field generator was utilized to induce the required heat. The temperature control was
achieved by changing the contents of the magnetic particle and the intensity of the magnetic field. PCR analysis was implemented by this method and heating rates up to 4°C/s were obtained. This heating rate highly depends on the magnetic nanoparticle contents.

Baek et al. [151] devised a wireless induction heating system in a microfluidic device with application for cell lysis. They prepared the heating units from different metallic films including copper, iron, and nickel. Effects of design parameters such as the heating material, geometry of the heater, and the magnetic field were studied in their work. They [151] showed that nickel is the most suitable material for a heating unit because it provides a faster thermal response.

In addition to above-mentioned applications, induction-based heating has been utilized for microchip thermal bonding [152, 153]. Chen and coworkers [152] used the induction heating method and combined it with water cooling to achieve rapid mold surface temperature control during the micro-feature injection molding process. Later, Knauf et al. [153] developed a cost-effective, rapid production method for polymer microfluidic device sealing based on low frequency induction heating.

Induction-based systems have few difficulties to be resolved:

- The distance between the windings should be kept as small as possible and the work piece should be as close as feasible to the coil to assure maximum energy transfer. As the magnetic center of the inductor is not necessarily its geometric center the work piece should be rotated to gain more homogeneous heat distribution [153]. This adds more restriction to the system and increases the complexity of the design and appropriate configuration of connecting tubes and/or other parts.

- In applications where optical transparency is required, metallic heaters and the magnetic coils limit field of view.

- The coil must be designed such that the cancellation of the magnetic field is avoided. The cancellation occurs when two windings running in opposite directions are too close to each other.
2.2.3 Miscellaneous methods

A detailed discussion about the available contact and contactless heating methods for microfluidic applications is presented above. There are other heating methods used in the literature that cannot be categorized in any of the above-mentioned groups. Therefore, we summarized them as a separate group called "miscellaneous methods". Two different approaches can be recognized in this class of heating method:

1. buffer Joule heating-based

2. chemical/physical process-based

Table 2.5 gives an overview of the miscellaneous heating methods. Detailed discussion about these methods are presented in the following section.

Buffer Joule heating-based

The Joule heating caused by the current flow through the buffer solution can lead to significant increases in the buffer temperature [156]. Since no thermal mass is added to the system for heating, this method can lead to relatively fast heating rates; the maximum reported heating rate in the literature is 15°C/s [159]. Stern and coworkers [159] developed a continuous-flow microfluidic PCR device by using the alternative current (AC) induced joule heating methods. They transferred the electric current directly into the PCR solution and obtained rapid heating and cooling rates of 15°C/s. In-channel Pt electrodes were utilized to transfer the AC heating current into the buffer under the conditions of minimal oxidation reduction and water electrolysis. In another work, Hu et al. [158] developed a two-temperature thermal cycling microfluidic PCR device based on direct current (DC) induced joule heating effect in a single channel. With this method, heating and cooling rates of 3°C/s and 2°C/s were obtained, respectively. The two-temperature PCR thermal cycling was achieved by electrokinetically pumping the PCR reaction solution through the microchannel forwards and backwards. To control the temperature of each cycle, they [158] changed the applied electrical current periodically between high and low values by programming the high voltage power supply. DeMello and coworkers [157] developed a microfluidic devices for spatially localized heating of microchannel environments based
<table>
<thead>
<tr>
<th>method</th>
<th>applications</th>
<th>comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>buffer Joule heating-based</td>
<td>-proof-of-concept</td>
<td>• no additional thermal mass to the system for heating, thus relatively fast thermal responses can be achieved</td>
</tr>
<tr>
<td></td>
<td>-preconcentration and separation</td>
<td>• low power consumption</td>
</tr>
<tr>
<td></td>
<td>-DNA amplification</td>
<td>• thermal run away and bubble formation is a potential challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• only works with solutions with high ionic strengths</td>
</tr>
<tr>
<td>chemical/physical process-based</td>
<td>-proof-of-concept</td>
<td>• no tunable temperature is achievable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• no need of external components for heating and cooling</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• smaller footprints are possible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• no power consumption</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• thermal effect is sensitive to the ambient temperature</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• highly depends on the mixing efficiency of the reactor</td>
</tr>
</tbody>
</table>
on AC induced Joule heating effect in co-running channels. With this configuration, they demonstrated a temperature control with the accuracy of ±0.2°C in their system.

Joule-heating based method has also been used for preconcentration and separation of analytes in various studies [38, 52, 60]. The first demonstration of Joule-heating based TGF preconcentration was performed by Ross and Locascio [38]. They showed that the local concentration charged samples increased close to the junction of a sudden expansion. In another work, Kim et al. [52] designed a converging-diverging microchannel, and demonstrated that when a high voltage DC was applied, preconcentration and separation of charged molecules occurred at location close to the throat of the channel. Preconcentration and separation of analytes with this configuration is shown to be simple, cost effective, and efficient in terms of power consumption [52]. In a recent study, Ge et al. [60] performed both experimental and numerical investigation of TGF-based preconcentration in a sudden expansion.

Key features of Joule-heating based methods are: low thermal mass, simplicity in terms of fabrication and controlling, low cost and power consumption, and fast thermal response. On the other hand, there are several substantial drawbacks involved in the systems using the Joule-heating effect:

- the system works for solutions with high ionic strength, Joule heating becomes insignificant for low ionic strengths solutions due to smaller electrical conductivities;
- electrical conductivity of solutions is highly temperature dependent, thus as conductivity increases at higher temperatures, more Joule heating is induced which leads to the uncontrollable temperature rise in the system which is usually referred to as the thermal runaway;
- bubble formation due the electrolysis of the aqueous solutions at the electrodes when high voltages are applied are usually problematic.

Chemical/physical reaction-based

Chemical/physical reaction-based methods are not only used for heating purposes, but also can be used for cooling applications. These methods based on the exploitation of endothermic or exothermic processes in microchannels to respectively cool or heat solutions in an adjacent microchannel. The extent of the thermal effect can be controlled by either the flow ratio of the two components, or by selection of the components based on their chemical or
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physical properties[160]. Major advantage of such a system is its ability to generate the required temperatures (even below the ambient temperature) without using any external heat exchanger, fan, Peltier module, or complex fabrication steps. These benefits eventually lead to the decrease of the device footprint, improve the possibility of integration and portability, and lower the total cost of the system. To the author's best knowledge, the first chemical-reaction based temperature control method was introduced by Guijt et al. [160] for a proof-of-concept for DNA amplification analysis. They used vacuum as the driving force to control the flow ratio of two chemical components which were mixed to produce the appropriate temperature. In another study, Maltezos and coworkers [161] used evaporation process to provide a novel cooling method for microfluidic applications. They demonstrated an ultra-fast cooling rate of 40°C/s under optimal condition. One major drawback associated with the chemical/physical process-based method is that tunable temperature control cannot be easily achieved. Moreover, the amount of heating and cooling depends on the ambient temperature and the mixing efficiency of the reactor.

2.3 Fluid flow in microchannels of general cross-section

The concept of flow through microchannels of arbitrary cross-sections forms the basis of a class of problems in microfluidics which has applications in micromixer design [162–166], accelerated particle electrophoresis [167, 168], heat transfer augmentation in micro heat sinks [169–172], flow through porous media [173–177], blood flow in the context of biomechanics [178], preconcentration and separation of molecules [38, 52], and polymer processing [179, 180].

As a result of recent advances in microfabrication techniques, microchannels with different cross-sectional geometries are fabricated for both commercial and scientific purposes. For instance, microchannels produced directly by techniques such as chemical etching on silicon wafers have a trapezoidal cross-section [181] while using the soft lithography [182] or CO₂ laser ablation methods lead to nearly rectangular or triangular cross-sections, respectively [167, 168, 180, 183–185].

As a result of this trend, a large number of studies have focused on flow and pressure drop investigations in straight and variable cross-section microchannels with a range of cross-sectional geometries. Table 2.6 lists some examples of previous experimental and
numerical studies on the laminar flow and pressure drop in microchannels with uniform and/or variable cross-sections. Most of these studies show that the traditional theory for fluid flow in macroscale is applicable in the microscale for liquid flow. For gas flows, however, when the channel length scale becomes comparable with the mean free path of the flowing gas (i.e., for high Knudsen numbers), no-slip boundary condition is no longer valid at the wall or in the extreme case higher order conservation equations should be used instead of the regular Navier-stokes equations [203]. For a comprehensive review of the literature on single phase flow in micro scales, the reader is referred to the papers of Papautsky et al. [200], Steinke and Kandlikar [201], and Hrnjak et al. [202]. The reader is referred to read ref. [204] for a comprehensive study on the flow in ducts with different cross-sectional shapes.

In the context of analytical modeling and finding exact solutions for fluid flow in straight channels with different cross-sectional geometries, few analytical studies have been performed for straight microchannels [205-207]. Yovanovich and Muzychka [205] showed that if the square root of cross-sectional area is used in the definition of the Poiseuille number, more consistent results can be obtained for various geometries. Sisavath et al. [208] made an assessment of hydraulic radius, Saint-Venant, and Aissen's approximations to determine the hydraulic resistance of laminar fully developed flow in straight channels with irregular shapes. Comparing the proposed approximations with the available exact solutions, they showed that Saint-Venant, and Aissen's approximations are within 15% can be in error by as much as 50%. Bahrami et al. [207] novel introduced a general analytical model for the prediction of the Poiseuille number based on the square root of cross-sectional area in laminar fully developed flow along a straight microchannel of arbitrary cross-section. Using a “bottom-up” approach, they [206] showed that for constant fluid properties and flow rate in fixed cross-section channels, the Poiseuille number is only a function of geometrical parameters of the cross-section, i.e., cross-sectional perimeter, area, and polar moment of inertia. Their model was successfully validated against the numerical and experimental data for a wide variety of geometries including: hyperelliptical, trapezoidal, sinusoidal, square duct with two adjacent round corners, rhombic, circular sector, circular segment, annular sector, rectangular with semi-circular ends, and moon-shaped channels [185, 206]. In a recent paper, Bahrami et al. [207] extended their general model to slip flow condition in a straight channel of arbitrary cross-section. Their model is shown to predict the numerical
Table 2.6: Examples of previous numerical and experimental studies on the laminar flow pressure drop in microchannels of straight and variable cross-sections.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Channel geometry</th>
<th>Reys [μm]</th>
<th>Reynolds number range</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chow &amp; Soda [186]</td>
<td>1972</td>
<td>Circ.</td>
<td>–</td>
<td>&lt; 25</td>
<td>numerical study</td>
</tr>
<tr>
<td>Sparrow &amp; Prata [170]</td>
<td>1983</td>
<td>Circ.</td>
<td>–</td>
<td>&lt; 100</td>
<td>numerical and experimental study channels with linear wall</td>
</tr>
<tr>
<td>Pfahler et al. [187]</td>
<td>1990</td>
<td>Rect.</td>
<td>1.6 - 76</td>
<td>–</td>
<td>experimental study</td>
</tr>
<tr>
<td>Hemmat &amp; Borhan [188]</td>
<td>1995</td>
<td>Circ.</td>
<td>–</td>
<td>creeping flow</td>
<td>numerical study channels with linear wall</td>
</tr>
<tr>
<td>Qu et al. [189]</td>
<td>2000</td>
<td>Trap.</td>
<td>51 - 169</td>
<td>6 - 1447</td>
<td>numerical and experimental study channels with linear wall</td>
</tr>
<tr>
<td>Xu et al. [190]</td>
<td>2000</td>
<td>Rect.</td>
<td>30 - 344</td>
<td>5 - 4620</td>
<td>experimental study straight channel</td>
</tr>
<tr>
<td>Zhang et al. [191]</td>
<td>2002</td>
<td>Rect.</td>
<td>25 - 60</td>
<td>–</td>
<td>experimental study straight channel</td>
</tr>
<tr>
<td>Judy et al. [192]</td>
<td>2002</td>
<td>Rect./Circ.</td>
<td>14 - 149</td>
<td>7.6 - 2251</td>
<td>experimental study straight channel</td>
</tr>
<tr>
<td>Li [193]</td>
<td>2003</td>
<td>Circ.</td>
<td>80 - 205</td>
<td>300 - 2500</td>
<td>experimental study straight channel</td>
</tr>
<tr>
<td>Liu and Garimella [195]</td>
<td>2004</td>
<td>Rect.</td>
<td>244 - 974</td>
<td>230 - 6500</td>
<td>experimental study straight channel</td>
</tr>
<tr>
<td>Hsieh et al. [196]</td>
<td>2004</td>
<td>Rect.</td>
<td>146</td>
<td>&lt; 1000</td>
<td>experimental study straight channel</td>
</tr>
<tr>
<td>Baviere et al. [197]</td>
<td>2005</td>
<td>Rect.</td>
<td>4.5 - 21</td>
<td>0.1 - 300</td>
<td>experimental study straight channel</td>
</tr>
<tr>
<td>Oliveira et al. [180]</td>
<td>2007</td>
<td>Rect.</td>
<td>82 - 153</td>
<td>3.21</td>
<td>numerical and experimental study hyperbolic contraction</td>
</tr>
<tr>
<td>Akbari et al. [185]</td>
<td>2009</td>
<td>Rect.</td>
<td>116 - 192</td>
<td>1 - 40</td>
<td>experimental study straight channel</td>
</tr>
<tr>
<td>Akbari et al. [198]</td>
<td>2010</td>
<td>Circ.</td>
<td>–</td>
<td>&lt; 100</td>
<td>numerical study sinusoidal and linear walls</td>
</tr>
<tr>
<td>Akbari et al. [199]</td>
<td>2011</td>
<td>Rect.</td>
<td>66 - 140</td>
<td>10 - 70</td>
<td>experimental study variable cross-section channel with linear wall</td>
</tr>
</tbody>
</table>
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and experimental results obtained from the literature with good accuracy.

A simple model to approximate the flow in a variable cross-section microchannel is to assume that the fluid flow at each axial location along the channel resembles the fully developed flow that would exist at that location if the channel shape did not vary with axial direction; this is usually referred to as the lubrication approximation [198, 209]. The overall pressure drop is then calculated by integrating the local pressure gradient over the total length of the channel. Although good results can be obtained for creeping flow in mildly constricted channels, this method is not accurate when the inertia effects become important or the amplitude of the constriction is substantial [210]. To obtain more accurate solutions, asymptotic series solution has been used by several authors for sinusoidal tubes [178, 186, 210-212] and two-dimensional channels with sinusoidal walls [213]. In this method, the solution of the Navier-Stokes equations is obtained by expanding the flow variables in powers of a small parameter characterizing the slowly varying character of the bounding walls; usually referred as perturbation parameter. Although the asymptotic solution method gives more accurate results compared to the lubrication approximation, the final solution for pressure drop and velocity field has a complex form even for simple cross-sectional geometries such as parallel plates or circular tubes.

Numerical and experimental methods are also used to investigate the laminar flow along slowly varying cross-section channels. Deiber and Schowalter [214] performed a numerical study on the creeping flow through tubes with sinusoidal axial variations in diameter by using finite difference technique. The pressure drop results were then compared with those measured through an independent experimentation. Borhan and Hemmat [188] used the boundary integral method to solve the Navier-Stokes equations under the condition of creeping flow for axisymmetric capillary tubes whose diameter varies sinusoidally in the axial direction. Detailed velocity and pressure distributions within the capillary were obtained and the critical values of the geometrical parameters leading to flow reversal were reported.

Finding analytical solutions for many practical cross-sections such as rectangle or trapezoid even for straight channels is complex and/or impossible. There are few works in the literature which are dealing with the hydrodynamics of laminar flow in slowly-varying channels of non-circular cross-section [163, 215, 216]. Lauga et al. [163] used the perturbation theory for creeping flow in channels constrained geometrically to remain between
two parallel planes. Up to the first order accuracy of the perturbation solution, they showed that the velocity components perpendicular to the constraint plane cannot be zero unless the channel has both constant curvature and constant cross-sectional width. They only reported the zeroth order of the pressure gradient, which is identical to the lubrication approximation and only accounts for frictional effects. In another work, Gat et al. [216] studied the laminar incompressible gas flow through narrow channels with a variable cross-section using a higher order Hele-Shaw approximation [217]. Their method shows improvement over the classical Hele-Shaw solution [217]; however, it does not account for the inertia effects that usually occur in contractions or expansions. Wild et al. [215] used the perturbation theory to calculate the velocity and pressure distribution in an elliptical tube whose cross-sectional area varies slowly with a given profile along the axial direction. They [215] showed that the velocity distribution has a complicated form even up to the first order accuracy, but the local pressure gradient remains only a function of axial direction.
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Chapter 3

Summary of Contributions

3.1  Optothermal analyte manipulation with temperature gradient focusing

Biochemical assays have seen a trend toward miniaturization as researchers strive to develop faster, more sensitive, and less expensive assays. Sample preconcentration is a critical operation required for the determination of trace amount of analytes for which the concentration in the original solution is lower than the detection limits of the instrument. Among many studies devoted to the development of preconcentration techniques, temperature gradient focusing is a novel method in which the temperature dependent electrophoretic velocity is balanced by the bulk velocity at a certain temperature along a temperature profile. In this research, an optothermal analyte preconcentration and manipulation method based on temperature gradient focusing platform is proposed. The approach presented in this thesis offers a flexible, noncontact technique for focusing and transporting of sample analytes. The local concentration of several sample analytes such as: fluorescein, Oregon Green 488, and HPTS along a microcapillary has been increased and the focused band is successfully transported along the capillary by adjusting the heater image in an external computer.

For further information, the reader is referred to Appendix A.
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3.2 Local fluid temperature control in microfluidics

3.2.1 Optothermal control of local fluid temperature in microfluidics

Improved temperature control is one of the main motivating factors for some of the earliest microfluidic chip based systems. Active control of fluid temperatures is now central to many microfluidic and lab on chip applications. Amplification and sensing processes such as polymerase chain reaction (PCR), temperature gradient focusing technique (TGF), temperature gradient gel electrophoresis (TGGEF), and protein denaturation require precise temperature control for operation.

Use of an integrated electrical heater is one of the most common methods for on-chip temperature control, however, the heating structures must be designed, fabricated, and integrated within the microchip, and the location of the heated zones cannot be changed dynamically. The fabrication of integrated heaters is also fairly complex (such as patterning multilayer soft-lithography systems or on-chip heaters), and the heaters must be interfaced with the external environment (e.g. electrical connections). Limitations associated with fixed on-chip electrical heaters has motivated the development of non-contact heating approaches; particularly optothermal heating methods.

In this work, we use a commercial video projector and an optical setup to achieve optothermal heating of an aqueous solution in a microfluidic channel. This method presents improved flexibility over integrated heaters, and can produce localized heating and simultaneous heat sources at multiple locations with the ability of dynamic control on the size and power of the heater. The thermal characteristics of the heating system were measured by using the temperature-dependent fluorescent dye method.

For further information, the reader is referred to Appendix B.

3.2.2 Geometrical effects on the temperature distribution in a half-space due to a moving heat source

Detailed knowledge about the temperature profile due to the localized heating is essential in the design and optimization of microsystems. In many cases, due to the usually small flow rates and microchannel characteristic length scales, the effect of flow on the temperature distribution is negligible, thus conduction is the dominant mode of heat transfer. Moreover,
the length scale of many heating elements is usually much smaller than the dimensions of other components of the system. Therefore, considering the heating element and the microchip assembly and/or the ambient medium as a heat source on a half-space is a fair assumption.

With that in mind, the fundamental problem of heat transfer within a half-space due to a moving heat source of hyperelliptical geometry is studied. The considered hyperelliptical geometry family covers a wide range of heat source shapes including: star-shaped, rhombic, elliptical, rectangular-with-round-corners, rectangular, circular and square. The effects of the heat source speed, aspect ratio, corners, and orientation are investigated using the general solution of a moving point source on a half-space and superposition. Selecting the square root of the heat source area as the characteristics length scale, it is shown that the maximum temperature within the half-space is a function of the beam speed (Peclet number) and the heat source aspect ratio. It is observed that the details of the exact heat source shape, e.g., sharp corners have negligible effect on the maximum temperature within the half-space. New general compact relationships are introduced that can predict the maximum temperature within the half-space with reasonable accuracy. The validity of the suggested relationships is examined by available experimental and numerical data for grinding process for medium Peclet numbers. For ultra-fast heat sources an independent experimental study is performed using a commercial CO$_2$ laser system. The measured depth of the engraved grooves is successfully predicted by the proposed relationships.

For further information, the reader is referred to Appendix C.

3.3 Fluid flow in microchannels

3.3.1 Pressure drop in microchannels as compared to theory based on arbitrary cross-section

In biological and life sciences, microchannels are used widely for analyzing biological materials such as proteins, DNA, cells, embryos and chemical reagents. Micro- and minichannels show potential and have been incorporated in a wide variety of unique, compact, and efficient cooling applications in microelectronic devices. Various microsystems such as micro-heat sinks, micro-biochips, micro-reactors and micro-nozzles have been developed
in recent years. Since microchannels are usually integrated in these microsystems, it is important to determine the characteristics of the fluid flow in microchannels for better design of various micro-flow devices. In parallel to the recent advances in microfluidics and microelectromechanical systems (MEMS), microfabrication techniques have evolved. As a result of recent advances in microfabrication techniques, microchannels with different cross-sectional geometries are fabricated for both commercial and scientific purposes. Some examples are: lithography (soft and photolithography), trapezoidal or rectangular, laser micromachining, triangular, and chemical etching, trapezoidal. Finding exact analytical solutions for many practical cross-sections such as rectangular or trapezoidal even for straight channels is complex and/or impossible. Thus approximate methods can be powerful tools to determine the pressure drop in microchannels with various cross-sectional geometries, without getting into the details of fluid flow and velocity distributions.

An experimental test bed was designed and samples were prepared. The experimental setup was an open loop system comprised of a syringe pump, pressure transducer, microfilter, scale, and a data acquisition system. Frictional pressure drop measurements were conducted over a range of Reynolds number from 1 to 35 for rectangular cross-section microchannels fabricated with soft lithography method in the aspect ratio range of $0.13 < \varepsilon < 0.76$. Comparing the results with the general theoretical model developed for arbitrary cross-section microchannels showed good agreement between the model and experimental data. Uncertainty analysis showed that the measurement of channel dimensions and flow rate is critical in microscales. Here, microchannel cross-section geometry was determined through processing high quality images of the channel cross-section.

For further information, the reader is referred to Appendix D.

### 3.3.2 Laminar flow pressure drop in converging-diverging microtubes

Laminar fully-developed flow and pressure drop in linearly varying cross-sectional converging-diverging microtubes have been investigated in this work. These microtubes are formed from a series of converging-diverging modules. An analytical model is developed for frictional flow resistance assuming parabolic axial velocity profile in the diverging and converging sections. For the range of Reynolds number and geometrical parameters considered in this work, numerical observations show that the parabolic assumption of the axial veloc-
ity is valid. The flow resistance is found to be only a function of geometrical parameters. To validate the model, a numerical study is conducted for the Reynolds number ranging from 0.01 to 100, for various taper angles, from 2 to 15 degrees and maximum-minimum radius ratios ranging from 0.5 to 1. Comparisons between the model and the numerical results show that the proposed model predicts the axial velocity and the flow resistance accurately. As expected, the flow resistance is found to be effectively independent of the Reynolds number from the numerical results. Parametric study shows that the effect of radius ratio is more significant than the taper angle. It is also observed that for small taper angles (angles smaller than 10 degree), flow resistance can be determined accurately by applying the locally Poiseuille flow approximation.

For further information, the reader is referred to Appendix E.

3.3.3 Viscous flow in variable cross-section microchannels of arbitrary shapes

The concept of flow through microchannels with gradually varying walls forms the basis of a class of problems in microfluidics which has applications in micromixer design, accelerated particle electrophoresis, heat transfer augmentation in micro heat sinks, flow through porous media, blood flow in the context of biomechanics, preconcentration and separation of molecules, and polymer processing. In most of these applications, it is required to obtain a reasonable estimate of the pressure drop in the channel for basic design and optimization. As a result, pressure drop in microconduits with variable cross-sections has been the subject of several investigations.

In this study, an approximate method for the determination of the pressure drop of laminar, single-phase flow in slowly-varying microchannels of arbitrary cross-section is developed. Starting from the solution of an elliptical cross-section, a generalized approximate model is proposed to compute the pressure drop in stream-wise periodic geometries, expansions and contractions. To verify the proposed model, an independent experimental investigation is carried out for stream-wise converging-diverging channels of rectangular cross-section with linear wall. Further validation is performed by comparing the results obtained from the present model and those obtained experimentally and numerically for a hyperbolic contraction of rectangular cross-section [180]. The proposed approach provides
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a powerful tool for basic designs, parametric studies, and the optimization analyses.

For further information, the reader is referred to Appendix F.
Chapter 4

Conclusions and Future Work

The future work for this dissertation mainly revolves around the attempt towards the miniaturization of the proposed optothermal analyte preconcentration and manipulation technique, and eventually commercialization. The future microfluidic system will be a portable device with the ability to perform both preconcentration and separation processes on a single microchip. The optothermal heating method in its current format has two major drawbacks: it is bulky and thermally inefficient. Hence, future modifications will include a careful redesign and optimization of the system by substituting the current light source, i.e., mercury lamp, with a more efficient source, for example, a laser, and using digital micromirror arrays that provide excellent spatial control of light distribution. The system will be transferred to a PDMS-based platform to enhance the integrability of the process with other components of a microfluidic system, for example, a sensor or a reactor. A light absorbing material, most probably indium tin oxide (ITO) or black carbon, will be coated on one surface of the analysis channels. A novel preconcentration strategy will be employed by taking advantage of the flexibility offered by the optothermal system to eliminate the pressure driven flow. Briefly, the heater image will be adjusted, analogous to a movie, with the speed of the required pressure driven velocity to produce focusing condition for the analyte molecule. This has been demonstrated through our preliminary numerical simulation.

A theoretical investigation will be performed for design and optimization purposes. This will be done by validating the proposed one-dimensional heat transfer model and combining it with species conservation equation. The final theoretical model will be able to predict the amount of concentration enrichment for one (or more) sample analyte(s)
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under certain thermal and electrokinetic conditions. The model will also provide useful feedback information such as the required heat flux, heater size, and heater speed for the system to be able to separate different analytes and transport the separated bands to the point of analysis.

On the fundamental side, the theoretical study conducted for the viscous flow in microchannels of arbitrary cross-sectional shape in present work will be extended the slip-flow boundary condition. Compact general models will be developed for gas flow in slowly varying microchannels or arbitrary cross-section. This will eventually lead to a unified model that can be used for the estimation of pressure drop in microchannels with general cross-sectional shapes and arbitrary wall profile. The unified model will be supported by data collected from the literature and independent numerical and experimental studies that will be conducted. The unified model can be used in the design and optimization of microfluidic devices such as microchannel heat sinks, micromixers, microreactors, and microsensors with no need to have information about the details of the fluid flow.

Present study will also be a benchmark for another interesting research area called flow regulation using non-Newtonian fluids. Dynamic control and manipulation of flow in microchannels is essential in the development of lab-on-chip devices; applications including biomolecular separations, enzymatic assays, the polymerase chain reaction, and immunohybridization reactions assays. A valving/actuation technique will be presented based on the thermo-responsive polymeric gels. These gels undergo a volumetric or phase change in response to changes in temperature and will be used here as a working fluid in a microfluidic system. By heating certain areas of the microfluidic system or through the gel self-heating, temporary blockage of the microchannel will be achieved. The objectives of this research will be to employ thermo-responsive polymeric gels to i) develop a contactless optothermal method for on-the-fly flow control and ii) introduce a passive flow regulation method based on the self-heating behavior of the gel. This method has the following advantages over other available methods: fast flow control can be obtained due to the quick temperature diffusion in microscales, O(1ms); less complicated electronic controlling systems are required, and there are no moving parts involved. These advantages will lead to a low cost integratable valving/actuation system that can be used in many lab-on-chip devices.
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1 Introduction

Widespread application of point-of-care (POC) medical diagnostic systems will require operation with relatively small volumes of highly complex fluids [1–5]. Challenges in the development of these systems include: the detection of very dilute solutions of analytes in small volumes, the mismatch between small volumes employed in the analysis and larger volumes required to facilitate testing, and the need to transport the sample and/or the test result. To address some of these challenges, several microfluidics-based methods for analyte preconcentration and manipulation have been developed [6], examples include: field amplified stacking (FAS) [7–10], isotachophoresis (ITP) [11,12], sweeping [13–15], electric field gradient focusing (EFGF) [16–18], and temperature gradient focusing (TGF) [6,19–29].

In TGF, the charged analytes are concentrated locally by balancing the bulk flow in a channel against the electrophoretic migrative flux of an analyte along a controlled temperature profile [6]. The principle behind the TGF mechanism is illustrated in Fig. 1. The temperature gradient is critical as local focusing of analytes occurs only at the point in the channel where the analyte velocity due to bulk flow cancels that due to electrophoresis, which is temperature dependant [6]. Available methods that can provide the required temperature variations include: thin-film heating elements made of platinum (Pt), indium tin oxide (ITO), and non-metallic polysilicon [36–38]; heating/cooling blocks [6,19,25]; embedded resistive wires or silver-filled epoxy [39,40]; external Peltier modules [6,21,41]; localized convective heating [42,43]; infrared, visible, or microwave radiation [33,34,44–46]; chemical reactions [47]; and Joule heating [25,48]. Among the abovementioned methods,
heating/cooling blocks [6,19,25], Peltier elements [21,26], and Joule heating in a variable cross-section microchannel [6,25] have been used for analyte preconcentration with TGF.

Optical methods have been widely applied to manipulate particles [49–53] and bulk fluids [54–56] in microfluidics, predominantly under the name of optofluidics [57]. Digital projection systems and digital micromirror arrays offer excellent spatial control of lighting relatively inexpensive, commercially available components. Most notably, a projected image on a photoconductive surface enabled the dynamic reconfiguration of planar electrodes that enabled the control of planar particle motion in arbitrary manner [50]. A similar method was applied to control flow, and ultimately the microfluidic structure, using a temperature-dependent viscosity fluid and local optothermal heating [58]. The flexibility offered by digital projection optics has thus been applied using various strategies for particle and bulk fluid manipulation, however, an analogous method has not been developed to date for charged molecules, the most common analytes of interest in micro total analysis systems [59].

In the present study, an optothermal analyte preconcentration and manipulation method is developed by using a commercial video projector and beam shaping optics. The major advantage associated with this method is its flexibility, which enables on-demand control of the location, size, and the amount of heat energy delivered. This enables the dynamic control of the focused band location and its on-demand transportation to, for instance, a sensor. Moreover, since the proposed method is noninvasive, predefined geometries and/or complex fabrication methods associated with integrated heaters are avoided, leading to a much simpler system. Since lower applied electric fields can be used for preconcentration, the instabilities of Joule heating effect-based systems are also avoided. Most importantly, these results demonstrate a non-invasive way to concentrate and manipulate charged analytes in microfluidics, independent of fluid flow. This capability could enable a variety of analysis protocols not possible where flow and diffusion are the only modes of transport.
We assessed the thermal characteristics of the optothermal approach using a temperature-dependent fluorescent dye. The optothermal approach is applied to preconcentrate charged analytes using TGF, and optically manipulate analytes independent of fluid flow.

2 Experimental Section

2.1 Experimental setup

An inverted epi-fluorescent microscope (Jenco, Oregon) equipped with a 5X, 0.12 N.A. long distance objective, rhodamine B (excitation: band pass 546 nm, emission: band pass 600 nm) and green (excitation: band pass 540 nm, emission: band pass 580 nm) filter sets, a broadband mercury illumination source, and a digital CCD camera were used. Image acquisition and storage were controlled by Zarbco video toolbox (Ver. 1.65) software. Ultra-small pressure driven flow was produced by using hydrostatic pressure (i.e., adjusting the relative heights of two external reservoirs). A commercial video projector (Sony, 3-LDC BrightEra, 190 W Mercury lamp, 1600/2000 ANSI lumens) equipped with special optics was used for optothermic control of the system. Figure 2 illustrates the experimental setup, which was designed to control the local fluid temperature in the capillary. The location, size, and amount of heat that entered the heated area were controlled by adjusting the heater image from an external computer.

2.2 Materials and microfluidic assembly

Background electrolyte of Tris-Borate buffer (900 mM, pH=8.5) was used for all experiments. Laser grade temperature sensitive dye, rhodamine B (Sigma Aldrish, St. Louis, MO),
was used for temperature measurements. Fluorescein was purchased from Invitrogen (Invitrogen Inc., ON) for focusing demonstrations.

A 50 mm long rectangular borosilicate glass capillary (Vitrocom, NJ) with nominal inner dimensions of 20 $\mu$m $\times$ 200 $\mu$m was used as the microchannel. The capillary was mounted on a Plexiglas substrate (25 mm $\times$ 75 mm $\times$ 1 mm) using an acrylic double sided tape (Adhesives Research, Inc.). The substrate was cut to the size by using a CO$_2$ laser system (Universal Laser System, Model VSL 3.60, Scottsdale, AZ). Pipette tips were cut, inverted (wide side down), and epoxied at the channel ends to interface to the external fluidics. A black electric tape was fixed on the surface of the microchannel, serving as a light absorbing material. Images were projected onto the surface of the black surface using the optical setup explained in Sec. 2.1.

2.3 Temperature measurement

We performed in situ temperature field imaging based upon the temperature-dependent quantum efficiency of rhodamine B dye, using the method described in Refs. [48,60]. Briefly, 0.3 mM rhodamine B in 900 mM Tris-borate buffer solution was prepared and introduced into the microchannel. A background and an isothermal “cold field” intensity image of the system were taken prior to each experiment. Following the acquisition of the cold field image, a rectangular strip of light was projected on the surface of the black tape to provide localized heating. Images were taken every 2 seconds with a resolution of 1280 $\times$ 1024 pixels, spanning a length of 3.5 mm of the channel. To extract the in-channel temperature profiles, the background image was first subtracted from each raw image and the cold field. The corrected raw images were then normalized with the corrected cold field images. The intensity values of the treated images were then converted to temperature using the intensity vs. tem-
perature calibration described as follows: a Plexiglas reservoir containing approximately 0.1mL rhodamine B dye (0.3 mM in 900 mM Tris-Borate buffer) was fabricated using a laser system (Universal laser Microsystems Inc., USA) with an embedded k-type thermocouple. The voltage read by the thermocouple was then recorded by Labview 8.5 software (National Instruments, USA) via a standard data acquisition card (National Instruments, 16-bit, 250KS/s). Initially the reservoir was loaded with dye solution at room temperature and the entire system was heated to approximately 75°C. The system was allowed to cool in air while intensity images were taken at specified intervals and the data acquisition system recorded the instantaneous thermocouple readings. A low-pass filter was employed to cut off the high frequency noises in the thermocouple readings. Random locations close to the thermocouple in the calibration images were then selected and their average intensity at each temperature was normalized such that an intensity of 1 corresponded to the temperature of 26°C. The calibration curve agreed well with the results reported in previous works [47,48, 60]. A more detailed description of the calibration process is provided in the supporting document. It should be noted that since the channel depth in this work is much smaller than its width, the monitored 2D fluorescence intensity accurately represents the temperature field of the fluid within the microchannel.

2.4 Focusing protocol

Focusing experiments were performed using 0.1 mM of fluorescein in 900 mM Tris-Borate buffer at the pH of 8.5. Before each experiment, the channel and reservoirs were flushed with distilled water and buffer for at least 15min. Both reservoirs were emptied and 0.1 mM fluorescein solution was introduced in one reservoir and the channel was allowed to fill with the hydrostatic pressure. Then the other reservoir was filled with fluorescein and the pressure
head was applied. The heat source was projected on the surface of the black tape, the electric field was switched on after the steady state temperature was achieved, and image acquisition was performed every 20 seconds. After the electric potential was applied to the channel, the pressure head was adjusted until the focused band was observed.

3 Results and Discussion

Figure 3 demonstrates the ability of the proposed optothermal approach to provide localized heating and control the location of the heated area by adjusting the projected image. These results demonstrate localized heating through the proposed optothermal strategy, and indicate that the temperature profile along the channel due to the localized heating has a Gaussian distribution as is expected from axial conduction heat transfer. As shown, a temperature increase up to 20°C (maximum temperature achieved in this experiment was about 50°C) was obtained for a heater with the width of 1.5 mm. Due to the low Peclet number in our experiments (~0.015 for the velocities on the order of 0.2 mm/s), convective heat transfer and flow effects tend to have negligible influence on the temperature distribution.

The thermal response of the heating system is shown in Fig. 4. The maximum temperature along the channel is reported for each data point. After the heater image is projected, the temperature rises quite quickly but the rate slows with time and reaches its steady-state condition after about 25 seconds. The heating and cooling rates measured in this work are ~0.8°C/s for a typical heater width of 1.5 mm. Note that the heating and cooling rates vary with the heat source width such that a smaller heater size leads to faster heating/cooling ramps. Our measurements also showed that the maximum temperature varies almost linearly with the width of the projected heater. This is expected as more heat is transferred to the fluid inside the microchannel for larger heat sources.
The ability to locally concentrate a model analyte, fluorescein dye, was achieved by combining the optothermal heating strategy with the temperature gradient focusing approach. Figure 5 shows the image sequences of the focusing experiment. The applied electric field for this experiment was 200 V/cm with the positive polarity on the right reservoir. The projected heater was 1.5 mm wide. Fluorescein molecules migrate from left to right due to their negatively charged surface while the electroosmotic velocity is from right to left. To balance the net velocity of the fluorescein molecules, a 25 mm-$H_2O$ pressure head, which was accomplished by adjusting the relative heights of two external reservoirs, was applied in favour of the electroosmotic flow (i.e., from right to left). Note that the symmetric shape of the temperature profile yields two possible locations for focusing (i.e., where $u_{net} = 0$). However, focusing only occurs at one of these points where $du_{net}/dx < 0$ and species depletion occurs at the other one. The current was monitored during the experiment to ensure that the Joule heating effect did not disturb the focused band. No change in the measured current versus time was observed throughout the entire experiment, which suggests that Joule heating effect was negligible.

Variation of normalized peak concentration versus time for two trials is plotted in Fig. 6. Normalized peak concentration was calculated as the ratio of maximum fluorescein intensity at each time over the maximum initial intensity of the dye. The experiment was run twice to ensure the reproducibility of the results. After approximately 15 minutes of focusing, a 500-fold concentration enrichment was achieved with an almost linear increase over time. This trend is consistent with the results obtained by Ross and Locascio [6]. Stability of the focused band was examined by monitoring the concentration peak location over time. No change in the location of the peak concentration was observed within the period of 15 minutes.
A key benefit of optical control in microfluidics is the flexibility it provides. On-demand transport and manipulation of the focused band of analyte was achieved here by moving the projected heater image using the external computer. Figure 7 shows the image sequences of the model analyte, fluorescein, band transported in two directions, as well as the heater location at each step. The direction and magnitude of the pressure driven flow and electric field remained unchanged from those applied in Figure 4. Movies showing the controlled translation of the analyte band are available in supporting information. To ensure that the focused band is transported only by moving the heater image, the stability of the focused band at the initial location was examined by taking images every 2 seconds for 3 minutes and monitoring the location of the peak concentration. Once the stable band was established, the heat source was translated 500 μm every 3 minutes (this is equivalent to a velocity of ~170 μm/min) to generate a quasi-steady moving heat source. As can be seen, the focused band follows the heater image in both directions indicating the successful transport of the focused band from left to right and vice versa. This ability provides the possibility to increase the local concentration of a diluted solution up to a certain level and then transport the concentrated band to, for example, combine with another solution, or to a sensing surface. The optical manipulation of the temperature field would also enable dynamic separation of charged analytes as demonstrated previously with fixed-heater type TGF. This can be done through increasing the local concentration of each analyte by adjusting the light intensity and sequentially separating the focused bands.

4 Conclusions

In this work, an optothermal analyte preconcentration and manipulation method based on temperature gradient focusing (TGF) was introduced for the first time. Optothermal fluid
temperature field control was achieved by means of a commercial digital projector; the concentration of a sample analyte, fluorescein, was locally increased; and the focused band was successfully transported along the microchannel by adjusting the image of the heater in an external computer. The proposed method offers the following unique features in its present format:

1. Flexibility-dynamic control of the heater size, location and power. This ultimately leads to the dynamic control of the focused band location and its on-demand transportation to the point of analysis, for example, a sensor.

2. Noninvasive heating-avoids complex fabrication methods and/or controlling systems as well as predefined focusing geometries.

In addition, the proposed technique enables preconcentration to be performed in short channels, thus smaller footprints may be used. This leads to more compact microdevices and the ability of being integrated with other chemical assays.

Thermal characteristics of the heating system were assessed by using a temperature-dependent fluorescent dye. Up to 20°C temperature rise was obtained within 25 seconds for a heater size of approximately 1.5 mm. The maximum temperature decreases for smaller heater sizes, but the heating rate increases. The preconcentration experiment was performed and up to 500-fold enrichment was obtained within 15 minutes. Optically-controlled transport of the focused band was successfully demonstrated by moving the heater image with a velocity of ~ 170 μm/min. Future research will include the implementation of the flexibility offered by the proposed technique to separate and translate various analytes sequentially. In addition, a translating heat source could be applied to remove the requirement for pressure-driven flow.
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6 List of Figures
Fig. 1 Schematic illustration of temperature gradient focusing in a straight microchannel. A linear temperature gradient is produced with hot and cold regions on the right and left, respectively. By applying a high voltage, charged particles (depicted by green circles) move away from the ground electrode (to the right) with the electrophoretic velocity of $u_{ep}$ while the bulk velocity is in the opposite direction. The electrophoretic velocity varies along the temperature gradient and is balanced by the constant bulk velocity at an equilibrium point where the net velocity becomes zero.
Fig. 2 Schematic of the experimental setup designed to optically control the local fluid temperature. The heater image is projected onto the surface of the microchannel providing a heated area with adjustable width. The temperature profile is used to increase the local concentration of sample analytes. Pressure control is accomplished by adjusting the relative heights of two external reservoirs. High voltage power supply is used to provide the appropriate electromigrative velocities.
Fig. 3 Demonstration of heater location control and the resulting temperature field. The microchannel was heated at three different locations (a) left edge, (b) middle, and (c) right edge with the heater width of approximately 1.5 mm. The heater location was controlled by an external computer. Images were taken for the no flow condition and processed with the method described in Sec. 2.1. The total field of view for each image...
Fig. 4 Variation of maximum temperature, $T - T_{room}$, vs. time for a heater width of approximately 1.5 mm. Symbols represent the experimental data and the lines represent fitted curves. Each data point was obtained by finding the maximum temperature along the microchannel. Temperature at each axial location was obtained by taking the cross-sectional average.
Fig. 5 Image sequence of fluorescein (green dye) focusing using the optothermal heating method. The applied electric field is 200 V/cm with positive polarity on the right and ground on the left. Pressure driven velocity (resulting from 25 mm-water hydrostatic head) is in favour of the electroosmotic flow from right to left. The electrophoretic velocity of fluorescein is from left to right.
Fig. 6 Peak sample concentration versus time for two different focusing trials. The normalized concentration was calculated from the measured maximum fluorescence intensity at each time over the initial intensity. Almost 500-fold enrichment was obtained within 15 minutes.
Fig. 7 Image sequence showing the on-demand transport of the focused band of fluorescein by moving the optothermal heater from: (a) left to right and (b) right to left. The heater location is indicated by a white rectangle. The applied electric field is 200 V/cm with positive polarity on the right and ground on the left reservoirs. A stable focused band was first generated at the start point (the stability was examined by processing a sequence of images taken every 2 seconds for 3 minutes) and then transported to the end point by adjusting the heater image. The direction and magnitude of the pressure driven flow was kept constant (pressure was resulting from approximately 25 mm of water hydrostatic head) and from right to left) during the experiment. Movies showing the controlled translation of the analyte band are available in supporting information.
Appendix B

Optothermal control of local fluid temperature in microfluidics

The optothermal heating system utilized in Appendix A is described in more details in this section. Figure B.1 shows the optothermal heating system under process. Main components of the optothermal heating system are listed in Table B.1. Thermal performance of the proposed optothermal heating system has been assessed by performing in situ temperature field imaging based upon the temperature-dependent quantum efficiency of rhodamine B. Briefly, 0.1 mM rhodamine B in 900 mM Tris-borate buffer solution was prepared and introduced into the microchannel. A background and an isothermal “cold field” intensity image of the system were taken prior to each experiment. Following the acquisition of the cold field image, the prescribed pressure driven flow was set and a rectangular strip of light was projected on the surface of the black tape to provide a localized heating. The heat source width was measured to be approximately 1.5 mm. Images were taken every 2 seconds with the resolution of 1280 × 1024 pixels, spanning a length of 5 mm of the channel.

To extract the in-channel temperature profiles, background image was first subtracted from each raw image and the cold field image. The corrected raw images were then normalized with the corrected cold field images. The intensity values of the treated images were then converted to temperature using the intensity vs. temperature calibration using a calibration curve obtained as follows: a PMMA reservoir containing approximately 0.1 mL Rhodamine B dye (100 µM in Tris-Borate buffer) was fabricated using a laser system.
Figure B.1: Optothermal heating and analyte manipulation system under process.

(Universal Laser System's VersaLASER®) with an embedded k-type thermocouple. The voltage read by the thermocouple was then recorded by Labview 8.5 software (National Instruments, USA) via a standard data acquisition card (National Instruments, 16 – bit, 250KS/s). Initially the reservoir was loaded with dye solution at room temperature and the entire system was heated to approximately 70 °C. The system was allowed to cool in air while intensity images were taken at specified intervals and the data acquisition system recorded the instantaneous thermocouple readings. A low-pass filter was employed to cut off the high frequency noises in the thermocouple readings. Random locations close to the thermocouple in the calibration images were then selected and the intensities at each point were normalized such that an intensity of 1 corresponded to room temperature (i.e., 26°C). The final results are shown in Figure B.2. Since the capillary height is much smaller than other length scales of the system, the temperature difference in the depth direction is small and the monitored two-dimensional fluorescent intensity accurately represents the temperature field of the fluid within the microchannel.

The ability of the system to control the local fluid temperature in the microchannels
<table>
<thead>
<tr>
<th>component</th>
<th>specifications</th>
<th>comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>video projector</td>
<td>Sony, 3-LDC BrightEra, 190 W Mercury lamp 1600/2000 ANSI lumens</td>
<td>• video projector is controlled by an external laptop</td>
</tr>
</tbody>
</table>
| epi-fluorescent microscope (Jenco, Oregon) | • illumination: 100 W, mercury lamp  
• 5X, 0.12 N.A. objective is used in all experiments.  
• Red (Ex. 546 nm/ Em. 600 nm)  
• Green (Ex. 540 nm/ Em. 580 nm)  
• CCD camera: 5 Mega pixel, 20 frame/s  
• image acquisition software: Zarbco video (Ver. 1.65)   | • microscope is modified for this experimental setup |
| PD flow control system            | • syringe pump (Harvard Apparatus, QC, Canada)  
• hydrostatic pressure            | • syringe pump is only used for thermal measurements  
• hydrostatic pressure is used for ultra-small  
• flow rates (i.e. $Q < 10\mu$L/hr)   |
| high voltage power supply (Spellman, CZE 1000R) | voltage ranging from 0 – 30 KV                                                 | • DAQ card (16-bit, 250 KS/s) is used to collect voltage and current data and to control the output voltage of the power supply  
• Labview (NI, USA) is used for data recording |
| optics (Edmund optics, NJ)        | Fresnel lens, convex lens                                                     |                                                   |
| microchip assembly                | glass capillary (Vitrocom), PMMA substrate                                    | -see the text for more details                    |
Figure B.2: Measured temperature as a function of normalized fluorescence intensity of rhodamine B dye. Fluorescent intensity is normalized with respect to room temperature (T=26 °C). Data obtained from present work, circular symbols, are compared against those of collected from Ross et al. [1], square symbols, and Erickson et al. [2], delta symbols. The Solid line represents a second order polynomial fit to the present data.

and the thermal response of the system are plotted in Appendix A (Figs. 3 and 4). Here the effects of heater width, light intensity and fluid velocity on the temperature distribution are provided. Figure B.3 presents the variation of maximum temperature rise along the microchannel with the heat source width and power. In Figure B.3-a, the source power is kept constant and the effect of source width is investigated. The source width and maximum temperature rise are normalized with respect to those of a heat source with the width of 1.5mm. The results suggest that a the maximum temperature rise varies linearly with the source width. In Figure B.3-(b), the heat source width is kept constant holding the value of 1.5mm and the source power is changed by adjusting the darkness of the image. The results
Figure B.3: Effect of the source width and power on the maximum temperature rise within the microchannel for no flow condition; (a) the source power is kept constant and the width and maximum temperature rise are normalized with respect to a heat source with the width of 1.5mm; (b) the heat source width is kept constant holding the value of 1.5mm and the source power is changed by adjusting the darkness of the image. Symbols represent the experimental data and the dashed lines are linear fits.

are obtained for no flow condition. The width and maximum temperature rise are normalized with respect to the width and maximum temperature rise of the heat source of 1.5mm width. As expected, since more heat is transferred to the fluid, maximum temperature increases with the source width in a linear behavior. Fairly linear variation of normalized temperature rise can be observed against the normalized heat flux.

In order to investigate the effects of fluid velocity on the temperature field, the variation of temperature distribution along the microchannel for different Peclet numbers is shown in Figure B.4. The temperature at each axial location is obtained by cross-sectional averaging of the measured temperature. The axial direction is normalized with respect to the heat source width. For the no-flow condition (very small flow rates), conduction makes the major contribution to the heat transfer within the fluid flow and the convective heat transfer is negligible. By increasing the flow rate, cold fluid from the upstream of the flow is pumped into the heated area, thus the overall temperature drops and the location of maximum temperature shifts to the downstream of the heat source. In the specific case shown in Figure
Figure B.4: Variation of temperature distribution along the channel at various flow rates. Temperature at each axial location is obtained by cross-sectional averaging of the temperature. The source width holds the value of 1.5mm. The axial direction is normalized with respect to the heat source width.

For flow rates as high as of 140μL/hr (which corresponds to the Peclet number of 60), the entire heat that enters the fluid is washed with the cold of fluid through convection.
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Appendix C

Geometrical effects on the temperature distribution in a half-space due to a moving heat source

(with permission from ASME)
Fundamental problem of heat transfer within a half-space due to a moving heat source of hyperelliptical geometry is studied in this work. The considered hyperelliptical geometry family covers a wide range of heat source shapes, including star-shaped, rhombic, elliptical, rectangular with round corners, rectangular, circular, and square. The effects of the heat source speed, aspect ratio, corners, and orientation are investigated using the general solution of a moving point source on a half-space and superposition. Selecting the square root of the heat source area as the characteristic length scale, it is shown that the maximum temperature within the half-space is a function of the heat source speed (Peclet number) and its aspect ratio. It is observed that the details of the exact heat source shape have negligible effect on the maximum temperature within the half-space. New general compact relationships are introduced that can predict the maximum temperature within the half-space with reasonable accuracy. The validity of the suggested relationships is examined by available experimental and numerical data for the grinding process, for medium Peclet numbers. For ultrafast heat sources, an independent experimental study is performed using a commercial CO₂ laser system. The measured depth of the engraved grooves is successfully predicted by the proposed relationships. [DOI: 10.1115/1.4003155]

Keywords: moving heat source, half-space, temperature distribution, arbitrary geometry, modeling

1 Introduction

The problem of stationary and moving heat sources applies to many fields of engineering such as metal cutting, spot welding, laser cutting, laser surface treatment, friction between mechanical parts, and tribological applications including ball bearing and gear design [1-5]. In many circumstances, the size of the heat source compared to the conducting body is small enough that a heat source on a half-space assumption can be made. There are many studies in the literature that focused on finding the transient and quasi-steady temperature distribution within a half-space due to a moving heat source; examples are listed in Table 1.

Among the available references, there are few that deal with various geometric shapes of heat sources [6-8]. Tian and Kennedy, Jr. [6] used a combination of point source solution [9] and the Green's function method to develop accurate correlations for the circular and square heat sources. These correlations were used to formulate models for predicting flash temperatures (i.e., maximum surface temperature) in sliding asperities for any speed. Using the classical point solution, Hou and Komanduri [7] developed a general solution for elliptical and rectangular heat sources with different heat flux intensities of uniform, parabolic, and normal. Their method requires different length scales and constant parameters for different geometries to compute the temperature distribution within a half-space. Muzychka and Yovanovich [10] showed that the thermal resistance of a moving heat source is a weak function of source shape if the square root of the heat source area is selected as a characteristic length scale in all calculations. Based on this argument and using the solutions for stationary and ultrafast heat sources, they [10] proposed a general solution to predict the thermal resistance of a moving heat source of arbitrary shape. Most recently, Laraqi et al. [8] used the Fourier transform to investigate the maximum contact temperature for three configurations: (i) rectangular source on a rectangular prism, (ii) elliptic source on a rectangular prism, and (iii) eccentric circular source on a rotating cylinder. By varying the values of geometric parameters in the provided solutions, they [8] proposed a solution for various particular cases such as strip, rectangular, square, elliptic, and circular moving heat sources. Present work discusses various aspects of the fundamental problem of heat transfer within a half-space due to a moving heat source of arbitrary shape. This paper has two objectives: (i) perform a systematic study on the relevant geometrical parameter effect on the maximum temperature within a half-space due to a moving heat source of arbitrary but symmetrical shape (this will eventually lead to simplified models for an arbitrarily shaped moving heat source) and (ii) present new compact relationships for the hyperelliptical family of heat sources, which provide analytical-based compact solutions that are essential for basic designs, parametric studies, and optimization analyses required for many engineering applications. The hyperelliptical geometry is considered since it covers a wide variety of symmetrical shapes including the star-shaped, rhombic, elliptical, circular, rectangular, and square. The proposed model is validated with numerical and experimental data from different studies for rectangular and square geometries. Moreover, a CO₂ laser system is used to engrave grooves on wooden substrates over a wide range of laser power and the beam speed. Measured depth are compared against those predicted by the theory presented in this work with acceptable accuracy.

2 Theory

Figure 1 schematically shows the geometry of a symmetrical moving heat source of arbitrary shape on a half-space. The mathematical problem consists in finding the solution for temperature rise defined as \( \theta = T(R, t) - T_0 \), where \( T_0 \) is a reference temperature, for any point in the moving coordinate of \( (X = x - Ut, y, z) \) to the three dimensional diffusion equation with constant thermal properties (see Fig. 1) [11].

\[
\begin{align*}
\nabla^2 \theta - \frac{U \partial \theta}{\alpha \partial t} = \frac{1 \partial \theta}{\alpha \partial X} - \frac{1 \partial \theta}{\alpha \partial t}
\end{align*}
\]

Initial condition:

\( \theta = 0, \quad t = 0 \) everywhere
Table 1 Summary of previous studies on moving heat source in the literature

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Method</th>
<th>Source shape</th>
<th>Heat flux</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carslaw and Jeager [9]</td>
<td>1959</td>
<td>A</td>
<td>Point, line, and infinite strip</td>
<td>Uniform</td>
<td>- Introduced the heat source approach.</td>
</tr>
<tr>
<td>Takazawa [26]</td>
<td>1966</td>
<td>N</td>
<td>Infinite strip</td>
<td>Uniform</td>
<td>- Approximate relationship for the maximum temperature rise within a half-space as a function of Peclet number. - Width of the source in the moving direction as a length scale.</td>
</tr>
<tr>
<td>Pack and Gagliano [27]</td>
<td>1972</td>
<td>A/E</td>
<td>Circle</td>
<td>Uniform</td>
<td>- Half-space and finite body. - Instantaneous point source method. - Transient solution in the form of the modified Bessel function of first kind. - Integral over the surface of the heat source is numerically solved.</td>
</tr>
<tr>
<td>Weichert and Schonert [12]</td>
<td>1978</td>
<td>A</td>
<td>Line, plane, and cube</td>
<td>Uniform</td>
<td>- Exponential transformation is used. - Effect of aspect ratio and source speed are numerically investigated.</td>
</tr>
<tr>
<td>Eager and Tsai [28]</td>
<td>1983</td>
<td>A/E</td>
<td>Circle</td>
<td>Gaussian</td>
<td>- Superposition of instantaneous point sources with different powers. - Single integral that is solved numerically. - Heat source radius as the length scale.</td>
</tr>
<tr>
<td>Terauchi et al. [13]</td>
<td>1985</td>
<td>A</td>
<td>Rectangle, square, and circle</td>
<td>Uniform/parabolic</td>
<td>- Single and double heat sources. - Effect of the aspect ratio is investigated. - Width of the source in the moving direction and source radius as the length scale for rectangular and circular heat sources, respectively.</td>
</tr>
<tr>
<td>Tian and Kennedy, Jr. [6]</td>
<td>1995</td>
<td>A</td>
<td>Ellipse/rectangle</td>
<td>Uniform/parabolic</td>
<td>- Green’s function method and point source method are used. - Maximum and average surface temperatures are obtained for the entire range of Peclet numbers. - Length scale is the diameter/width of the circular/square source.</td>
</tr>
<tr>
<td>Manca et al. [30]</td>
<td>1995</td>
<td>A</td>
<td>Circle</td>
<td>Gaussian</td>
<td>- Three dimensional problem in a finite body is solved using Green’s function method. - Source radius as the length scale.</td>
</tr>
<tr>
<td>Yevtushenko et al. [31]</td>
<td>1997</td>
<td>A</td>
<td>Circle</td>
<td>Uniform</td>
<td>- Transient problem is solved using a finite Fourier transforms. - Final solution is in the form of an infinite integral of the Bessel functions of first and second kinds. - Source diameter as the length scale.</td>
</tr>
<tr>
<td>Zubsair and Chaudhry [33,34]</td>
<td>1996/1998</td>
<td>A</td>
<td>Point source and infinite plane</td>
<td>Uniform but time dependent</td>
<td>- Transient problem is solved. - Temperature measurement using PVD films. - Maximum temperature rise for different grinding wheel materials is reported at different locations within the workpiece. - Source width as the length scale.</td>
</tr>
<tr>
<td>Kaebernick et al. [36]</td>
<td>1999</td>
<td>A/E</td>
<td>Circle</td>
<td>Gaussian</td>
<td>- Pulsed laser is considered. - Proposed models are in the form of double integrals.</td>
</tr>
<tr>
<td>Neder et al. [37]</td>
<td>1999</td>
<td>N</td>
<td>Circle</td>
<td>Uniform</td>
<td>- Finite element method is used. - Source diameter as the length scale and entire range of Peclet numbers are investigated.</td>
</tr>
<tr>
<td>Author</td>
<td>Year</td>
<td>Method</td>
<td>Source shape</td>
<td>Heat flux</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------</td>
<td>--------</td>
<td>-----------------------</td>
<td>----------------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Final solution in the form of triple integrals.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Different length scales are used for different source shapes.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Approximate relationship is proposed elliptical heat source and uniform and normal flux.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Different length scales are used for different source shapes.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Approximate relationship is proposed elliptical heat source and uniform and normal flux.</td>
</tr>
<tr>
<td>Xu and Malkin [25]</td>
<td>2001</td>
<td>E</td>
<td>Infinite strip</td>
<td>Uniform</td>
<td>- Comparison between three different grinding temperature measurement techniques.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Approximate relationship is proposed for uniform and parabolic distribution square root of source area as the length scale.</td>
</tr>
<tr>
<td>Vick and Furey [24]</td>
<td>2003</td>
<td>A</td>
<td>Square</td>
<td>Uniform</td>
<td>- Single and multiple heat sources are considered.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Surface temperature distribution is reported for 20 different materials.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Width of the source as a length scale.</td>
</tr>
<tr>
<td>Baňí [38]</td>
<td>2003</td>
<td>A</td>
<td>Circle</td>
<td>Uniform</td>
<td>- Thermal resistance due to moving multiple sources.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Two layer half-space is studied.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Models are in the form of double series.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Source diameter as the length scale.</td>
</tr>
<tr>
<td>Laraqi et al. [8]</td>
<td>2004</td>
<td>A</td>
<td>Ellipse/rectangle</td>
<td>Uniform</td>
<td>- Three configurations are investigated: (i) rectangular source on a rectangular prism, (ii) elliptic source on a rectangular prism, and (iii) eccentric circular source on a rotating cylinder.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Fourier transform is used.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Square root of the source area as a length scale for the dimensionless temperature and source major axis/width along the moving direction for Peclet number.</td>
</tr>
<tr>
<td>Li et al. [39]</td>
<td>2004</td>
<td>A/N/E</td>
<td>Circle</td>
<td>Gaussian</td>
<td>- Volumetric and surface heating are compared for quasi-steady solution.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Green's function method is used.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Source diameter as the length scale.</td>
</tr>
<tr>
<td>Kuo and Lin [40]</td>
<td>2006</td>
<td>A</td>
<td>Rectangle</td>
<td>Uniform</td>
<td>- Temperature distribution due to the grinding process is investigated.</td>
</tr>
<tr>
<td>Bianco et al. [41]</td>
<td>2006</td>
<td>N</td>
<td>Circle</td>
<td>Gaussian</td>
<td>- Transient temperature distribution is solved using the FE method.</td>
</tr>
<tr>
<td>Levin [43]</td>
<td>2008</td>
<td>A</td>
<td>Line/circle</td>
<td>Uniform, Gaussian</td>
<td>- General solution using the method of images is obtained for quasi-steady solution.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Trailing temperature is well captured by this method.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Final solution in the form of the green function and double integrals.</td>
</tr>
<tr>
<td>Laraqi et al. [44]</td>
<td>2009</td>
<td>A</td>
<td>Circle</td>
<td>Uniform</td>
<td>- Governing equations are solved for both a circular pin and a rotating disk.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Fourier and finite Henkel integral transforms are used.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Source diameter as the length scale.</td>
</tr>
<tr>
<td>Xu et al. [45]</td>
<td>2010</td>
<td>A/N/E</td>
<td>Square</td>
<td>Uniform</td>
<td>- Laser quenching of cylindrical workpiece is investigated based on the point source method is proposed.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- FE numerical validation is performed followed by experiments using a CO2 laser system.</td>
</tr>
</tbody>
</table>
Boundary conditions:
\[-k\frac{\partial \Theta}{\partial z} \bigg|_{z=0} = \dot{q} \text{ (on the heat source)}\]
\[-k\frac{\partial \Theta}{\partial z} = 0 \text{ (elsewhere)}\]
\[T_{x,y,z \to \infty} = 0\]  

The solution to Eq. (1) for a hyperelliptical heat source defined as \((X^a/a^a)^2 + (y^b/b^b)^2 = 1\), can be obtained by superposition of point sources over the heat source area in the dimensionless moving coordinate of \((X^a = X/\mathcal{L}, y^b = y/\mathcal{L}, z^c = z/\mathcal{L})\)

\[\Theta = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\sqrt{R^*}} \text{erfc}\left(\frac{R^*}{2\sqrt{F_o}}\right) d'y'dx'\]  

where \(a^a\) and \(b^b\) are the dimensionless major and minor axes, \(n\) determines the shape of the geometry (see Fig. 2), \(\mathcal{L} = \frac{k}{\dot{q}}\), \(\mathcal{L}\) is the characteristic length, and \(R^* = \sqrt{(X^a - X'^a)^2 + (y^b - y'^b)^2 + z^c^2}\). The hyperellipse yields many special cases by setting the values of \(n\) and the aspect ratio \(e_m = b/a\). Therefore, the solution developed for the hyperellipse can be used to analyze a variety of geometries, including star shapes, ellipses, circles, rectangles, squares, diamond-like geometries, and line sources. Note that \(e_m\) accounts for the effect of the heat source orientation and can have any value in the range of \(0 < e_m < \infty\).

Selection of the characteristic length, \(\mathcal{L}\), is an arbitrary choice and can be defined for each geometry individually. For instance, for a circular or square source, the best choices are the source diameter and width, respectively [6]. For an elliptical or rectangular source, on the other hand, the axis of the source in the moving direction can be selected as the length scale [7,13]. When dealing with an arbitrary geometry, it is essential to select an appropriate length scale to obtain more consistent results. It is demonstrated [14,15] that for stationary heat sources when the square root of the heat source area, \(\sqrt{A}\), is chosen as the characteristic length scale, similar trends for various heat source shapes are obtained. We examined this length scale (i.e., \(\sqrt{A}\)) for moving heat sources later by using \(\mathcal{L} = \sqrt{A}\), consistently throughout the present analysis.

A closed form solution for Eq. (2) cannot be found even for simple geometries such as ellipse or rectangle; thus, we solved it numerically. An in-house computational code is developed in MAPLE 11 [16] to solve the double integral in Eq. (2). To ensure that the same heat flow rate enters the half-space for different geometries, the total source area is kept constant throughout the

**Fig. 2** Hyperellipse as a general symmetric geometry covers an array of source geometries: (a) star shape \((n<1)\), (b) rhombic \((n=1)\), (c) elliptical \((n=2)\), (d) rectangular with round corners \((n=4)\), and (e) rectangular \((n \to \infty)\).
3 Experimental Study

3.1 Test Procedure. Grooves were ablated in wooden (red oak) surfaces using a CO₂ laser system (Universal Laser system, model VSL 3.60, Scottsdale). The system has a CO₂ laser cartridge rated at a maximum power of 60 ± 10% W that produces an invisible continuous infrared beam at a wavelength of 10.6 μm. The movement of the mirrors and lens assembly is achieved by a motor and controlled by an operating software. The laser system works with vector and raster modes to produce lines and filled shapes, respectively. The system was set to vector mode for single pass ablation in this work. Laser power and speed were set as a percentage of maximum using the laser control software. The system was rated to run at the maximum raster beam speed of 255 mm/s ± 2% (45 in/s) according to the manufacturer. Since the maximum vector mode speed was lower than the raster mode, the beam speed in the vector mode was determined by measuring the amount of time required for the beam to engrave a straight line with a specific length. The focal length of the lens was 50.8 mm ± 4% (2 in.), which according to the manufacturer specifications generated a circular spot size of 127 μm ± 4% (0.005 in.). The laser was focused by controlling the “z” position of the workstation for different material thicknesses. The measurement showed that the percentage system changed the beam speed proportionally with respect to the maximum speed, which corresponds to the Peclit number of Pe = 130 ± 12%.

Commercial red oak was purchased with the thickness of 7 mm ± 8% and was cut to form rectangular 30 × 60 mm² substrates. Red oak was used because of its opacity, with an absorption coefficient of 0.91 ± 5% [17] at the wavelength of 10.6 μm. Moreover, red oak does not melt during the pre-ignition process, and its radiative ignition temperature is available in the literature [17–20]. The opacity of the material helps to assume that the external radiation is absorbed at the surface of the substrate. The substrate width and height were large enough to ensure the half-space assumption. Following the laser exposure, the channel depth was determined by taking the images of channel cross-section using a charge coupled device (CCD) camera mounted on an inverted microscope (Unitron, Compack, NY) with a 10× magnification.

Fig. 3 Schematic diagram of the laser beam, the engraved groove, and cross-sectional image of the wooden substrate (red oak) following laser exposure at the typical relative beam speed of U* = U/U max = 0.6 and relative power of P* = P/P max = 0.4. Image is taken by an inverted microscope (Unitron, Compack, NY) with a 10× magnification.

\[
\frac{\delta d}{d} = \sqrt{\left(\frac{\delta q}{q}\right)^2 + \left(\frac{\delta U}{U}\right)^2 + \left(\frac{\delta L}{L}\right)^2 + \left(\frac{\delta \alpha}{\alpha}\right)^2 + \left(\frac{\delta \omega}{\omega}\right)^2}
\]

With the maximum estimated uncertainties of the relevant parameters listed in Table 2, the maximum uncertainty is estimated to be ±13.9%.

4 Parametric Study and Approximate Models

The influence of the relevant important parameters on the temperature distribution due to a moving plane source is investigated. The effects of the shape parameter, n, the heat source aspect ratio, \(\varepsilon_m\), and the source speed (Peclit number, Pe), on the temperature field within the half-space at quasi-steady condition are discussed in detail in the following subsections. The trend of the results are studied for a range of each parameter, while the remaining parameters are held constant. The heat source area is kept constant through the entire study to ensure that the same heat flow enters the half-space.

4.1 Shape Parameter, n. The variation in the maximum temperature, \(T_{\text{max}}\), within the half-space with respect to the shape parameter, n, is plotted in Fig. 4 for two typical values of aspect ratios: \(\varepsilon_m = 0.1\) and 0.5 and Peclit number of Pe = 10. The solid lines represent the mean values of calculated results. As can be seen, the effect of the heat source corners on the maximum temperature is small (within ±2% of the average value) and thus can be neglected.

4.2 Aspect Ratio, \(\varepsilon_m\). Figure 5 shows the variation in the maximum temperature, \(T_{\text{max}}\), with aspect ratio on the surface of a rectangular heat source for different values of Peclit number. For
very slow heat sources, (i.e., Pe $\rightarrow$ 0), the maximum temperature within a half-space can be obtained from the stationary heat source solution [14],

$$\theta_{\text{max},s} = \sqrt{\frac{e_s}{\pi}} \left( \sinh^{-1}(e_s) + \sinh^{-1}\left( \frac{1}{e_s} \right) \right)$$  \hspace{1cm} (4)

where $\theta_{\text{max},s}$ is the maximum temperature due to a stationary heat source. The aspect ratio of a stationary heat source is denoted by $e_s = b/a$ such that $0 < e_s \leq 1$. Equation (4) shows that for a stationary heat source, the highest maximum temperature occurs at the aspect ratio of 1 (e.g., square or circle). For a moving heat source, as the source speed increases, (i.e., Peclet number increases), the maximum temperature drops, the peak in the plot occurs to the lower aspect ratios, and the effect of the source orientation becomes less significant (see Fig. 5). This means that for heat sources with similar speed and areas, those which are elongated in the direction of motion have higher temperatures. For very high Peclet numbers, i.e., Pe $\rightarrow$ 0(10²), it can be shown that $\theta_{\text{max}} \approx Pe^{-1.2} e_{m}^{-1/4}$ [10].

4.3 Source Speed, Pe. Variation in the maximum surface temperature as a function of Peclet number for a typical aspect ratio of $e_m = 1$ is plotted in Fig. 6. When a heat source moves at higher speeds, it spends shorter time at each spot; thus, less heat is transferred to the half-space and the maximum temperature decreases. Two asymptotes can be recognized for each aspect ratio: (a) very slow (Pe $\rightarrow$ 0) and (b) ultrafast moving heat source (Pe $\rightarrow$ $\infty$). The maximum surface temperature for low Peclet numbers (i.e., Pe < 0.1) can be obtained from Eq. (4). Since the source corners have negligible effect on the maximum temperature [14,15], Eq. (4) can be applied to other geometries such as ellipse, rhombic, star-shape, and rectangle with rounded corners with reasonable accuracy. For ultrafast moving heat sources (i.e., Pe $\rightarrow$ $\infty$), Muzychka and Yovanovich [10] used the same approach of Jaeger [23] to obtain the maximum temperature due to an elliptical heat source as a function of Peclet number and aspect ratio. Comparing to the relationship provided by Jaeger [23] for a rectangular shape, it can be observed that the maximum temperature of an elliptical heat source ($n \rightarrow 2$) is 6.25% higher than that of a rectangular heat source ($n \rightarrow \infty$) with the same area. Following the approach of Muzychka and Yovanovich [10], Eq. (5) is developed for ultrafast finite moving heat sources of hyperelliptical shapes,

$$\theta_{\text{max},f} = \frac{0.825}{(Pe/e_{m})^{1/2}}$$  \hspace{1cm} (5)

where $\theta_{\text{max},f}$ is the maximum temperature rise due to a fast moving heat source. Equation (5) accurately predicts the maximum surface temperature over the range of $0.5 \leq e_{m} \leq 1$.

4.4 Distance From the Source Surface, $z'$. In Fig. 7, the maximum temperature at different $z'$-planes, $\theta_{\text{max}}(z')$, is non-dimensionalized with respect to the maximum temperature at the surface of the half-space, $\theta_{\text{max},s}$, and plotted against the dimensionless depth for three typical aspect ratios of 0.1, 0.5, and 1. Two geometries are considered: rectangle with a typical Peclet number of Pe = 10 and stationary elliptical source. It can be seen that the temperature decreases rapidly at points near the heat source, and the temperature decreases more slowly farther from the source. The direction of motion has a negligible effect on the temperature profile.
source surface followed by a gradual change with increasing depth. Interestingly, although \( \theta'_{\text{max}}/\theta'_{\text{max},0} \) changes with the Peclet number, it is independent of both the corners \( n \) and the aspect ratio \( \varepsilon_m \).

4.5 Approximate Model. To develop a general compact relationship for the maximum temperature, we use the asymptotic blending method of Churchill and Usagi [36]. This method allows the combination of asymptotic solutions to generate a model that is valid for all values of the dependent parameter as follows:

\[
\theta'_{\text{max},0} = \left( \frac{1}{(\theta'_{\text{max},0})^m} + \frac{1}{(\theta'_{\text{max},0})^m} \right)^{-1/m}
\]

where \( \theta'_{\text{max},0} \) and \( \theta'_{\text{max},0} \) are obtained from Eqs. (4) and (5), respectively, and \( m \) is a correlation parameter. A single value of \( m=2 \) was found to give excellent agreement between the model and the solution of Eq. (2). Note that variation in \( \theta'_{\text{max},0} \) with respect to the heat source aspect ratio is negligible for \( 0.5 \leq \varepsilon_m \leq 1 \), and the average value of \( \theta'_{\text{max},0}=0.555 \) can be used instead of Eq. (4). Therefore, Eq. (6) reduces to

\[
\theta'_{\text{max},0} = [3.240 + 1.474Pe^{1/2}]^{-1/2} \quad 0.5 \leq \varepsilon_m < \infty
\]

Knowing that the ratio of \( \theta'_{\text{max}}/\theta'_{\text{max},0} \) is a weak function of the heat source aspect ratio (see Fig. 7), the following relationship is proposed for \( \theta'_{\text{max}}/\theta'_{\text{max},0} \) by curve fitting:

\[
\frac{\theta'_{\text{max}}}{\theta'_{\text{max},0}} = \frac{9e^{-z^*/(3+z^*/\sqrt{\pi Pe})}}{z^*+1}
\]

The proposed relationship is found to be accurate within 16% when compared against the full analytical results for \( z^* \leq 1 \).

5 Comparison With Experimental and Numerical Data

Vick and Furey [24] computed the maximum temperature due to frictional heat generation between two sliding surfaces of square shape for the Peclet number range of \( 0.2 < Pe < 14 \). Table 3 shows the comparison between their results and those obtained from Eq. (7) with good agreement. Xu and Malkin [25] performed an experimental study to measure the temperature distribution within the workpiece of a grinding machine by using embedded thermocouples. The contact area in their work [25] is a rectangle that is elongated in the perpendicular direction of motion. The corresponding Peclet number and source aspect ratio for the experimental data are \( Pe=2.85 \) and \( \varepsilon_m=4.39 \), respectively. Other experimental conditions are listed in Table 4. Figure 8 shows that the experimental data are well predicted by Eqs. (7) and (8) with the accuracy of \( \pm 10\% \).

In an independent experiment, we used the proposed relationships to estimate the depth of channels engraved by a CO\(_2\) laser system in wooden (red oak) substrates. The channel depth for a specific power and speed is estimated using Eqs. (7) and (8) by letting the maximum temperature to hold the value of auto-ignition temperature of red oak (i.e., the burning temperature of a material heated via radiation without any additional high-temperature heat source [20]). A value of \( \sigma=1.53 \times 10^{-7} \text{ m}^2/\text{s} \pm 5\% \) is taken as the red oak thermal diffusivity [20].

<table>
<thead>
<tr>
<th>Material</th>
<th>( \sqrt{A} ) (( \mu \text{m} ))</th>
<th>( k ) (W/m K)</th>
<th>( Pe )</th>
<th>( q_{\text{mv}}/q_{\text{f}} )</th>
<th>( \theta_{\text{max},0} ) [24]</th>
<th>( \theta_{\text{model}} )</th>
<th>Diff. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>194.4</td>
<td>237</td>
<td>1</td>
<td>0.57</td>
<td>56</td>
<td>56.98</td>
<td>-1.75</td>
</tr>
<tr>
<td>Si</td>
<td>28.2</td>
<td>148</td>
<td>0.2</td>
<td>0.51</td>
<td>625</td>
<td>649.95</td>
<td>-2.99</td>
</tr>
<tr>
<td>Ti</td>
<td>125.2</td>
<td>21.9</td>
<td>6.7</td>
<td>0.71</td>
<td>719</td>
<td>715.01</td>
<td>0.55</td>
</tr>
<tr>
<td>V</td>
<td>93.4</td>
<td>30.7</td>
<td>4.5</td>
<td>0.68</td>
<td>753</td>
<td>754.74</td>
<td>-0.23</td>
</tr>
<tr>
<td>Cr</td>
<td>90.4</td>
<td>93.7</td>
<td>1.6</td>
<td>0.59</td>
<td>296</td>
<td>294.38</td>
<td>0.55</td>
</tr>
<tr>
<td>Mn</td>
<td>58.2</td>
<td>7.8</td>
<td>13.4</td>
<td>0.77</td>
<td>3519</td>
<td>3537.44</td>
<td>-0.52</td>
</tr>
<tr>
<td>Fe</td>
<td>111.4</td>
<td>80</td>
<td>2.5</td>
<td>0.63</td>
<td>267</td>
<td>268.63</td>
<td>-0.61</td>
</tr>
<tr>
<td>Co</td>
<td>90.4</td>
<td>99.2</td>
<td>1.7</td>
<td>0.6</td>
<td>277</td>
<td>279.12</td>
<td>-0.77</td>
</tr>
<tr>
<td>Ni</td>
<td>69.6</td>
<td>90.7</td>
<td>1.5</td>
<td>0.59</td>
<td>397</td>
<td>400.31</td>
<td>-0.83</td>
</tr>
<tr>
<td>Cu</td>
<td>112.8</td>
<td>401</td>
<td>0.5</td>
<td>0.54</td>
<td>59</td>
<td>59.86</td>
<td>-1.46</td>
</tr>
<tr>
<td>Zn</td>
<td>163.8</td>
<td>116</td>
<td>2</td>
<td>0.61</td>
<td>129</td>
<td>129.06</td>
<td>-0.04</td>
</tr>
<tr>
<td>Zr</td>
<td>83.8</td>
<td>22.7</td>
<td>3.4</td>
<td>0.65</td>
<td>1195</td>
<td>1189.53</td>
<td>0.46</td>
</tr>
<tr>
<td>Mo</td>
<td>65.2</td>
<td>138</td>
<td>0.6</td>
<td>0.54</td>
<td>295</td>
<td>295.52</td>
<td>-0.18</td>
</tr>
<tr>
<td>Rh</td>
<td>91.4</td>
<td>150</td>
<td>0.9</td>
<td>0.56</td>
<td>189</td>
<td>191.14</td>
<td>-1.13</td>
</tr>
<tr>
<td>Pd</td>
<td>96.2</td>
<td>71.8</td>
<td>2</td>
<td>0.61</td>
<td>354</td>
<td>355.02</td>
<td>-0.29</td>
</tr>
<tr>
<td>Ag</td>
<td>112.8</td>
<td>429</td>
<td>0.3</td>
<td>0.53</td>
<td>56</td>
<td>57.08</td>
<td>-1.92</td>
</tr>
<tr>
<td>Hf</td>
<td>75.4</td>
<td>230</td>
<td>0.3</td>
<td>0.52</td>
<td>157</td>
<td>156.26</td>
<td>0.47</td>
</tr>
<tr>
<td>W</td>
<td>48.4</td>
<td>174</td>
<td>0.4</td>
<td>0.53</td>
<td>322</td>
<td>321.59</td>
<td>0.13</td>
</tr>
<tr>
<td>Pt</td>
<td>101</td>
<td>71</td>
<td>2</td>
<td>0.61</td>
<td>337</td>
<td>341.96</td>
<td>-1.47</td>
</tr>
<tr>
<td>Au</td>
<td>132.6</td>
<td>317</td>
<td>0.5</td>
<td>0.54</td>
<td>64</td>
<td>64.44</td>
<td>-0.65</td>
</tr>
</tbody>
</table>

Diff. % = \( \theta_{\text{model}} \) - \( \theta_{\text{num}} \) \times 100.
Table 4  Grinding conditions for experimental study of Xu and Malkin [25]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheel diameter</td>
<td>406 mm</td>
</tr>
<tr>
<td>Wheel width</td>
<td>12.5 mm</td>
</tr>
<tr>
<td>Depth of cutting</td>
<td>20 μm</td>
</tr>
<tr>
<td>Workpiece dimension</td>
<td>44 × 19 × 25 mm³</td>
</tr>
<tr>
<td>Wheel velocity</td>
<td>58 m/s</td>
</tr>
<tr>
<td>Workpiece moving velocity</td>
<td>0.018 m/s</td>
</tr>
<tr>
<td>Temperature measurement methods</td>
<td>Embedded thermocouple</td>
</tr>
<tr>
<td></td>
<td>Two color infrared detector</td>
</tr>
<tr>
<td></td>
<td>Foil workpiece thermocouple</td>
</tr>
</tbody>
</table>

to compute the Peclet number. The reported auto-ignition temperature for the red oak is in the range of 420–500°C when it is irradiated by a CO₂ laser [20]. The maximum and minimum values of this range are used to compute the upper and lower bounds for the channel depth. In our calculations, the reference temperature, \( T_0 \), is assumed to hold the value of room temperature (i.e., 20°C). Figures 9 and 10 show the measured and estimated values of the channel depth as a function of the beam speed and power, respectively. Each data point in Figs. 9 and 10 is the average of at least five measured values. The error associated with the averaging method and the accuracy of the depth measurement method (±5 μm) are reported as error bars in Figs. 9 and 10. Good agreement between the estimated and measured values can be observed.

6 Summary and Conclusion

A comprehensive study on the effect of relevant geometrical parameters on the maximum temperature within a half-space due to a symmetrical moving heat source of arbitrary shape is performed in this work. The following summarizes the results of the present study.

- The heat source exact shape (e.g., corners) has a minimal effect on the maximum temperature within a half-space if the square root of source area is selected as a characteristic length throughout the analysis.
- Maximum temperature within a half-space decreases when the source speed increases. This is due to the fact that the heat source spends shorter time at each spot in higher speeds; thus, less heat is transferred to the half-space.
- For very low heat source speeds, i.e., \( Pe \approx 0 \), the effect of source orientation on the maximum temperature becomes insignificant, and the highest temperature occurs at the aspect ratio of 1 (e.g., square or circle). However, when the source speed increases, the effect of source orientation becomes significant, and the highest temperature occurs for the sources that are elongated in the direction of motion.
- The normalized maximum temperature within the half-space had the experimental and theoretical results shown in Fig. 8.

\[ Pe \approx Pe/Pe_{max} \]

\[ \epsilon = \epsilon_{max}/\epsilon_{max} \]

\[ z = z/N \]

Fig. 8  Maximum dimensionless temperature in a half-space. Rectangular heat source with \( Pe = 2.86 \) and aspect ratio of \( \epsilon_{max} = 4.39 \); experimental data from Ref. [25]; see Table 4 for the experiment parameters.

Fig. 9  Effect of laser beam speed on the depth of engraved channels using single pass ablation. Square (□) and delta (△) symbols are the present experimental measurements for percentage powers of 20% and 40%, respectively. Two limits of the reported ignition temperature are shown as the dashed line for 500°C and solid line for 420°C.

Fig. 10  Effect of laser power on the depth of engraved channels using single pass ablation at maximum beam speed. Square (□) symbols are the present experimental measurements maximum beam speed. Two limits of the reported ignition temperature are shown as the dashed line for 500°C and solid line for 420°C.
space, \( \theta_{\text{max,0}} \) is found to be only a function of source speed (i.e., Peclet number). This is valid when the depth is up to the order of the length scale.

Based on the abovementioned observations, new compact relationships are proposed to predict the maximum temperature within the half-space over the entire range of Peclet numbers. In contrast to the available studies in the literature, the proposed relationship covers a wide range of symmetrical geometries and accounts for the effect of the heat source shape and orientation. The validity of the suggested relationships are examined by available experimental and numerical data for the grinding process for medium Peclet numbers, \( 0 < \text{Pe} < 14 \). For ultrafast heat sources (\( 50 < \text{Pe} < 130 \)), an experimental study is performed using a commercial CO2 laser system.
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Nomenclature

- \( A \) = heat source surface area, \( m^2 \)
- \( a \) = hyperellipse major axis, \( m \)
- \( a^* \) = dimensionless major axis of hyperellipse
- \( b \) = hyperellipse minor axis, \( m \)
- \( b^* \) = dimensionless minor axis of hyperellipse
- \( d_g \) = groove depth, \( m \)
- \( d_l \) = laser beam size, \( m \)
- \( F_0 \) = Fourier number, \( a t / L^2 \)
- \( k \) = thermal conductivity, \( W/mK \)
- \( n \) = shape parameter for hyperellipse
- \( \text{Pe} \) = Peclet number, \( U/L/2a \)
- \( P^* \) = laser beam relative power
- \( q \) = released energy per unit time per unit area, \( W/m^2 \)
- \( R^* \) = dimensionless distance from the origin in the moving coordinate, \( m \)
- \( U \) = heat source speed, \( m/s \)
- \( U^* \) = laser beam relative speed
- \( T \) = temperature at any arbitrary point, K or °C
- \( T_0 \) = initial temperature, K or °C

Greek

- \( \alpha \) = thermal diffusivity, \( m^2/s \)
- \( \kappa_{\text{sr}} \) = moving source aspect ratio, \( b/a \)
- \( \theta_{\text{sr}} \) = stationary source aspect ratio, \( b/a \)
- \( \mathcal{L} \) = characteristic length, \( m \)
- \( \theta \) = temperature rise \((T-T_0)\), K or °C
- \( \theta^* \) = dimensionless temperature rise, \( 0k/qL^2 \)
- \( \theta_{\text{max,0}} \) = dimensionless maximum temperature rise within a half-space due to a moving source
- \( \theta_{\text{max,s}} \) = dimensionless maximum temperature rise within a half-space due to a stationary source
- \( \theta_{\text{max,f}} \) = dimensionless maximum temperature rise of a very fast heat source
- \( \omega \) = absorption coefficient
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Appendix D

Pressure drop in microchannels as compared to theory based on arbitrary cross-section

(with permission from ASME)
Pressure Drop in Rectangular Microchannels as Compared With Theory Based on Arbitrary Cross Section

1 Introduction

Advances in microfabrication make it possible to build microchannels with micrometer dimensions. Micro- and minichannels show potential and have been incorporated in a wide variety of unique, compact, and efficient cooling applications in microelectronic devices [1]. These microheat exchangers or heat sinks feature extremely high heat transfer surface area per unit volume ratios, high heat transfer coefficients, and low thermal resistances. In biological and life sciences, microchannels are used widely for analyzing biological materials such as proteins, DNA, cells, embryos, and chemical reagents [2]. Various microsystems, such as microheat sinks, microbiochips, microreactors, and microrobots have been developed in recent years [3–6]. In rectilinear channels are usually integrated into these microsystems, it is important to determine the characteristics of the fluid flow in microchannels for better design of various microflow devices.

In parallel to the recent advances in microfluidic devices, microfabrication techniques have evolved. Some of the important fabrication techniques include lithography (soft photolithography), lamination, injection molding, hot embossing, laser micro machining, and electrochemical or ultrasonic technologies [2,7–10]. Together with new methods of fabrication, it is possible to exploit certain fundamental differences between the physical properties of fluids moving in large channels and those traveling through micrometer-scale channels [2]. In recent years, a large number of papers have reported pressure drop data for laminar fully developed flow of liquids in microchannels with various cross sections [11–32]. Rectangular cross sections have been extensively studied as they are employed in many applications [11–16]. However, published results are often inconsistent. Some authors reported a huge deviation from the conventional theories and attributed it to an early onset of laminar to turbulent flow transition or surface phenomena such as surface roughness, electrokinetic forces, viscous heating effects, and microcirculation near the wall [12–26].

Jiang et al. [28] conducted an experimental investigation of water flow through different microchannel cross sections including circular, rectangular, trapezoidal, and triangular. The hydraulic diameter of microchannels varied from 8 µm to 42 µm. They collected experimental data with the Reynolds number ranging from 0.1 to 2, and concluded that there was less influence of the cross-sectional shape on the microflow in the microchannel and that the experimental data agreed well with the predictions of the conventional theory. Baviere et al. [29] performed an experimental study on the water flow through smooth rectangular microchannels. Their channels were made of a silicon engraved substrate anodically bonded to a Pyrex cover. Their results showed that in smooth microchannels, the friction law is correctly predicted by conventional theories. Judy et al. [15] and Bucci et al. [30] showed that their experimental results were in good agreement with conventional theories in the laminar regime. Also Wu and Cheng [31], Liu and Garimella [32], and Gao et al. [33] reported good agreement between experimental data with conventional theories.

Low Reynolds numbers characterize many microscale liquid flows [34]. Hence, nonlinear terms in the Navier-Stokes equation disappear for fully developed flow, resulting in Poisson's equation

\[ \nabla^2 u = \frac{1}{\mu} \frac{dp}{dz}, \quad u = 0 \text{ on } \Gamma \]  

(1)

where \( u \) is the fluid velocity, \( z \) is the flow direction, and \( \Gamma \) is the perimeter of the channel. Exact solution for Eq. (1) in rectangular cross-section channels can be found in fluid mechanics textbooks such as Ref. [35]. The original analytical solution for the mean velocity in rectangular channels is in the form of a series, but it has been shown that using the first term of the series results in errors less than 0.7%.

Recently, Bahrami et al. [1,36] developed a general model for prediction of pressure drop in microchannels of arbitrary cross section. Using the analytical solution of elliptical duct and the concept of Saint-Venant principal in torsion [37], they showed that the Poiseuille number, \( f \), \( Re \), \( \gamma \), is a function of the polar moment of inertia, \( I_p \), area, \( A \), and perimeter of the cross section of the channel, \( \Gamma \). Their model showed good agreement with experimental and numerical data for a wide variety of channel cross sections such as rectangular, trapezoidal, triangular, circular, and moon shaped.
However, they [1,36] did not perform any experiment to verify this model, thus they could not investigate all issues and effects of different parameters. As a result the goal of the present work is to independently validate the general model of Bahrami et al. [1,36]. Moreover, effects of different parameters, including microchannel dimensions, minor and developing region losses, viscous heating, electrososic phenomena, and channel deformation on the measured pressure drop, have been discussed. By successfully validating the model, it will be used in more complicated channel geometries such as variable cross-section microchannels.

2 Theory

Selection of the characteristic length is an arbitrary choice and will not affect the final solution. However, an appropriate length scale leads to more consistent results, especially when a general cross section is considered. A circular duct is fully described with its diameter, thus the obvious length scale is the diameter (or radius). For noncircular cross sections, the selection is not as clear; many textbooks and researchers have conventionally chosen the hydraulic diameter as the characteristic length. Yovanovich [38] introduced the square root of area as a characteristic length scale for heat conduction and convection problems. Later, Muszyńska and Yovanovich [39] proposed the use of \( \sqrt{A} \) for the fully developed flow in noncircular ducts. Bahrami et al. [1,37] showed that the square root of area appears in the solution of fully developed flow in noncircular ducts. They also compared both \( D_0 \) and \( \sqrt{A} \) and observed that using \( \sqrt{A} \) as the characteristic length scale results in similar trends in Poiseuille number for microchannels with a wide variety of cross sections. Therefore, in this study, \( \sqrt{A} \) is selected consistently as the length scale throughout the analysis.

According to the model of Bahrami et al. [1], pressure drop of laminar fully developed flow in arbitrary cross-section microchannels can be obtained from

\[
\Delta P = 16 \pi^2 \mu Q f_p \frac{L}{A} \tag{2}
\]

where \( f_p = f_p(A) \) is the specific polar momentum of inertia of the microchannel cross section, \( \Gamma = 4(W+H) \) is the microchannel cross-section perimeter, \( L \) is the fully developed length, and \( Q \) is the the volumetric flow rate. Substituting for the geometrical parameters in Eq. (2) for microchannels of rectangular cross section and the definition of the Poiseuille number yields [1]

\[
f \ Re_{\sqrt{A}} = \frac{4 \pi^2 (1 + \varepsilon^2)}{3 \sqrt{\varepsilon} (1 + \varepsilon)} \tag{3}
\]

As can be seen the only parameter effects the Poiseuille number in rectangular channels is the cross-section aspect ratio, consistent with previous works [35,40]. For rectangular microchannels, two asymptotes can be recognized, i.e., very narrow rectangular and square channels

\[
f \ Re_{\sqrt{A}} = \frac{4 \pi^2}{3 \sqrt{\varepsilon}} \quad \varepsilon \to 0
\]

\[
f \ Re_{\sqrt{A}} = 13.16 \quad \varepsilon = 1 \tag{4}
\]

3 Experimental Setup

3.1 Chemicals and Materials. De-ionized water was used as the testing liquid. SU-8 photoresist (Microchem, Newton, MA) and diacetone-alcohol developer solution (Sigma-Aldrich, St. Louis, MO) were used in the making of the positive relief masters by the procedure outlined below. Polydimethylsiloxane (PDMS) casts were prepared by thoroughly mixing the base and curing agent at a 10:1 ratio as per the manufacturer's instructions for the Sylgard 184 silicon elastomer kit (Dow Corning, Midland, MI). Caution was used to avoid contact between the liquid PDMS and latex rubber (gloves), as this was found to inhibit curing [41].

3.2 Microfabrication. The PDMS/PDMS microchannels used in this study have been manufactured using the soft lithography technique [42] described by Erickson et al. [41]. A schematic of the process is provided in Fig. 1. Photomasks were designed by AUTOCAD software and printed with a 3500DPI printer (Island Graphics Ltd., Victoria, BC, Canada). Masters containing the desired microchannel pattern have been made by spin coating of SU-8 negative photoresist on a glass slide to the desired thickness. The photoresist film was then hardened through a two-stage direct contact pre-exposure bake procedure (65°C for 5 min and 95°C for 30 min) and exposed to UV light for 100 s through the mask containing the channel pattern. A two-stage postexposure bake procedure (65°C for 5 min and 95°C for 30 min) was then used to enhance cross-linking in the exposed portion of the film. The slide was then placed in quiescent developer solution for 10 min to dissolve the unexposed photoresist, leaving a positive relief containing the microchannel pattern.

Liquid PDMS was then poured over the master and exposed to vacuum condition (1 h) to extract all the bubbles in it and cured at 85°C for 15–20 min yielding a negative cast of the microchannel pattern. An enclosed microchannel was then formed by bonding the PDMS cast with another piece of PDMS via plasma treatment. Five microchannels were made with a range of aspect ratios, 0.13 < \( \varepsilon < 0.76 \), and tested in this study. Dimensions of the microchannels are shown in Table 1. The channels’ names in the table indicate the channel material, cross-sectional shape, and the aspect ratio (i.e., PPR-0.13 corresponds to the PDMS/PDMS chip with rectangular cross section and the aspect ratio of 0.13). As can be seen, channels were designed long enough so that fully developed flow is dominant. Since the microchannel dimensions have a major effect on the friction factor calculation [13,15,33], a destructive careful measurement was performed after the experiments. Channels were cut carefully at three random cross sections. The cutting lines were perpendicular to the channel to ensure a 90 deg viewing angle. Dimensions of the channel were measured by an image processing method. To do so, a Leica DMI 6000B (Leica Microsystems, Richmond Hill, ON, Canada) microscope with a 10X, 0.4 N.A. objective was used. Images of the channel cross

3.2 Microfabrication. The PDMS/PDMS microchannels used in this study have been manufactured using the soft lithography technique [42] described by Erickson et al. [41]. A schematic of the process is provided in Fig. 1. Photomasks were designed by AUTOCAD software® and printed with a 3500DPI printer (Island Graphics Ltd., Victoria, BC, Canada). Masters containing the desired microchannel pattern have been made by spin coating of SU-8 negative photoresist on a glass slide to the desired thickness. The photoresist film was then hardened through a two-stage direct contact pre-exposure bake procedure (65°C for 5 min and 95°C for 30 min) and exposed to UV light for 100 s through the mask containing the channel pattern. A two-stage postexposure bake procedure (65°C for 5 min and 95°C for 30 min) was then used to enhance cross-linking in the exposed portion of the film. The slide was then placed in quiescent developer solution for 10 min to dissolve the unexposed photoresist, leaving a positive relief containing the microchannel pattern.

Liquid PDMS was then poured over the master and exposed to vacuum condition (1 h) to extract all the bubbles in it and cured at 85°C for 15–20 min yielding a negative cast of the microchannel pattern. An enclosed microchannel was then formed by bonding the PDMS cast with another piece of PDMS via plasma treatment. Five microchannels were made with a range of aspect ratios, 0.13 < \( \varepsilon < 0.76 \), and tested in this study. Dimensions of the microchannels are shown in Table 1. The channels’ names in the table indicate the channel material, cross-sectional shape, and the aspect ratio (i.e., PPR-0.13 corresponds to the PDMS/PDMS chip with rectangular cross section and the aspect ratio of 0.13). As can be seen, channels were designed long enough so that fully developed flow is dominant. Since the microchannel dimensions have a major effect on the friction factor calculation [13,15,33], a destructive careful measurement was performed after the experiments. Channels were cut carefully at three random cross sections. The cutting lines were perpendicular to the channel to ensure a 90 deg viewing angle. Dimensions of the channel were measured by an image processing method. To do so, a Leica DMI 6000B (Leica Microsystems, Richmond Hill, ON, Canada) microscope with a 10X, 0.4 N.A. objective was used. Images of the channel cross
section were captured by a high resolution high sensitivity CCD camera (Hamamatsu Orca AG, NJ) and imported into a photo editing software, ADOBE PHOTOSHOP 8.0. Dimensions of the channel were then measured by pixel counting. Size of each pixel was calibrated using a known dimension provided by the microscope image acquisition software. Accuracy of this method was found to be ±3.6 μm. Due to the microfabrication process, the microchannel cross section has some deviations from the rectangular shape. Height and width measurements were conducted at different random positions for each cross section and the average value was determined. This measurement was also performed at several cross sections. Mean values are reported in Table 1. It was observed that both microchannel depth and width were different from the expected values in the fabrication process. From our measurements, channel height, and width deviated less than 4% and 3% from the designed sizes, respectively. Since smooth surfaces were observed by the image processing technique described above, the roughness of the channels was estimated to be less than the accuracy of the image processing method. Hence, the relative channel roughness (channel roughness/channel length scale) was found to be less than 3%. As a result, the effect of roughness on the pressure drop of the fully developed flow can be neglected [27].

### 3.3 Experimental Procedure

An open loop syringe pump system, as illustrated in Fig. 2, was designed for this work. A syringe pump (Harvard Apparatus, QC, Canada) provided constant flow rate with ±0.5% accuracy. A range of Reynolds numbers was covered by changing the volumetric flow rate from 40 μl/min to 240 μl/min. Water was forced to flow through a submicron filter (Aktris Gesellschaft Co., Germany) before entering the channel. To measure the pressure drop, a gauge pressure transducer (Omega Inc., Laval, QC, Canada) was fixed at the channel entrance region after changing the length scale to μm. Water was assumed to be constant. Viscous dissipation effect was neglected since the dimensionless number 4 EcLμ/Re,G=0.006 is much smaller than 1. The value of 1°C was used to calculate the Eckert number, Ec, for water as a working fluid [26]. Hence, the properties of the water were assumed to be constant.

Total measured pressure drop during the experiment, ΔPmeasured is

$$ΔP_{measured} = ΔP_c + ΔP_i + ΔP_D + ΔP_{1D} + ΔP_{ex} + 2ΔP_b + ΔP_{ev}$$

(6)

where ΔP_c is the pressure loss due to the flow in the connecting tubes, ΔP_i and ΔP_{ex} are the inlet and exit losses, ΔP_D is the developing region loss, ΔP_{1D} is the pressure drop in the fully developed region, ΔP_b is the pressure drop due to 90 deg bends, and ΔP_{ev} is the pressure drop due to the electroviscous effect. Since fully developed pressure drop is the focus of this study, right hand side losses except ΔP_{1D} must be subtracted from the measured pressure drop.

### 4 Analysis of Experimental Data

Reynolds number was calculated knowing the volumetric flow rate, Q, and the cross-sectional area, A, from

$$Re = \frac{ρQ}{μA}$$

(5)

### 4.2 Developing Region, ΔP_D

Since the viscous boundary layer inherently grows faster in microchannels than in macroscales, the developing region in most cases is negligible. There are few references that can be found in literature, in which the effect of inlet region was considered [40,44,45]. Phillips [44] showed that the length of the hydrodynamic developing region, L_D, depends on the aspect ratio of rectangular cross-section microchannels; the higher the aspect ratio, the longer the developing length. Maximum value of L_D can be obtained from Eq. (7)

$$L_D = \frac{4e}{(1+ε)^2} \frac{ρQ}{μ}$$

(7)

This equation shows that the developing length depends on the flow rate and the channel aspect ratio. The higher the aspect ratio and/or flow rate, the higher the developing length. Ratio of the maximum developing length over the total length of the microchannel is listed in Table 1 for different channels. Obviously this length occurs in the maximum flow rate. Pressure drop associated with the entrance region after changing the length scale to μm is [46]

$$ΔP_D = \frac{(f \frac{Re}{G})μQ^2}{2A}\frac{L_D + KρQ^2}{2A^2}$$

(8)

where $K = 0.6796 + 1.2197e + 3.3089e^2 - 9.5921e^3 + 8.9089e^4$
Table 2 Ratio of the developing region pressure drop over the measured pressure drop of the microchannel

<table>
<thead>
<tr>
<th>Q (µL/min)</th>
<th>e=0.13</th>
<th>e=0.17</th>
<th>e=0.4</th>
<th>e=0.6</th>
<th>e=0.76</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>60</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>80</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>100</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>120</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>240</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table 3 Ratio of the minor pressure loss over the measured pressure drop of the microchannel

<table>
<thead>
<tr>
<th>Q (µL/min)</th>
<th>e=0.13</th>
<th>e=0.17</th>
<th>e=0.4</th>
<th>e=0.6</th>
<th>e=0.76</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.08</td>
<td>0.10</td>
</tr>
<tr>
<td>60</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.09</td>
<td>0.11</td>
</tr>
<tr>
<td>80</td>
<td>0.07</td>
<td>0.08</td>
<td>0.10</td>
<td>0.12</td>
<td>0.14</td>
</tr>
<tr>
<td>100</td>
<td>0.09</td>
<td>0.10</td>
<td>0.12</td>
<td>0.15</td>
<td>0.17</td>
</tr>
<tr>
<td>120</td>
<td>0.12</td>
<td>0.13</td>
<td>0.15</td>
<td>0.18</td>
<td>0.20</td>
</tr>
<tr>
<td>240</td>
<td>0.16</td>
<td>0.17</td>
<td>0.19</td>
<td>0.22</td>
<td>0.24</td>
</tr>
</tbody>
</table>

drive the counterions in the diffuse layer of the EDL to move in the direction opposite to the pressure-driven flow. The overall result is a reduced flow rate for a constant pressure gradient or increase in pressure drop for a given flow rate. This phenomenon, which gives the appearance of an increased viscosity, \( \mu_p \), is called the electroviscous effect [50]. The ratio of this apparent viscosity to the actual fluid viscosity for circular cross-section capillaries can be found from [50]

\[
\frac{\mu_a}{\mu} = 1 + \frac{32\mu}{\sigma_b D^2 \varepsilon_0^2}
\]

where \( D \) is the capillary diameter, \( \mu \) is the fluid viscosity, \( \sigma_b \) is the liquid electrical conductivity, and \( a \) is the radius of the capillary. \( \varepsilon_0 = 8.854 \times 10^{-12} \text{ C}^2 \text{V}^{-1} \text{m}^{-1} \) is the permittivity of vacuum, \( \varepsilon_r = 78.3 \) is the relative permittivity for water at 25°C [49], and \( \varepsilon \) is the zeta potential of the surface. Approximating the rectangular cross-section microchannel with a capillary of the same cross-sectional area, \( \sigma_b = 5.6 \times 10^{-6} \text{ S m}^{-1} \) [51] and \( \varepsilon_0 = 5.9 \times 10^{-8} \text{ m}^2 \text{V}^{-1} \text{s}^{-1} \) [52] for PDMS, value of \( \mu_a/\mu \) was found to be less than 1.03 for the channel sizes in this study.

4.5 Effect of Channel Deformation Under Pressure-Driven Flow. Effect of channel deformation becomes important since it can change the microchannel cross-sectional area and as a result the pressure drop. In all equations used in Secs. 1–3, we assumed that the channel cross section did not change under pressure-driven flow. Few works have discussed the importance of bulk deformation in rectangular microchannels. Holden et al. [53] measured the PDMS bulk deformation under high pressure drops (−1 bar) using the change in fluorescence intensity. Gervais et al. [54] studied the elastic deformation of PDMS microchannels under imposed flow rates. They demonstrated that the channel deformation can effect the the laminar flow profile and pressure distribution within the channels with low aspect ratios and high pressure drops. In a bulged microchannel, measured pressure drop no longer changes linearly with the flow rate [53]. This is because the microchannel cross section varies due to deformation, and for a constant flow rate, pressure drop changes. Figure 3 shows the variation in the channel pressure drop with flow rate for present work. Experimental results properly follow the linear behavior of theoretical profiles. Thus one can conclude that the channel deformation has negligible effect on the results in this work. However, a careful experimental and theoretical investigation is required to study the effect of the channel deformation on the pressure drop of moderate and high aspect ratio rectangular cross-section microchannels.

4.6 Uncertainty Analysis. A careful analysis of the experimental uncertainty in this study is critical to the interpretation of experimental data of Poiseuille number, \( P_o \), and exploration of deviations from the macroscale theory. Neglecting the developing region, minor losses, electroviscous effects, and considering that the channel deformation is not significant, the experimental Poiseuille number can be obtained from

\[
P_{o, exp} = \frac{4}{\mu Q} \left( \frac{A_L}{L} \right) \Delta P_{FD}
\]

where \( \Delta P_{FD} = \Delta P_{measured} - \Delta P_c \). The uncertainty associated with \( P_{o, exp} \) based on the measured variables, and the method provided in Ref. [43] is then given by

\[
\frac{\Delta P_{o, exp}}{P_{o, exp}} = \left[ \frac{(\omega_{Ap})^2}{\Delta P} + \left( \frac{\omega_A}{L} \right)^2 + \left( \frac{\omega_F}{\Gamma} \right)^2 + 25 \left( \frac{\omega_a}{A} \right)^2 + \left( \frac{\omega_q}{Q} \right)^2 \right]^{1/2}
\]

where \( \omega \) values indicate uncertainty associated with each variable as subscripted, \( \omega_{Ap} = 4[(H_{ap})^2 + (W_{ap})^2]^{1/2} \) and \( \omega_{F} = 4[(\omega_{a}^2 + \omega_{p}^2)]^{1/2} \) (see Appendix for details of calculations). In this equation we
assumed that the fluid properties remained constant. Equation (12) shows that the channel dimensions play an important role in determination of uncertainty by effecting three terms. Also for small Reynolds numbers, the accuracy of the flow rate becomes more significant. The uncertainty in the measurement of each parameter is listed in Table 4. Using Eq. (12) minimum uncertainties for the samples of PPR-0.13, PPR-0.17, PPR-0.4, PPR-0.6, and PPR-0.76 are 8.7%, 9.3%, 8.9%, 9.3%, and 11.1%, respectively.

5 Results and Discussion

Figures 4 and 5 show the comparison between friction factor obtained from Eq. (3), the solid line, and experimental data for two typical samples of PPR-0.13 and PPR-0.76, respectively. As shown, the trend and the values of experimental data are well predicted by the theoretical model. Consistent with the laminar flow in channels friction factor decreases with the Reynolds number.

Variation in the Poiseuille number, \( f \) \( Re_{cA} \), with the Reynolds number for different channels is shown in Fig. 6. Experimental data are normalized by the analytical model obtained from Eq. (3). The solid line shows the analytical model. From Eq. (3), it is clear that the Poiseuille number does not depend on the Reynolds number and it only varies with the aspect ratio of the channel cross section. The same trend can be observed in the experimental data. Large deviations from this trend in the very low Reynolds numbers attributed to the large uncertainties occur due to small flow rates and pressure drops. The Reynolds number can be a result of the small cross-sectional area and/or flow rate, with both parameters increasing the uncertainty in the value of the Poiseuille number, see Eq. (12). As can be seen, most of the experimental points fall within \( \pm 10\% \) bounds of the analytical model.

### Table 4 Uncertainty values for measured parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta P )</td>
<td>( \pm 0.25% ) of full scale</td>
</tr>
<tr>
<td>( L )</td>
<td>0.02 mm</td>
</tr>
<tr>
<td>( W )</td>
<td>3.6 ( \mu m )</td>
</tr>
<tr>
<td>( H )</td>
<td>3.6 ( \mu m )</td>
</tr>
<tr>
<td>( Q )</td>
<td>0.5%</td>
</tr>
</tbody>
</table>

Another comparison of the present experimental work with analytical model is illustrated in Fig. 7. Since the Poiseuille number, \( f \) \( Re_{cA} \), remains constant for the laminar regime as the Reynolds number varies, the experimental data for each set were averaged over the laminar region. The \( \pm 10\% \) bounds of the model are also shown in the plot to better demonstrate the agreement between the data and the model.

As shown in Eq. (3), the Poiseuille number, \( f \) \( Re_{cA} \), is only a function of the aspect ratio, which is a geometrical parameter. This dependency is plotted in Fig. 8. Averaged values over the studied range of the Reynolds number were used in this plot. It can be observed that for smaller aspect ratios, the Poiseuille number, \( f \) \( Re_{cA} \), increases sharply. To better show the trend of the analytical model, two asymptotes of very narrow and square cross sections are also included in Fig. 8. As can be seen, when \( \varepsilon \rightarrow 0 \), parallel plate, the Poiseuille number asymptotically approaches \( 4\pi^2/3\sqrt{e} \).

---
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It is beneficial to compare the results of present work with the existing data of rectangular microchannels. Data were collected from the works of Wu and Cheng [31], Lu and Garimella [32], and Gao et al. [33]. As shown in Fig. 9, the collected data cover a wide range of the aspect ratio for almost three decades. The solid line represents the analytical model of Bahrami et al. [1]. As can be seen, the analytical model agrees well with the experimental data over the wide range of microchannel cross-section aspect ratio.

6 Summary and Conclusions

The general model developed by Bahrami et al. [1,36] was experimentally validated for the case of rectangular cross-section microchannels. Frictional pressure drop measurements were conducted over a range of Reynolds numbers from 1 to 35 for rectangular cross-section microchannels fabricated with soft lithography method in the aspect ratio range of $0.13 < \epsilon < 0.76$. A careful measurement of pressure drop and channel dimensions was conducted, and the pressure drops due to the developing region, minor losses, and electroviscous effect were estimated using available models in literature. Channel deformation due to the pressure inside the microchannel was found to be negligible since the pressure drop changes linearly with the flow rate. Comparing the results with the general theoretical model shows good agreement between the model and experimental data.

Uncertainty analysis showed that the measurement of channel dimensions and flow rate is critical in microscales. Here, microchannel cross-section geometry was determined through processing high quality images of the channel cross section.

According to the analytical model and experimental data of present work, the Poiseuille number, $f R_{eA}$, was found to be only a function of microchannel geometry in the range of Reynolds numbers studied in this work. For rectangular cross sections, the channel aspect ratio is the only parameter that affects the Poiseuille number, $f R_{eA}$.
seuille number. The analytical model employed in this work will be applied to other channel geometries such as variable cross-section microchannels in our future work.
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Nomenclature

\[ A = \text{microchannel cross-sectional area, } m^2 \]
\[ A_t = \text{tubing cross-sectional area, } m^2 \]
\[ c_p = \text{fluid specific heat, J/kg K} \]
\[ Ec = \text{Eckert number, } W^2/(2c_pA T \text{mol}) \]
\[ f = \text{Fanning friction factor} \]
\[ H = \text{channel half height, m} \]
\[ I_p = \text{polar momentum of inertia, } m^4 \]
\[ I_p^f = \text{specific polar momentum of inertia, } I_p/A^2 \]
\[ K_0 = \text{loss coefficient for bend} \]
\[ K_c = \text{flow contraction loss coefficient} \]
\[ K_e = \text{flow expansion loss coefficient} \]
\[ L = \text{channel length, m} \]
\[ L_p = \text{developing region length, m} \]
\[ L^* = \text{dimensionless length } L/V \sqrt{A} \]
\[ P_0 = \text{Poiseuille number, } f R e A \]
\[ Q = \text{volumetric flow rate, } m^3/s \]
\[ Re = \text{Reynolds number, } \rho Q/\mu A \]
\[ W = \text{channel half width, m} \]

Greek

\[ \Delta P_b = \text{bend pressure loss, Pa} \]
\[ \Delta P_c = \text{connecting tube pressure loss, Pa} \]
\[ \Delta P_r = \text{developing region pressure loss, Pa} \]
\[ \Delta P_e = \text{exit pressure loss, Pa} \]
\[ \Delta P_{FD} = \text{fully developed pressure loss, Pa} \]
\[ \Delta P_i = \text{inlet pressure loss, Pa} \]
\[ \varepsilon = \text{channel aspect ratio, } 2H/2W \]
\[ \Gamma = \text{channel cross-section perimeter, m} \]
\[ \mu = \text{fluid viscosity, kg/m s} \]
\[ \mu_a = \text{apparent viscosity, kg/m s} \]
\[ \mu_e = \text{electro-osmotic mobility, m}^2/V \text{s} \]
\[ \rho = \text{fluid density, kg/m}^3 \]
\[ \sigma_e = \text{fluid electrical conductivity, S/m} \]
\[ \omega = \text{uncertainty} \]

Appendix: Uncertainty Formulation

To calculate the uncertainty associated with the experimental measurements the following relation is used [43]:

\[ \omega_R = \left[ \sum \left( \frac{\partial R}{\partial x_k} \omega_k \right)^2 \right]^{1/2} \quad (A1) \]

where \( \omega_R \) is the uncertainty in results, \( R(x_1, x_2, \ldots, x_n) \), and \( \omega_k \) is the uncertainty of the independent variable \( x_k \). If the results function, \( R(x_1, x_2, \ldots, x_n) \), takes the form of a product of the independent variables, \( R = x_1^{p_1}x_2^{p_2}\cdots x_n^{p_n} \), Eq. (A1) can be rewritten as

\[ \omega_R = \left[ \sum \left( \frac{\partial R}{\partial x_k} \right)^2 \right]^{1/2} \quad (A2) \]

The final form of the uncertainty of the Poiseuille number, Eq. (12), is obtained using Eqs. (10) and (A2).

To calculate the uncertainty of the channel cross section, \( A = 4W \times H \), and perimeter, \( \Gamma = 4(W+H) \), Eq. (A1) is employed

\[ \omega_A = \left[ \left( \frac{\partial A}{\partial W} \omega_W \right)^2 + \left( \frac{\partial A}{\partial H} \omega_H \right)^2 \right]^{1/2} \quad (A3) \]

\[ \omega_R = \left[ \left( \frac{\partial R}{\partial W} \omega_W \right)^2 + \left( \frac{\partial R}{\partial H} \omega_H \right)^2 \right]^{1/2} \quad (A4) \]

where \( \partial A/\partial W = 4H \), \( \partial A/\partial H = 4W \), \( \partial R/\partial W = 4 \), and \( \partial R/\partial H = 4 \).
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Laminar Fully Developed Flow in Periodically Converging–Diverging Microtubes

MOHSEN AKBARI,1 DAVID SINTON,2 and MAJID BAHRAMI1
1Mechatronic Systems Engineering, School of Engineering Science, Simon Fraser University, Surrey, British Columbia, Canada
2Department of Mechanical Engineering, University of Victoria, Victoria, British Columbia, Canada

Laminar fully developed flow and pressure drop in linearly varying cross-sectional converging–diverging microtubes have been investigated in this work. These microtubes are formed from a series of converging–diverging modules. An analytical model is developed for frictional flow resistance assuming parabolic axial velocity profile in the diverging and converging sections. The flow resistance is found to be only a function of geometrical parameters. To validate the model, a numerical study is conducted for the Reynolds number ranging from 0.01 to 100, for various taper angles, from 2 to 15 degrees, and for maximum–minimum radius ratios ranging from 0.5 to 1. Comparisons between the model and the numerical results show that the proposed model predicts the axial velocity and the flow resistance accurately. As expected, the flow resistance is found to be effectively independent of the Reynolds number from the numerical results. Parametric study shows that the effect of radius ratio is more significant than the taper angle. It is also observed that for small taper angles, flow resistance can be determined accurately by applying the locally Poiseuille flow approximation.

INTRODUCTION

There are numerous instances of channels that have streamwise-periodic cross sections. It has been experimentally and numerically observed that the entrance lengths of fluid flow and heat transfer for such streamwise-periodic ducts are much shorter than those of plain ducts, and quite often, three to five cycles can make both the flow and heat transfer fully developed [1]. In engineering practice the streamwise length of such ducts is usually much longer than several cycles; therefore, theoretical works for such ducts often focus on the periodically fully developed fluid flow and heat transfer. Rough tubes or channels with ribs on their surfaces are examples of streamwise-periodic ducts that are widely used in the cooling of electronic equipment and gas turbine blades, as well as in high-performance heat exchangers.

Many researchers have conducted experimental or numerical investigations on the flow and heat transfer in streamwise-periodic wavy channels. Most of these works are based on numerical methods. Sparrow and Prata [1] performed a numerical and experimental investigation for laminar flow and heat transfer in a periodically converging–diverging conical section for the Reynolds number range from 100 to 1000. They showed that the pressure drop for the periodic converging–diverging tube is considerably greater than for the straight tube, while Nusselt number depends on the Prandtl number. For Pr < 1, the periodic tube Nu is generally lower than the straight tube, but for Pr > 1, Nu is slightly greater than for a straight tube. Wang and Vanka [2] used a numerical scheme to study the flow and heat transfer in periodic sinusoidal passages. Their results revealed that for steady laminar flow, pressure drop increases more significantly than heat transfer. The same result is reported in Niceno and Nobile [3] and Wang and Chen [4] numerical works for the Reynolds number range from 50 to 500. Hydrodynamic and thermal characteristics of a pipe with periodically converging–diverging cross section were investigated by Mahmoud et al. [5], using a finite-volume method. A correlation was proposed for calculating the friction factor, in sinusoidal wavy tubes for Reynolds number ranging from 50 to 2,000. Stalio
and Piller [6], Bahaidarah [7], and Naphon [8] also studied the flow and heat transfer of periodically varying cross-section channels. An experimental investigation on the laminar flow and mass transfer characteristics in an axisymmetric sinusoidal wavy-walled tube was carried out by Nishimura et al. [9]. They focused on the transitional flow at moderate Reynolds numbers (50 to 1,000). Russ and Beer [10] also studied heat transfer and flow in a pipe with sinusoidal wavy surface. They used both numerical and experimental methods in their work for the Reynolds number range of 400 to 2,000, where the flow regime is turbulent.

For low Reynolds numbers, Re ~ 0(1), some analytical and approximation methods have been carried out in the case of gradually varying cross section. In particular, Burns and Parkes [11] developed a perturbation solution for the flow of viscous fluid through axially symmetric pipes and symmetrical channels with sinusoidal walls. They assumed that the Reynolds number is small enough for the Stokes flow approximation to be made and found stream functions in the form of Fourier series. Manton [12] proposed the same method for arbitrary shapes. Langlois [13] analyzed creeping viscous flow through a circular tube of arbitrary varying cross section. Three approximate methods were developed with no constriction on the variation of the wall. MacDonald [14] and more recently Brod [15] have also studied the flow and heat transfer through tubes of nonuniform cross section.

The low Reynolds number flow regime is the characteristic of flows in microchannels [16]. Microchannels with converging–diverging sections may be fabricated to influence cross-stream mixing [17–20] or result from fabrication processes such as micromachining or soft lithography [21].

Existing analytical models provide solutions in a complex format, generally in a form of series, and are not amicable to engineering or design. Also, existing model studies did not include direct comparison with numerical or experimental data. In this study, an approximate analytical solution has been developed for velocity profile and pressure drop of laminar, fully developed, periodic flow in a converging–diverging microtube, and results of the model are compared with those of an independent numerical method. Results of this work can be then applied to more complex wall geometries.

**PROBLEM STATEMENT**

Consider an incompressible, constant property, Newtonian fluid which flows in steady, fully developed, pressure-driven laminar regime in a fixed cross section tube of radius \( a_0 \). At the origin of the axial coordinate, \( z = 0 \), the fluid has reached a fully developed Poiseuille velocity profile, \( u(r) = 2u_{m,0}[1 - \left( \frac{r}{a_0} \right)^2] \), where \( u_{m,0} \) is the average velocity. The cross-sectional area for flow varies linearly with the distance \( z \) in the direction of flow, but retains axisymmetric about the \( z \)-axis. Figure 1 illustrates the geometry and the coordinates for a converging tube; one may similarly envision a diverging tube.

The governing equations for this two-dimensional (2-D) flow are:

\[
\frac{1}{r} \frac{\partial}{\partial r} (rv) + \frac{\partial u}{\partial z} = 0 \quad (1)
\]

\[
\frac{\partial P}{\partial r} + \frac{\partial (\rho v u) + \frac{\partial u}{\partial z}}{\partial r} = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial u}{\partial r} \right) + \frac{\partial^2 u}{\partial z^2} \quad (2)
\]

\[
\frac{\partial P}{\partial r} + \frac{\partial (\rho v u) + \frac{\partial v}{\partial z}}{\partial r} = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial v}{\partial r} \right) + \frac{\partial^2 v}{\partial z^2} \quad (3)
\]

with boundary conditions

\[
u(r, z) = 0, \quad v(r, z) = 0; \quad r = a(z) \quad (4)
\]

\[
u(r, 0) = 2u_{m,0} \left[ 1 - \left( \frac{r}{a_0} \right)^2 \right]; \quad z = 0
\]

\[
P(r, 0) = P_0
\]

In this work we seek an approximate method to solve this problem.

**MODEL DEVELOPMENT**

The premise of the present model is that the variation of the duct cross section with the distance along the direction of the flow is sufficiently gradual that the axial component of the velocity profile \( u(r, z) \) remains parabolic. To satisfy the requirements of the continuity equation, the magnitude of the axial velocity must change, i.e.,

\[
u(r, z) = 2u_m(z) \left[ 1 - \left( \frac{r}{a(z)} \right)^2 \right] \quad (5)
\]

where \( u_m(z) \) is the mean velocity at the axial location \( z \) and can be related to the mean velocity \( u_{m,0} \) at the origin \( z = 0 \), and using conservation of mass as

\[
u_m(z) = \left( \frac{a_0}{a(z)} \right)^2 u_{m,0} \quad (6)
\]

Then the axial velocity profile \( u(r, z) \) becomes

\[
u(r, z) = 2u_{m,0} \left[ \frac{a_0}{a(z)} \right]^2 \left[ 1 - \left( \frac{r}{a(z)} \right)^2 \right] \quad (7)
\]
SUBSTITUTING Eq. (7) into the continuity equation, Eq. (1), and integrating leads to

$$v(r, z) = 2m \eta u_{m, 0} \left[ \frac{a_0}{a(z)} \right]^2 \left[ 1 - \left( \frac{r}{a(z)} \right)^2 \right]$$  \hspace{1cm} (8)

where $m = \frac{da(z)}{dz}$ is the wall slope and $\eta = \frac{r}{a(z)}$.

PRESSURE DROP AND FLOW RESISTANCE

Comparing Eqs. (7) and (8) reveals that $\frac{\eta}{m} = \frac{m}{\eta};$ thus, one can conclude that if $m$ is small enough, $v$ will be small and the pressure gradient in the $r$ direction can be neglected with respect to pressure gradient in the $z$ direction.

Knowing both velocities and neglecting $\frac{\partial P}{\partial r}$, pressure drop in a converging--diverging module can be obtained by integrating Eq. (2). The final result after simplification is

$$\Delta P = \frac{16 \mu u_{m, 0} L}{a_0^2} \left[ \frac{\varepsilon^2 + \varepsilon + 1}{3 \varepsilon^2} + \frac{m^2(1 + \varepsilon)}{2 \varepsilon^5} \right]$$  \hspace{1cm} (9)

where $\Delta P$ is the difference of average pressure at the module inlet and outlet, $a_0$ and $a_1$ are the maximum and minimum radii of the tube, respectively, $m = \tan \phi$ is the slope of the tube wall, and $\varepsilon = \frac{a_1}{a_0}$ is the minimum--maximum radius ratio.

Defining flow resistance with an electrical network analogy in mind [22],

$$R_f = \frac{\Delta P}{Q}$$  \hspace{1cm} (10)

where $Q = \pi a_0^2 u_{m, 0}$, the flow resistance of a converging--diverging module becomes

$$R_f = \frac{16 \mu L}{\pi a_0^2} \left[ \frac{\varepsilon^2 + \varepsilon + 1}{3 \varepsilon^2} + \frac{m^2(1 + \varepsilon)}{2 \varepsilon^5} \right]$$  \hspace{1cm} (11)

At the limit when $m = 0$, Eq. (11) recovers the flow resistance of a fixed-cross-section tube of radius $a_0$, i.e.

$$R_{f, 0} = \frac{16 \mu L}{\pi a_0^2}$$  \hspace{1cm} (12)

In dimensionless form,

$$R_f^* = \left[ \frac{\varepsilon^2 + \varepsilon + 1}{3 \varepsilon^2} + \frac{m^2(1 + \varepsilon)}{2 \varepsilon^5} \right]$$  \hspace{1cm} (13)

The concept of flow resistance, Eq. (10), can be applied to complex geometries by constructing resistance networks to analyze the pressure drop.

For small taper angles ($\phi \leq 10^\circ$), the term containing $m^2$ becomes small, and thus Eq. (13) reduces to

$$R_f^* = \frac{\varepsilon^2 + \varepsilon + 1}{3 \varepsilon^2}$$  \hspace{1cm} (14)

The maximum difference between the dimensionless flow resistance, $R_f^*$, obtained from Eq. (13) and that from Eq. (14) is 6% for $\phi = 1^\circ$. Equation (14) can also be derived from the locally Poiseuille approximation. With this approximation, the frictional resistance of an infinitesimal element in a gradually varying cross-section microtube is assumed to be equal to the flow resistance of that element with a straight wall. Equation (14) is used for comparisons with numerical data.

NUMERICAL ANALYSIS

To validate the present analytical model, 15 modules of converging--diverging tubes in a series were created in a finite-element-based commercial code, COMSOL 3.2 (www.comsol.com). Figure 2 shows the schematic of the modules considered in the numerical study. Two geometrical parameters, taper angle, $\phi$, and minimum--maximum radius ratio, $\varepsilon = \frac{a_1}{a_0}$, were varied from 0 to $15^\circ$ and 0.5 to 1, respectively. The working fluid was considered to be Newtonian with constant fluid properties. A Reynolds number range from 0.01 to 100 was considered. Despite the model is developed based on the low Reynolds numbers, higher Reynolds numbers ($Re \sim 100$) were also investigated to evaluate the limitations of the model with respect to the flow condition. A structured, mapped mesh was used to discretize the numerical domain. Equations (1)-(3) were solved as the governing equations for the flow for steady-state condition. A uniform velocity boundary condition was applied to the flow inlet. Since the flow reaches streamwise fully developed condition in a small distance from the inlet, the same boundary conditions as Eq. (4) can be found at each module inlet. A fully developed boundary condition was assumed for the outlet, $\frac{\partial u}{\partial z} = 0$. A grid refinement study was conducted to ensure accuracy of the numerical results. Calculations were performed with grids of $3 \times 6$, $6 \times 12$, $12 \times 24$, and $24 \times 48$ for each module for various Reynolds numbers and geometrical configurations. The value of dimensionless flow resistance, $R_f^*$, was monitored since the velocity profile in any cross section remained almost unchanged with the mesh refinement. Figure 3 shows the effect of mesh resolution on $R_f^*$ for $\phi = 10^\circ$, $\varepsilon = \frac{a_1}{a_0} = 0.95$, and $Re = 10$. As can be seen, the value of $R_f^*$ changes slower when the mesh resolution increases. The fourth mesh, i.e., $24 \times 48$, was considered in this study for all calculations to optimize computation cost and the solution accuracy.

The effect of the streamwise length on the flow has been shown in Figures 4 and 5. Dimensionless velocity profile, $u^* = \frac{u}{u_{m, 0}(z)}$, is plotted at $\beta = \frac{a_1}{a_0} = 1.025$ for the second to fifth
modules as well as the dimensionless flow resistance, $R_j^*$ for the second to seventh modules for the typical values of $\phi = 10^\circ$, $\varepsilon = 0.95$, and $Re = 10$. Both velocity profile and dimensionless flow resistance do not change after the forth module, which indicates that the flow after the fourth module is fully developed. The same behavior was observed for the geometrical parameters and Reynolds numbers considered in this work. Values of the modules in the fully developed region were used in this work.

Good agreement between the numerical and analytical model can be seen in Figure 6, where the dimensionless frictional flow resistance, $R_j^*$, is plotted over a wide range of the Reynolds number, $Re = \frac{2\rho u_{max}}{\mu}$. The upper and lower dashed lines represent the bounds of nondimensional flow resistance for the investigated microtube. $R_j^*$ is the flow resistance of a uniform cross-sectional tube with the radius of $a_0$, and as expected its value is unity. $R_j^{*,1}$ stands for the flow resistance of a tube with the radius of $a_1$. Since the average velocity is higher for the tube of radius $a_1$, the value of $R_j^{*,1}$ is higher than the value of $R_j^{*,0}$. Both numerical and analytical results show the flow resistance to be effectively independent of Reynolds number, in keeping with low Reynolds number theory. For low Reynolds numbers, in the absence of instabilities, flow resistance is independent of the Reynolds number.

Table 1 lists the comparison between the present model, Eq. (14), and the numerical results over the wide range of minimum-maximum radius ratio, $0.5 \leq \varepsilon \leq 1$, three typical Reynolds numbers of $Re = 1, 10, and 100$, and taper angles of $\phi = 2.7^\circ$ and $15^\circ$. The model is originally developed for small wall taper angles, $\phi \leq 10$, and low Reynolds numbers, $Re \sim O(1)$; however,
Table 1  Comparison of the proposed model and the numerical results

<table>
<thead>
<tr>
<th>$e$</th>
<th>Model</th>
<th>Numerical</th>
<th>Error (%)</th>
<th>Numerical</th>
<th>Error (%)</th>
<th>Numerical</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>4.67</td>
<td>4.59</td>
<td>-1.7</td>
<td>4.59</td>
<td>-1.7</td>
<td>4.96</td>
<td>+6.2</td>
</tr>
<tr>
<td>0.6</td>
<td>3.02</td>
<td>2.97</td>
<td>-1.7</td>
<td>2.98</td>
<td>-1.7</td>
<td>3.14</td>
<td>+3.7</td>
</tr>
<tr>
<td>0.7</td>
<td>2.13</td>
<td>2.09</td>
<td>-1.7</td>
<td>2.09</td>
<td>-1.7</td>
<td>2.17</td>
<td>+1.9</td>
</tr>
<tr>
<td>0.8</td>
<td>1.59</td>
<td>1.56</td>
<td>-1.8</td>
<td>1.56</td>
<td>-1.8</td>
<td>1.59</td>
<td>+0.0</td>
</tr>
<tr>
<td>0.9</td>
<td>1.24</td>
<td>1.21</td>
<td>-2.2</td>
<td>1.22</td>
<td>-1.6</td>
<td>1.23</td>
<td>-0.8</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.0</td>
<td>1</td>
<td>0.0</td>
<td>1</td>
<td>0.0</td>
</tr>
</tbody>
</table>

$\phi = 2$

### $Re = 1$

### $Re = 10$

### $Re = 100$

$Re = \frac{2\mu_{\text{model}}}{\mu} \text{ Error} = \frac{R_{f,\text{model}} - R_{f,\text{numerical}}}{R_{f,\text{model}}}$

as can be seen in Table 1, the proposed model can be used for wall taper angles up to 15°, when $Re < 10$, with acceptable accuracy. Note that the model shows good agreement with the numerical data for higher Reynolds numbers, up to 100, when $\epsilon > 0.8$.

Instabilities in the laminar flow due to high Reynolds numbers and/or large variations in the microchannel cross section result in the deviations of the analytical model from the numerical data.

### PARAMETRIC STUDIES

Effects of two geometrical parameters—minimum—maximum radius ratio, $\epsilon$, and taper angle, $\phi$—are investigated and shown in Figures 7 and 8. Input parameters of two typical converging—diverging microtube modules are shown in Table 2.

In the first case, the effect of $\epsilon = \frac{a_{\text{min}}}{a_{\text{max}}}$ on the flow resistance was studied when taper angle, $\phi = 7$, was kept constant. As shown in Figure 7, both numerical and analytical results indicate that the frictional flow resistance, $R_f$, decreases by increasing of the minimum—maximum radius ratio, $\epsilon$. For a constant taper angle, increase of $\epsilon = \frac{a_{\text{min}}}{a_{\text{max}}}$ increases the module length as well as the average fluid velocity. Hence, higher flow resistance can be observed in Figure 7 for smaller values of $\epsilon$. For better physical interpretation, flow resistances of two straight microtubes

![Figure 7 Effect of $\epsilon$ on the flow resistance. $\phi = 7$, and $Re = 10$.](image-url)
SUMMARY AND CONCLUSIONS

Laminar fully developed flow and pressure drop in gradually varying cross-sectional converging-diverging microtubes have been investigated in this work. A compact analytical model has been developed by assuming that the axial velocity profile remains parabolic in the diverging and converging sections. To validate the model, a numerical study has been performed. For the range of Reynolds number and geometrical parameters considered in this work, numerical observations show that the parabolic assumption of the axial velocity is valid. The following results are also found through analysis:

- For small taper angles ($\phi \leq 10$), effect of the taper angle on the dimensionless flow resistance, $R_f^*$ can be neglected with less than 6% error and the local Poiseuille approximation can be used to predict the flow resistance.
- It has been observed through the numerical analysis that the flow becomes fully developed after less than five modules of length.
- Comparing the present analytical model with the numerical data shows good accuracy of the model to predict the flow resistance for $Re < 10$, $\phi \leq 10$, and $0.5 \leq \varepsilon \leq 1$. See Table 1 for more details.
- The effect of minimum-maximum radius ratio, $\varepsilon$, is found to be more significant than taper angle, $\phi$ on the frictional flow resistance.

As an extension of this work, an experimental investigation to validate the present model and numerical analysis is in progress.

NOMENCLATURE

- $r, z$ = cylindrical coordinate, m
- $a_r, a_z$ = velocity in $r, z$ directions, m/s
- $a_f$ = frictional resistance, $\mu d \frac{d}{dx} \rho u \frac{u}{\rho}$
- $R_f^*$ = normalized flow resistance, $\frac{R_f}{R_f^*}$
- $u_m$ = mean fluid axial velocity, m/s
- $\dot{Q}$ = volumetric flow rate, m$^3$/s
- $L$ = half of module length, m
- $m$ = slope of tube wall, $[-]
- $Re$ = Reynolds number, $\frac{2 \mu u_m a_r}{\rho}$
- $a_r, a_z$ = radius of tube, m
- $a_0$ = maximum radius of tube, m
- $a_1$ = minimum radius of tube, m
- $\varepsilon = \frac{a_1}{a_0}$
- $\phi$ = taper angle
- $\mu$ = fluid dynamic viscosity, $[\text{Pa s}]$
- $\rho$ = fluid density, $[\text{kg/m}^3]$
- $\delta$ = fluid density, $[\text{kg/m}^3]$
- $\dot{Q}$ = volumetric flow rate, m$^3$/s
- $\phi, \varepsilon, \delta$ = normalized flow resistance, $\frac{R_f}{R_f^*}$
- $u_m, v$ = velocity in $z$ and $r$ directions, m/s
Greek Symbols

\[ \beta = \frac{\alpha}{\alpha_0} \]
\[ \eta = \frac{\sigma}{\sigma_0} \]
\[ \varepsilon = \frac{\rho}{\rho_0} \]
\[ \rho = \text{fluid density, kg/m}^3 \]
\[ \mu = \text{fluid viscosity, kg/m-s} \]
\[ \phi = \text{angle of tube wall, } [-] \]
\[ \Delta P = \text{pressure drop, Pa} \]
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1. Introduction

The concept of flow through microchannels with gradually varying walls forms the basis of a class of problems in microfluidics which has applications in micromixer design [1-5], accelerated particle electrophoresis [6,7], heat transfer augmentation in micro heat sinks [8-10], flow through porous media [11-15], blood flow in the context of biomechanics [16], preconcentration and separation of molecules [17-19], and polymer processing [20,21]. In most of these applications, it is required to obtain a reasonable estimate of the pressure drop in the channel for basic design and optimization. As a result, pressure drop in microconduits with variable cross-sections has been the subject of several investigations; examples are [2,16,22-29].

A simple model to approximate the flow in a variable cross-section microchannel is to assume that the fluid flow at each axial location x along the channel resembles the fully developed flow that would exist at that location if the channel shape did not vary with x; this is usually referred as the lubrication approximation [29,30]. The overall pressure drop is then calculated by integrating the local pressure gradient over the total length of the channel. Although good results can be obtained for creeping flow in mildly constricted channels, this method is not very accurate when the inertia effects become important or the amplitude of the constriction is substantial [26]. To obtain more accurate solutions, asymptotic series solution has been used by several authors for sinusoidal tubes [16,23-26] and two-dimensional channels with sinusoidal walls [22]. In this method, the solution of the Navier-Stokes equations is obtained by expanding the flow variables in powers of a small parameter characterizing the slowly varying character of the bounding walls, usually referred as perturbation parameter. Although the asymptotic solution method gives more accurate results compared to the lubrication approximation, the final solution for pressure drop and velocity field has a complex form even for simple cross-sectional geometries such as parallel plates or circular tubes.

Numerical and experimental methods are also used to investigate the laminar flow along slowly varying cross-section channels. Deiber and Schowalter [31] performed numerical study for the creeping flow through tubes with sinusoidal axial variations in diameter by using finite difference technique. The pressure drop results were then compared with those of measured through an independent experimentation. Hemmat and Borhan [32] used the boundary integral method to solve the Navier–Stokes equations under the condition of creeping flow for axisymmetric capillary tubes whose diameter varies sinusoidally in the axial direction. Detailed velocity and pressure distributions within the capillary were obtained and the critical values of the geometrical parameters leading to flow reversal are reported.

As a result of recent advances in microfabrication techniques, microchannels with different cross-sectional geometries are fabricated for both commercial and scientific purposes. Finding analytical solutions for many practical cross-sections such as rectangle or trapezoid even for straight channels is complex and/or impossible.
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There are few works in the literature which are dealing with the hydrodynamics of laminar flow in slowly-varying channels of non-circular cross-section [2,27,28]. Lauga et al. [2] used the perturbation theory for creeping flow in channels constrained geometrically to remain between two parallel planes. Up to the first order accuracy of the perturbation solution, they showed that the velocity components perpendicular to the constraint plane cannot be zero unless the channel has both constant curvature and constant cross-sectional width. They only reported the zeroth order of the pressure gradient, which is identical to the lubrication approximation and only accounts for frictional effects. In another work, Gat et al. [28] studied the laminar incompressible gas flow through narrow channels with a variable cross-section using a higher order Hele–Shaw approximation [33]. Their method shows improvement over the classical Hele–Shaw solution [33], however, it does not account for the inertia effects that usually occurs in contractions or expansions. Wild et al. [27] used the perturbation theory to calculate the velocity and pressure distribution in an elliptical tube whose cross-sectional area varies slowly with a given profile along the axial direction. They [27] showed that the velocity distribution has a complicated form even up to the first order accuracy, but the local pressure gradient remains only a function of axial direction.

In the context of fluid flow in microchannels of arbitrary cross-section, few analytical studies have been performed for straight microchannels [34–36]. Yovanovich and Muschka [34] showed that if the square root of cross-sectional area is used in the definition of the Poiseuille number, more consistent results can be obtained for various geometries. Zimmerman et al. [37] made an assessment of hydraulic radius, Saint–Venant, and Aissen's approximations to determine the hydraulic resistance of laminar fully developed flow in straight channels with irregular shapes. Comparing the proposed approximations with the available exact solutions, they showed that Saint–Venant, and Aissen's approximations are within 15% of the exact solution, whereas using the hydraulic radius can be in error by as much as 50%. Later, Bahrami et al. [35] introduced a general analytical model for the prediction of the Poiseuille number based on the square root of cross-sectional area in laminar fully developed flow along a straight microchannel of arbitrary cross-section. Using a "bottom-up" approach, they [35] showed that for constant fluid properties and flow rate in fixed cross-section channels, the Poiseuille number is only a function of geometrical parameters of the cross-section, i.e., cross-sectional perimeter, area, and polar moment of inertia. Their model was successfully validated against the numerical and experimental data for a wide variety of geometries including: hyperellipse, trapezoid, sine, square duct with two adjacent round corners, rhombic, circular sector, circular segment, annular sector, rectangular with semi-circular ends, and moon-shaped channels [35,38]. In a recent paper, Bahrami et al. [36] extended their general model to slip flow condition in a straight channel of arbitrary cross-section. Their model is shown to predict the numerical and experimental results obtained from the literature with good accuracy.

The purpose of this work is to develop an approximate method for the determination of the pressure drop of laminar, single-phase flow in slowly-varying microchannels of arbitrary cross-section by extending the previous models of Bahrami et al. [35] to slowly-varying microchannels of arbitrary cross-section. Starting from the solution of an elliptical cross-section [27], a generalized approximate model is proposed to compute the pressure drop in stream-wise periodic geometries, expansions and contractions. To verify the proposed model, an independent experimental investigation is carried out for stream-wise converging–diverging channels of rectangular cross-section with linear wall. Further validation is performed by comparing the results obtained from the present model and those obtained experimentally and numerically for a hyperbolic contraction of rectangular cross-section [21]. The proposed approach provides a powerful tool for basic designs, parametric studies, and the optimization analyses.

2. Model development

We seek a solution for steady-state laminar flow of a Newtonian fluid with constant properties in a slowly-varying conduit of arbitrary cross-section and wall profiles subjected to no-slip boundary condition on the walls. A schematic illustration of this channel is plotted in Fig. 1. Finding an exact analytical solution for such a problem is highly unlikely, but approximations can be obtained for a long channel in the form of a series in terms of a small perturbation parameter, ε. The idea is to take the advantage of the fact that variation in the direction of flow, x, is gradual compared to variation in the orthogonal directions; y and z. With ε is small, a regular perturbation expansion for both velocity and pressure fields can be written as [2]:

\[ (u, v, w, \rho) = \sum_{n=0}^{\infty} \varepsilon^n (u_n, v_n, w_n, \rho_n), \]

(1)

where \( u, v, w \) are the velocity components and \( \rho \) is the pressure. The well-known perturbation approach [23–25] provides a method to
obtain the values of \( \mu_0, \rho_0, W_0 \) and \( p_0 \) by substituting Eq. (1) into the momentum and mass conservation equations. Finding \( \mu_0, \rho_0, W_0 \), and \( p_0 \) for the general case of three dimensional flows in arbitrary cross-section channels is impractical. Here, we use the perturbation solution of fluid flow in a slowly-varying tube of elliptical cross-section which is developed by Wild et al. [27] to propose a general model for arbitrary cross-section microchannels with a given wall profile. Elliptical cross-section is selected not because it is likely to occur in practice, but rather to utilize the unique geometrical property of its velocity solution.

Under the assumption of \( \epsilon^2 \ll 1 \) where \( \epsilon = a_0/L_0 \) is the hydraulic radius of a reference straight tube with the length of \( L_0 \), using the perturbation solution of Wild et al. [27], and after some rearrangements, the local pressure gradient for a slowly-varying conduit of elliptical cross-section can be obtained from the following relationship:

\[
\Delta p = \frac{4\mu(b^2(x) + a^2(x))}{\pi a(x)b(x)} \frac{dA(x)}{dx} - \frac{2\rho}{A^2(x)} Q \left( \frac{dA(x)}{dx} \right)^2.
\]

(2)

where \( a(x) \) and \( b(x) \) are the channel local half-major and half-minor axes, respectively; \( Q \) is the volumetric flow rate; \( A(x) \) is the local cross-sectional area; \( \mu \) is the fluid viscosity; and \( \rho \)is the fluid density. For simplicity, we drop all \( (x) \) after this point. Noting Eq. (2), the followings can be concluded:

- The pressure gradient at each axial location can be obtained from the superposition of the frictional and the inertia terms.
- The frictional term in Eq. (2) resembles the laminar fully-developed flow in a straight channel of elliptical cross-section [39] and is a function of the major and minor axes of the ellipse. This is analogous to the lubrication approximation. One can follow the same steps introduced by Bahrami et al. [35] to obtain the local pressure gradient for slowly-varying microchannels of arbitrary cross-section.
- The inertia term only depends on \( dA/dx \) and the cross-sectional area but not the cross-sectional shape of the channel. In a converging channel, \( dA/dx < 0 \), the inertia term takes a positive value while for a diverging channel, \( dA/dx > 0 \), the inertia term is negative.
- The inertia term will vanish for any periodic profile, \( dA(x)/dx = 0 \). This is because the higher orders of the perturbation expansion are neglected, i.e., \( \epsilon^2 \ll 1 \). It has been shown for simple geometries that the inertial pressure drop in a periodic channel will be non-negligible for sufficiently high Reynolds numbers or when the higher order terms in the perturbation expansion, i.e., Eq. (1), becomes significant [26,37].

Using Eq. (2), the local Poiseuille number based on an arbitrary length scale of \( \mathcal{L} \) for slowly-varying microchannels of elliptical cross-section, \( fRe_y \), takes the following form:

\[
fRe_y = \frac{\sqrt{\mathcal{L}}}{\mu} \left[ \frac{\epsilon^2}{4} \left( \frac{Q}{\epsilon^2} \right) \right]^{1/2},
\]

(3)

where

\[
\epsilon = \frac{b/a}{L_0} \ll 1
\]

(4)

and

\[
f = \frac{(-dp/dx)}{Q} \left( \frac{1}{2\rho} \right) \left( \frac{A^2}{I_\epsilon} \right).
\]

(5)

\[
Re_y = \frac{\sqrt{\mathcal{L}}}{\mu},
\]

(6)

where \( U \) is the local average velocity, \( \mathcal{L} \) is the local cross-sectional perimeter, and \( I_{\epsilon} = L_x^2/\mathcal{L} \) with \( L_x = L_x(y^2 + z^2)dy \) is called the specific polar moment of cross-sectional inertia [35] and can be obtained from the following relationship for an elliptical cross-section:

\[
\frac{1}{\epsilon^2} = \frac{1}{4\pi} \frac{dA}{dx}.
\]

(7)

where \( 0 < \epsilon = b/a \leq 1 \) is the aspect ratio of the channel cross-section such that the \( \epsilon = 1 \) leads to the circular cross-section. For other cross-sectional geometries such as rectangular, rhombic, trapezoidal, moon-shaped, triangular, circular segment, and annular sector, a comprehensive list of relationships can be found in Refs [35,40].

Consistent with the model developed by Bahrami et al. [35] for straight microchannels of arbitrary cross-section, the present approximate model postulates that for constant fluid properties and flow rate in a variable cross-section channel, the local \( fRe_y \) for an arbitrary cross-section channel is only a function of the local specific polar moment of cross-sectional area, \( I_{\epsilon} \), \( \mathcal{L} / \mathcal{L} \) and the ratio of \( (A^2 dA)/dx \).

Selection of the characteristic length scale is an arbitrary choice and will not affect the final solution. However, a more appropriate length scale leads to more consistent and similar results, especially when general cross sections are considered. For instance, a circular duct is fully described by its diameter; thus the obvious length scale is the diameter (or radius). For non-circular cross sections, the selection is not as clear. Possible length scales are: (i) the hydraulic diameter \( D_h = 4A/\mathcal{L} \), which has been conventionally used in many textbooks [39], (ii) effective radius defined as the average between the radius of largest inscribed circle and the radius of the circle with same area [41], (iii) the square root of the cross-sectional area, \( \sqrt{A} \), which has been widely used for non-circular heat...
It should be noted that one can convert the Poiseuille number based on different length scales using the following relationships:

\[ f_{Re_r} = \frac{\sqrt{A}}{\Gamma} f_{Re_f}, \]

\[ f_{Re_D} = \frac{4A}{\Gamma^2} f_{Re_f}. \]

For many applications, it is desired to calculate the total flow resistance of the channel. Using Eqs. (4) and (8) and integrating over the length of the channel, the total flow resistance of a slowly-varying microchannel of arbitrary cross-section, shown in Fig. 1, can be obtained from the following relationship:

\[ R = \frac{4p}{Q} = \frac{16\pi^2 \mu}{L} \int_{x_1}^{x_2} \frac{dA}{dx} dx + \rho Q \left( \frac{1}{A_{x_1}^2} - \frac{1}{A_{x_2}^2} \right), \]

where \( A_{x_1}^2 \) and \( A_{x_2}^2 \) are the microchannel cross-sectional area at \( x_1 \) and \( x_2 \) locations, respectively. It is beneficial to normalize the flow

![Diagram](image-url)
resistance with that of a straight reference channel with the specific polar momentum of inertia of \( I_{p,0} \), length of \( L \), and cross-sectional area of \( A_0 \). Thus:

\[
R^* = \frac{R}{R_0} = \frac{\int_{A_1}^{A_2} \frac{I_p}{A^2} \, dx}{\frac{1}{A_2^2} \int_{x_1}^{x_2} \frac{1}{A_2^2} \, dx} \cdot \frac{R_{e,0}}{R_{e,0}} + \frac{R_{e,0}}{R_{e,0}} \left( \frac{A_0}{L} \right) \left( \frac{1}{A_2^2} - \frac{1}{A_1^2} \right).
\]  

(11)

where \( x' = x/L \), \( A'_1 = A_1/A_0 \) and \( A'_2 = A_2/A_0 \). In Eq. (11), \( R_0 \) is the perimeter of the reference channel cross-section; \( R_{e,0} = \rho Q T_0 / \mu A_0 \); and \( R'_j \) can be computed from the following relationship [35]:

\[
R_0 = 16 \pi^2 \mu \frac{A_0}{L}. \quad (12)
\]

Eq. (11) is a general relationship that accounts for both frictional and inertial effects on the flow resistance of fluid flow in slowly-varying microchannels of arbitrary cross-section. Dividing both sides of Eq. (11) by the frictional flow resistance, \( R'_j \), one obtains:

\[
\frac{R^*}{R'_j} = 1 + \frac{R_{e,0}}{R_{e,0}} \left( \frac{A_0}{L} \right) \left( \frac{1}{A_2^2} - \frac{1}{A_1^2} \right).
\]

(13)

Eq. (13) can be rearranged as follows:

\[
\frac{R^*}{R'_j} = 1 + \phi R_{e,0}.
\]

(14)

The dimensionless parameter \( \phi \) appears in Eq. (14) is purely geometrical and defined as follows:

\[
\phi = \frac{1}{16 \pi^2} \int_{x_1}^{x_2} \frac{I_p}{A^2} \, dx \left( \frac{A_0}{L} \right) \left( \frac{1}{A_2^2} - \frac{1}{A_1^2} \right).
\]

(15)

Eq. (14) implies that the inertia term in a slowly-varying microchannel can be neglected under the following condition:

\[
\phi R_{e,0} \ll 1.
\]

(16)

3. Experimental procedure

3.1. Chemicals and materials

Distilled water was used as the testing liquid. SU-8 photoresist (Microchem, Newton, MA) and diacetone-alcohol developer solution (Sigma-Aldrich, St. Louis, MO) were used in the making of the positive relief masters by the procedure outlined below. Polydimethylsiloxane (PDMS) casts were prepared by thoroughly mixing the base and curing agent at a 10:1 ratio as per the manufacturer's instructions for the Sylgard 184 silicon elastomer kit (Dow Corning, Midland, MI).

3.2. Microfabrication

The PDMS/PDMS converging–diverging and reference straight microchannels were manufactured using the soft lithography technique [44]. Briefly, photomasks were designed by AutoCAD software (www.usa.autodesk.com) and printed with a 3500dpi printer (Island graphics Ltd., Victoria, BC). Masters containing the desired module pattern were then fabricated on the same master. Prior to the spin coating of SU-8, the glass slide was cleaned with isopropyl alcohol (IPA) and dried by high pressure air. The photoresist film was then hardened through a two-stage direct contact pre-exposure bake procedure (65 °C for 5 min and 95 °C for 30 min) and exposed to UV light for 100 s through the mask containing the channel pattern. A two stage post-exposure bake procedure (65 °C for 5 min, 95 °C for 30 min) was then used to enhance cross-linking in the exposed portion of the film. The slide was then placed in quiescent developer solution for 10 min to dissolve the unexposed photoresist, leaving a positive relief containing the microchannel pattern. Liquid PDMS was then poured over the master and exposed to vacuum condition (1 h) to extract all the bubbles in it and cured at 85 °C for 15 – 20 min yielding a negative cast of the microchannel pattern. An enclosed microchannel was then formed by bonding the PDMS cast with another piece of PDMS via plasma treatment.

Each variable cross-section microchannel contained ten converging–diverging modules with linearly varying wall with the module length of 3 mm ± 0.02 mm.

Dimensions of the channel were measured by an image processing method described in [38]. Briefly, an inverted microscope (Unicron, Commmack, NY) equipped with 5 X, 0.12 N.A. and 10 X, 0.4 N.A. objectives and a CCD camera was used. The low magnification objective was used to measure the length of each module, Images of the channels were taken at three different locations and then imported into an image processing software (Zarco video toolbox, Ver. 1.65), which was calibrated with an optical ruler (Edmund optics, Barrington, NJ), to measure the in-plane geometrical parameters. For each microchannel, average values are reported. To determine the channel depth, the pressure drop along each straight reference channel was measured using the method described later and Eq. (12) with constant geometrical parameters was used to compute the channel depth. The geometrical parameters are reported in Table (1).

3.3. Experimental procedure

Schematic diagram of the experimental setup is depicted in Fig. 3. Controlled measurements of the flow resistance for flow through a microchannel were performed using a syringe pump (Harvard Apparatus, Quebec, Canada) with Hamilton Gastight glass syringes, which provides a constant flow rate with the accuracy of ±0.5%. A range of Reynolds number from \( Re_{e,0} = 10 – 75 \) (corresponding Reynolds number based on the hydraulic diameter falls in the range of 2 – 15) was covered by changing the volumetric flow rate from 30 L/min to 100 µL/min.The accuracy of the nominal flow rate was independently evaluated by weighing the collected water over the elapsed time. It was observed that the relative difference between the measured and nominal flow rate was less than 4% in our experiments. This value is taken as the uncertainty in the flow rate readings. The pressure drop along the flow channel was measured using a gauge pressure transducer (Omega Inc., Laval) with the accuracy of ±0.004 psi (±30 Pa) and a nominal pressure range of 0 – 5 psi. This pressure sensor was connected to the entrance of the microchannel using a 1 cm-long piece of plastic tubing with an inner diameter of 3 mm. From the exit of the microchannel, 2 cm of the same kind of plastic tubing released the fluid into a waste container at atmospheric pressure. The contribution of the connecting tube is calculated to be less than 0.01% of the total measured pressure drop. Measured pressure was monitored and recorded with a computerized data acquisition system (Labview 8.5, National Instrument, www.ni.com). The flow was considered to have reached a steady state condition when the readings of the pressure drop did not change with time. Due to the fluctuations of the volumetric flow rate provided by the syringe pump and formation of the droplets at the tube exit, periodic pressure fluctuations were observed in the pressure vs. time graph, even for the steady-state condition. Average values of these fluctuations are considered in this experiment. For a given channel, the measurement of pressure drop was repeated three times for each
flow rate to ensure the reproducibility of the results. An arithmetic averaging method [45] was performed to determine the final results. The maximum difference between the averaged and the actual values was observed to be less than 1.5%. In this experiment the effects of the developing length, minor losses, viscous heating and channel deformation were neglected [38]. The experimental values of $R_f^*$ were computed from the following relationship:

$$R_f^* = \frac{(\Delta p/Q)}{(\Delta p/Q)_0}$$

where the parameters with "0" subscript correspond to the measured flow resistance of the reference straight channel. The uncertainty associated with the measured $R_f^*$ is calculated from the following relationship [45]:

$$\frac{\psi_{f}^*}{R^*} = \left[ \left( \frac{\psi_{\Delta p}}{\Delta p} \right)^2 + \left( \frac{\psi_Q}{Q} \right)^2 \right]^{1/2}$$

where $\psi_{f}^*/R^*$ is the relative uncertainty of the dimensionless flow resistance, $\psi_{\Delta p}$ is the uncertainty associated with the pressure measurement is ±0.25% of the full scale, i.e., ±30 Pa, and $\psi_Q$ is the uncertainty associated with the flow rate provided by the syringe pump with $\psi_Q/Q = ±0.04$. The calculated uncertainties are reported as error bars in the experimental results.

**4. Results and discussion**

In this section, the present model is compared against the experimental data obtained in this work for stream-wise periodic channels of rectangular cross-section and numerical and experimental data collected from the work of Oliveira et al. [21] for a hyperbolic contraction.

The converging-diverging channels were fabricated with a linear wall profile defined as follows, see Fig. 4(a):

$$a(x) = \begin{cases} \frac{1}{2} & -1/2 \leq x \leq 0, \\ 1 + \frac{x}{3} & 0 \leq x \leq 1/2, \end{cases}$$

where the origin is located at the channel throat, $a^*$ is the channel with normalized with respect to the straight reference channel with the with of $a_0$: $x^* = x/L$. is the normalized coordinate in the axial dimension with respect to the module length of $L$; $\xi = \delta/a_0$ is the deviation parameter which shows the amount of deviation from a straight channel with the average width of $a_0$. For such a geometry, the inertia term in Eq. (11) is eliminated because $A^* = A$.

Specific polar moment of inertia for a rectangular cross-section microchannel can be obtained from Ref. [40]; thus one can calculate the ratio of $I_p^*/I_p^0$ as follows:

$$\frac{I_p^*/I_p^0} = \frac{\alpha^* + \epsilon_2^3}{\alpha(1 + \epsilon_2^3)}$$

where similar to an elliptical cross-section channel, $\epsilon = b/a$, is the local channel aspect ratio, $\epsilon_0 = b/a_0$ is the aspect ratio of the straight reference channel, and $\alpha$. Dimensionless cross-sectional area for a rectangular cross-section can be obtained from the following relationship:

$$A^* = \alpha^*,$$

where the ratio of $\alpha/a_0$ can be obtained from Eq. (19). Substituting Eqs. (21) and (20) into Eq. (11) gives:

$$R^* = \int_{-1/2}^{1/2} \frac{\alpha^* + \epsilon_2^3}{1 + \epsilon_2^3} dx^*,$$

Fig. 4. Schematic of the studied wall geometries: (a) stream-wise periodic wall with linear profile and (b) hyperbolic contraction.
Integrating Eq. (22) and after some simplifications, the dimensionless flow resistance of a rectangular microchannel cross-section with a linear wall profile can be obtained from the following relationship:

$$R^* = \frac{2 \varepsilon_0^2 + (1 - \varepsilon_0^2) \ln \left( \frac{1 + \varepsilon_0^2}{1 - \varepsilon_0^2} \right)}{2 \varepsilon_0^2 \varepsilon_1^2 (1 + \varepsilon_0^2)}.$$  (23)

Fig. 5(a) shows the variation of experimental data for $R^*$ with Reynolds number. For clarity, the results are only plotted for three samples. The geometrical parameters for each channel are shown in the plot. In agreement with the proposed theory, the trend of data shows that $R^*$ is an independent function of the Reynolds number. Thus for each microchannel, the average value of $R^*$ over the Reynolds number is taken and plotted against the values obtained from the compact relationship of Eq. (23) in Fig. 5(b). Good agreement between the model and experimental results can be observed.

A hyperbolic contraction as shown in Fig. 4(b) is defined as follows:

$$a^* = a(x')/a_{\max} = \frac{1}{1 + (\beta - 1)x'},$$  (24)

where $a^*$ is the channel with normalized with respect to the maximum width of $a_{\max}$. $a = a_{\max}/a_{\min}$ is the minimum width of the channel; and $L$ is the channel length. For such a geometry, both frictional and inertia terms exist. Following the same steps explained for the linearly varying wall microchannel the total dimensionless flow resistance can be obtained from the following compact relationship:

$$R^* = \frac{2(\beta - 1)^2 + (\beta^2 + 1)(\varepsilon_0 \ln \beta)^2}{4(\beta - 1)^2(1 + \varepsilon_0^2)} \left( \beta + 1 \ln \beta \right) \ln \left( \frac{1 + \varepsilon_0^2}{1 - \varepsilon_0^2} \right) + \frac{3(\beta + 1)\ln \beta^2 \varepsilon_0 \sqrt{\varepsilon_0}}{16\varepsilon_0^2 (\beta - 1)(1 + \varepsilon_0^2)(1 + \varepsilon_0)} R e_{\phi}.  \quad (25)$$

Fig. 6 shows the comparison between the experimental and numerical data obtained by Oliveira et al. [21] for a hyperbolic contraction defined by Eq. (24) with rectangular cross-section and the proposed model, Eq. (14). The geometrical and flow conditions used by Oliveira et al. [21] are listed in Table (2). The present model illustrates good agreement with the data; the relative difference between the data and the compact relationship of Eq. (25) is less than 8%. Three regions can be identified in Fig. 6 based on the value dimensionless parameter $A = \Phi R e_{\phi}$:

(i) Friction dominated, $A \ll 1$, the flow is purely frictional and the lubrication theory gives accurate prediction of the pressure drop.

(ii) Transitional, $A \sim O(1)$, both frictional and inertial effects should be taken into account.

(iii) Inertia dominated, $A \gg 1$, the inertial effect is dominant, thus the effect of wall profile becomes negligible and the flow resistance can be obtained by computing the cross-section geometrical parameters for the reference channel.

| Table 2 |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Parameter      | $\sigma_{\text{max}}$ | $\sigma_{\text{min}}$ | $b$ | $R_0$ | $L$ | $\varepsilon_0$ | $\beta$ | $R e_{\phi}$ |
| Value          | 400              | 19.9             | 46  | 217  | 382 | 0.7             | 20.1   | 20-160        |
inlet and outlet cross-sectional area, and the Reynolds number, see Eq. (11).

As an example, the data obtained from [21] fall in the transitional region which means that considering the lubrication approximation will lead to an underprediction of the pressure drop. One should note that for a stream-wise periodic geometry, the inlet and outlet cross-sectional areas for one module are the same, thus \( A = 0 \) and the inertial effect through the entire module of a converging–diverging channel becomes negligible.

5. Summary and conclusions

The pressure drop of single phase flow in slowly-varying microchannels of arbitrary cross-section has been investigated in this study. Starting from the available perturbation solution of an elliptical cross-section and assuming that the second and higher order perturbation terms are negligible, a general approximate model has been developed. The proposed model presents improved accuracy over the lubrication approximation by taking the inertial effect into account. An independent experimental study has been conducted for microchannels with stream-wise periodic geometry and rectangular cross-section. Experimental results have been used to verify the proposed model. Further validation is performed by comparing the model with the numerical and experimental data collected from the literature for a hyperbolic contraction. The highlights of this study are as follows:

- Selection of the characteristic length scale does not affect the flow regime or pressure drop. Using the cross-sectional perimeter or square root of area as a characteristic length scale in the definition of the Poiseuille number leads to a more consistent trend between different cross-sections. Since the cross-sectional perimeter gives better accuracy, it has been used as the characteristic length scale through our analysis.

- For a slowly-varying microchannel of arbitrary cross-section, the Poiseuille number of laminar flow of a fluid with constant properties can be obtained from the superposition of frictional and inertial terms. A dimensionless parameter is introduced to determine the importance of each term.

- Comparison with experimental and numerical results shows good agreement between the proposed model and the collected data. It has been observed that for a hyperbolic contraction, using the lubrication approximation underestimates the pressure drop. However, taking the inertia term into account by the proposed model gives excellent improvement over the lubrication approximation.
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Appendix G

Uncertainty analysis

Suppose a set of measurements is made and the result, \( R \), is a given function of independent variables \( x_1, x_2, x_3, \ldots, x_n \). Thus,

\[
R = R(x_1, x_2, x_3, \ldots, x_n)
\]  

(G.1)

To calculate the uncertainty associated with the experimental measurements, \( \omega_R \), the following relationship can be used [1]

\[
\omega_R = \left[ \sum \left( \frac{\partial R}{\partial x_i} \omega_i \right)^2 \right]^{1/2}
\]  

(G.2)

where \( \omega_i \) is the uncertainty of the independent variable of \( x_i \). In the cases that the result function, Eq. (G.1), takes the form of a product of the respective independent variables, i.e.,

\[
R = x_1^{a_1} x_2^{a_2} x_3^{a_3} \ldots x_n^{a_n}
\]  

(G.3)

the relative uncertainty, \( \frac{\omega_R}{R} \), takes the following simple form

\[
\frac{\omega_R}{R} = \left[ \sum \left( \frac{a_i}{x_i} \omega_i \right)^2 \right]^{1/2}
\]  

(G.4)

For the case that the result function, \( R \), cannot be written as an explicit function of independent variables, one can use the following relationship to estimate the uncertainty


associated with the measurements [2]

\[
\frac{\omega_R}{R} = \left[ \sum \left( \frac{\omega_i}{x_i} \right)^2 \right]^{1/2} \tag{G.5}
\]

**G.1 Uncertainty analysis for pressure measurements for straight microchannels of rectangular cross-section**

Pressure drop in its dimensionless form is usually referred to as the Poiseuille, \( fRe \), which can be obtained from [3]

\[
fRe = \frac{4}{\mu Q} \left( \frac{A^2 \sqrt{A}}{L \Gamma} \right) \Delta p \tag{G.6}
\]

where, \( fRe \) is defined based on the square root of cross-sectional area, \( \sqrt{A} \), as the characteristic length scale, \( \mu \) is the viscosity, \( Q \) is the volumetric flow rate, \( L \) is the channel length, \( \Gamma \) is the wetted perimeter, and \( \Delta p \) is the measured pressure drop along the channel.

Using Eq. (G.3), the relative uncertainty associated with \( fRe \) can be obtained from the following relationship [3]

\[
\frac{\omega_{fRe}}{fRe} = \sqrt{\left( \frac{\omega_{\Delta p}}{\Delta p} \right)^2 + \left( \frac{\omega_L}{L} \right)^2 + \left( \frac{\omega_{\Gamma}}{\Gamma} \right)^2 + \frac{25}{4} \left( \frac{\omega_A}{A} \right)^2 + \left( \frac{\omega_Q}{Q} \right)^2} \tag{G.7}
\]

where \( \omega_A/A \) and \( \omega_{\Gamma}/\Gamma \) are the relative uncertainties associated with the cross-sectional area and wetted perimeter, respectively and can be obtained from the following relationships [3]:

\[
\frac{\omega_A}{A} = 4 \sqrt{(H \omega_W)^2 + (W \omega_H)^2} \tag{G.8}
\]

\[
\frac{\omega_{\Gamma}}{\Gamma} = 4 \sqrt{\omega_W^2 + \omega_H^2} \tag{G.9}
\]

where \( \omega_W \) and \( \omega_H \) are the uncertainties in the measurement of channel width and height, respectively. Table G.1 lists the uncertainties associated with the measured parameters in
Table G.1: Uncertainty values in measured parameters in the pressure measurement in straight channels of rectangular cross-section.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Maximum uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta P_{\text{measured}}$</td>
<td>$\pm 0.0375 \text{ psi (} \pm 258 \text{ pa}$</td>
</tr>
<tr>
<td>$L$</td>
<td>$\pm 0.02 \text{ mm}$</td>
</tr>
<tr>
<td>$W$</td>
<td>$\pm 3.6 \mu\text{m}$</td>
</tr>
<tr>
<td>$H$</td>
<td>$\pm 3.6 \mu\text{m}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>$\pm 0.5% \text{ of the measurement}$</td>
</tr>
</tbody>
</table>

Table G.2: Uncertainty values of experimental Poiseuille number for tested microchannels.

<table>
<thead>
<tr>
<th>Microchannel</th>
<th>Maximum uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td># PPR-0.13</td>
<td>8.7%</td>
</tr>
<tr>
<td># PPR-0.17</td>
<td>9.3%</td>
</tr>
<tr>
<td># PPR-0.4</td>
<td>8.9%</td>
</tr>
<tr>
<td># PPR-0.6</td>
<td>9.3%</td>
</tr>
<tr>
<td># PPR-0.76</td>
<td>11.1%</td>
</tr>
</tbody>
</table>

the experiment performed for pressure measurement in straight microchannels of rectangular cross-section [my paper]. Table G.2 shows the maximum uncertainty associated for the $fRe$ in different samples.

For the variable cross-section microchannels, dimensionless flow resistance defined as follows is reported [4]:

$$R^*_{\text{exp}} = \frac{\left(\frac{\Delta p}{Q}\right)_{\text{variable}}}{\left(\frac{\Delta p}{Q}\right)_{\text{straight}}} \quad (G.10)$$

The uncertainty associated with the dimensionless flow resistance, $R^*_{\text{exp}}$, can be obtained from the following relationship

$$\frac{\omega_R}{R} = \sqrt{\left(\frac{\omega_{\Delta p}}{\Delta p}\right)^2 + \left(\frac{\omega_Q}{Q}\right)^2} \quad (G.11)$$
Table G.3: Uncertainty values in measured parameters in the pressure measurement in variable cross-section channels of rectangular cross-section.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Maximum uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta P_{measured}$</td>
<td>$\pm 0.004$ psi ($\pm 30$ pa)</td>
</tr>
<tr>
<td>$Q$</td>
<td>$\pm 0.5%$ of the measurement</td>
</tr>
</tbody>
</table>

Table G.3 shows the uncertainty associated with the measured parameters. The uncertainty calculated for this experiment was less than 5%.

G.2 Uncertainty analysis for groove depth measurements

The groove depth, $d_g$, is a complex function of laser power, $q$, beam speed, $U$, spot size, $d_s$, thermal diffusivity, $\alpha$, and absorption coefficient, $\gamma$:

$$d_g = f(q, U, d_s, \alpha, \gamma)$$  \hspace{1cm} (G.12)

Using Eq. (G.5), the following relationship can be used to estimate the uncertainty associated with the measured depth

$$\frac{\omega_{d_g}}{d_g} = \sqrt{\left(\frac{\omega_q}{q}\right)^2 + \left(\frac{\omega_U}{U}\right)^2 + \left(\frac{\omega_{d_s}}{d_s}\right)^2 + \left(\frac{\omega_\alpha}{\alpha}\right)^2 + \left(\frac{\omega_\gamma}{\gamma}\right)^2}$$  \hspace{1cm} (G.13)

Table G.4: Estimated uncertainty of involving parameters in the experimental test.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Maximum uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_q/q$</td>
<td>11.1%</td>
</tr>
<tr>
<td>$\omega_U/U$</td>
<td>2.0%</td>
</tr>
<tr>
<td>$\omega_{d_s}/d_s$</td>
<td>3.9%</td>
</tr>
<tr>
<td>$\omega_\alpha/\alpha$</td>
<td>5.0%</td>
</tr>
<tr>
<td>$\omega_\gamma/\gamma$</td>
<td>5.0%</td>
</tr>
</tbody>
</table>
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Appendix H

Experimental and numerical data
APPENDIX H. EXPERIMENTAL AND NUMERICAL DATA

This appendix contains the experimental and numerical data obtained in the present study.

Table H.1: Variation of Poiseuille number versus Reynolds number in straight channels of rectangular cross-section.

<table>
<thead>
<tr>
<th>Sample#</th>
<th>PPR-0.13</th>
<th>PPR-0.17</th>
<th>PPR-0.4</th>
<th>PPR-0.6</th>
<th>PPR-0.76</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Re_{\sqrt{A}} )</td>
<td>2.25</td>
<td>3.35</td>
<td>4.50</td>
<td>5.74</td>
<td>6.94</td>
</tr>
<tr>
<td>( fRe_{\sqrt{A}} )</td>
<td>0.84</td>
<td>0.92</td>
<td>0.86</td>
<td>0.99</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table H.2: Variation of Poiseuille number versus Reynolds number in straight channels of rectangular cross-section.

<table>
<thead>
<tr>
<th>aspect ratio, ( \varepsilon )</th>
<th>0.13</th>
<th>0.17</th>
<th>0.4</th>
<th>0.6</th>
<th>0.76</th>
</tr>
</thead>
<tbody>
<tr>
<td>( fRe_{\sqrt{A}} )</td>
<td>28.70</td>
<td>27.16</td>
<td>16.67</td>
<td>15.00</td>
<td>12.87</td>
</tr>
</tbody>
</table>
Table H.3: Variation of Poiseuille number versus Reynolds number in straight channels of rectangular cross-section.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>$\xi$</th>
<th>$\varepsilon_0$</th>
<th>$R_{\text{mod.}}^*$</th>
<th>$R_{\text{exp.}}^*$</th>
<th>$(R_{\text{mod.}}^* - R_{\text{exp.}}^<em>) / R_{\text{mod.}}^</em> \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.09</td>
<td>0.09</td>
<td>1.10</td>
<td>1.11</td>
<td>+0.91</td>
</tr>
<tr>
<td>2</td>
<td>0.27</td>
<td>0.25</td>
<td>1.34</td>
<td>1.32</td>
<td>-1.42</td>
</tr>
<tr>
<td>3</td>
<td>0.42</td>
<td>0.22</td>
<td>1.58</td>
<td>1.62</td>
<td>+2.53</td>
</tr>
<tr>
<td>4</td>
<td>0.42</td>
<td>0.32</td>
<td>1.65</td>
<td>1.58</td>
<td>-4.24</td>
</tr>
<tr>
<td>5</td>
<td>0.53</td>
<td>0.33</td>
<td>1.81</td>
<td>1.83</td>
<td>+1.05</td>
</tr>
</tbody>
</table>

Table H.4: Comparison of the proposed model and the numerical results.

<table>
<thead>
<tr>
<th>$\phi = 2^\circ$</th>
<th>$Re = 1$</th>
<th>$Re = 10$</th>
<th>$Re = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{\text{mod.}}/a_{\text{max}}$</td>
<td>model</td>
<td>numerical</td>
<td>difference%</td>
</tr>
<tr>
<td>0.5</td>
<td>4.67</td>
<td>4.59</td>
<td>-1.7</td>
</tr>
<tr>
<td>0.6</td>
<td>3.02</td>
<td>2.97</td>
<td>-1.7</td>
</tr>
<tr>
<td>0.7</td>
<td>2.13</td>
<td>2.09</td>
<td>-1.7</td>
</tr>
<tr>
<td>0.8</td>
<td>1.59</td>
<td>1.56</td>
<td>-1.8</td>
</tr>
<tr>
<td>0.9</td>
<td>1.24</td>
<td>1.21</td>
<td>-2.2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\phi = 7^\circ$</th>
<th>$Re = 1$</th>
<th>$Re = 10$</th>
<th>$Re = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{\text{mod.}}/a_{\text{max}}$</td>
<td>model</td>
<td>numerical</td>
<td>difference%</td>
</tr>
<tr>
<td>0.5</td>
<td>4.67</td>
<td>4.67</td>
<td>0</td>
</tr>
<tr>
<td>0.6</td>
<td>3.02</td>
<td>3.02</td>
<td>0</td>
</tr>
<tr>
<td>0.7</td>
<td>2.13</td>
<td>2.12</td>
<td>-0.2</td>
</tr>
<tr>
<td>0.8</td>
<td>1.59</td>
<td>1.58</td>
<td>-0.2</td>
</tr>
<tr>
<td>0.9</td>
<td>1.24</td>
<td>1.24</td>
<td>-0.6</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\phi = 15^\circ$</th>
<th>$Re = 1$</th>
<th>$Re = 10$</th>
<th>$Re = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{\text{mod.}}/a_{\text{max}}$</td>
<td>model</td>
<td>numerical</td>
<td>difference%</td>
</tr>
<tr>
<td>0.5</td>
<td>4.67</td>
<td>5.01</td>
<td>+7.3</td>
</tr>
<tr>
<td>0.6</td>
<td>3.02</td>
<td>3.24</td>
<td>+7.3</td>
</tr>
<tr>
<td>0.7</td>
<td>2.13</td>
<td>2.26</td>
<td>+6.2</td>
</tr>
<tr>
<td>0.8</td>
<td>1.59</td>
<td>1.67</td>
<td>+5.4</td>
</tr>
<tr>
<td>0.9</td>
<td>1.24</td>
<td>1.28</td>
<td>+3.4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
APPENDIX H. EXPERIMENTAL AND NUMERICAL DATA

Table H.5: Variation of the channel depth in micrometer with the beam speed for two typical constant beam powers.

<table>
<thead>
<tr>
<th>( U^* )</th>
<th>( P^* = 0.2 )</th>
<th>( P^* = 0.4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>157</td>
<td>212</td>
</tr>
<tr>
<td>0.5</td>
<td>142</td>
<td>177</td>
</tr>
<tr>
<td>0.7</td>
<td>121</td>
<td>164</td>
</tr>
<tr>
<td>0.8</td>
<td>131</td>
<td>150</td>
</tr>
</tbody>
</table>

Table H.6: Variation of the channel depth in micrometer with the beam power for constant beam speed.

<table>
<thead>
<tr>
<th>( P^* )</th>
<th>( U^* = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>90</td>
</tr>
<tr>
<td>0.3</td>
<td>118</td>
</tr>
<tr>
<td>0.4</td>
<td>141</td>
</tr>
<tr>
<td>0.6</td>
<td>156</td>
</tr>
<tr>
<td>0.7</td>
<td>160</td>
</tr>
</tbody>
</table>

Table H.7: Variation of maximum temperature rise versus time for a typical heater width of 1.5 mm.

<table>
<thead>
<tr>
<th>time [s]</th>
<th>( T_{\text{max}} [\text{°C}] )</th>
<th>( \Delta T_{\text{max}} [\text{°C}] )</th>
<th>( T_{\text{max}} [\text{°C}] )</th>
<th>( \Delta T_{\text{max}} [\text{°C}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>29.1</td>
<td>-0.9</td>
<td>53.4</td>
<td>23.4</td>
</tr>
<tr>
<td>2</td>
<td>29.3</td>
<td>-0.7</td>
<td>50.1</td>
<td>20.1</td>
</tr>
<tr>
<td>4</td>
<td>31.9</td>
<td>1.9</td>
<td>48.4</td>
<td>18.4</td>
</tr>
<tr>
<td>6</td>
<td>33.9</td>
<td>3.9</td>
<td>44.3</td>
<td>14.4</td>
</tr>
<tr>
<td>8</td>
<td>36.1</td>
<td>6.1</td>
<td>40.0</td>
<td>10.0</td>
</tr>
<tr>
<td>10</td>
<td>38.5</td>
<td>8.5</td>
<td>39.9</td>
<td>9.9</td>
</tr>
<tr>
<td>12</td>
<td>39.0</td>
<td>9.0</td>
<td>36.9</td>
<td>6.9</td>
</tr>
<tr>
<td>14</td>
<td>42.2</td>
<td>12.2</td>
<td>36.1</td>
<td>5.1</td>
</tr>
<tr>
<td>16</td>
<td>45.5</td>
<td>15.5</td>
<td>33.3</td>
<td>3.3</td>
</tr>
<tr>
<td>18</td>
<td>45.9</td>
<td>15.9</td>
<td>36.1</td>
<td>6.1</td>
</tr>
<tr>
<td>20</td>
<td>46.9</td>
<td>16.9</td>
<td>33.9</td>
<td>3.9</td>
</tr>
<tr>
<td>22</td>
<td>46.6</td>
<td>16.6</td>
<td>31.3</td>
<td>1.3</td>
</tr>
<tr>
<td>24</td>
<td>48.0</td>
<td>18.0</td>
<td>31.7</td>
<td>1.7</td>
</tr>
<tr>
<td>26</td>
<td>49.5</td>
<td>19.5</td>
<td>32.7</td>
<td>2.7</td>
</tr>
<tr>
<td>28</td>
<td>47.5</td>
<td>17.5</td>
<td>32.3</td>
<td>2.3</td>
</tr>
<tr>
<td>30</td>
<td>47.2</td>
<td>17.2</td>
<td>33.3</td>
<td>3.3</td>
</tr>
<tr>
<td>32</td>
<td>48.1</td>
<td>18.1</td>
<td>30.4</td>
<td>0.4</td>
</tr>
<tr>
<td>34</td>
<td>47.6</td>
<td>17.6</td>
<td>31.7</td>
<td>1.7</td>
</tr>
<tr>
<td>36</td>
<td>48.2</td>
<td>18.2</td>
<td>30.9</td>
<td>0.9</td>
</tr>
<tr>
<td>38</td>
<td>47.4</td>
<td>17.4</td>
<td>33.6</td>
<td>3.6</td>
</tr>
<tr>
<td>40</td>
<td>49.9</td>
<td>19.9</td>
<td>30.4</td>
<td>0.4</td>
</tr>
<tr>
<td>42</td>
<td>49.2</td>
<td>19.2</td>
<td>30.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>
Table H.8: Peak sample concentration versus time for two focusing trials.

<table>
<thead>
<tr>
<th>time [s]</th>
<th>Trial 1</th>
<th>Trial 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>14.4</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>18.3</td>
<td>1.23</td>
</tr>
<tr>
<td>60</td>
<td>24.0</td>
<td>19.9</td>
</tr>
<tr>
<td>80</td>
<td>31.3</td>
<td>23.8</td>
</tr>
<tr>
<td>100</td>
<td>36.9</td>
<td>29.4</td>
</tr>
<tr>
<td>120</td>
<td>44.4</td>
<td>35.9</td>
</tr>
<tr>
<td>140</td>
<td>49.9</td>
<td>49.8</td>
</tr>
<tr>
<td>160</td>
<td>62.2</td>
<td>78.2</td>
</tr>
<tr>
<td>180</td>
<td>73.5</td>
<td>68.8</td>
</tr>
<tr>
<td>200</td>
<td>89.0</td>
<td>105.7</td>
</tr>
<tr>
<td>220</td>
<td>102.6</td>
<td>133.3</td>
</tr>
<tr>
<td>240</td>
<td>115.9</td>
<td>159.0</td>
</tr>
<tr>
<td>260</td>
<td>106.4</td>
<td>168.2</td>
</tr>
<tr>
<td>280</td>
<td>116.1</td>
<td>199.8</td>
</tr>
<tr>
<td>300</td>
<td>148.8</td>
<td>219.4</td>
</tr>
<tr>
<td>320</td>
<td>162.5</td>
<td>252.8</td>
</tr>
<tr>
<td>340</td>
<td>189.1</td>
<td>272.7</td>
</tr>
<tr>
<td>360</td>
<td>146.4</td>
<td>254.5</td>
</tr>
<tr>
<td>380</td>
<td>205.4</td>
<td>262.0</td>
</tr>
<tr>
<td>400</td>
<td>220.3</td>
<td>262.1</td>
</tr>
<tr>
<td>420</td>
<td>216.7</td>
<td>339.2</td>
</tr>
</tbody>
</table>