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Abstract

I analyze the effects of mothers' education, household income, and child mortality on completed fertility in South Africa, using the 1993 South Africa Integrated Household Survey. I estimate an individual fertility choice model using an OLS, a 2SLS, and a Poisson model. The 2SLS model accounts for the endogeneity of education, income, and child mortality; and the Poisson model accounts for the fact that fertility is a non-negative count variable. The point estimates are different enough between the three models to suggest that fertility should be estimated with a model that accounts for both fertility being a non-negative count variable and the explanatory variables being endogenous. My results are broadly consistent with the literature on determinants of fertility rates in developing countries.
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Introduction

High fertility rates in developing countries may be caused by the interaction of many aspects of poverty: high child mortality rates, minimal education levels, low incomes, lack of employment opportunities, the need for child labour, gender inequality, and lack of financial security. Poverty is characterized by low levels of nutrition, sanitation, and health care, which fosters the incidence of child mortality. High rates of child mortality, in turn, may increase fertility rates because parents want to replace lost children and insure against future losses. For low-income families, children can bring in much needed resources, for example by collecting fuel wood and water\(^1\), or through wages\(^2\). Lack of insurance and government provided old age security means parents must rely on their children to care for them when they are old. If parents are risk averse, they will desire more than a replacement number of children to ensure that enough will survive to take care of them in old age. Gender inequality and cultural norms influence fertility in three ways. First, boy-preference increases fertility when parents have a preferred number of male children. Second, women often have disproportionately less bargaining power in the household over fertility choices and contraceptive use. Third, in countries where women face few education and employment opportunities, the opportunity cost of their time is low, so the “price” of children is low, and parents will choose to have more children.

While high fertility is the result of underdevelopment, it is also a cause. High fertility rates pose a health risk to women and children, stretch already inadequate infrastructure and limited resources at the community and household level, and create

\(^1\) Aggarwal, Netanyahu, and Romano (2001)
\(^2\) Ramnathan (2001); and Boldrin, De Nardi, and Jones (2005)
dependency burdens, in which the workforce is burdened by the need to support a large population of children and adolescents. This means resources are spread out and there is less investment per child, at both the government and the household level, in children’s health and education. As a result, literacy levels remain low and morbidity remains high for the next generation, which in turn continues to experience high fertility rates. Low levels of education, high morbidity, population pressure on resources, and gender inequality are all pathways in the positive feedback system between high fertility and underdevelopment. High fertility and child mortality levels constitute an equilibrium in which many developing countries are trapped.

Econometric modeling of fertility choice must address two main problems: first, since the dependent variable is a non-negative count variable, an OLS model will not give the best fit because it may produce negative predicted values; and second, education, income, and child mortality may all influence fertility, but will be correlated with unobservable variables that also influence fertility. Both problems could result in inconsistent coefficient estimates.²

Fertility choice is highly correlated with unobservable individual characteristics and socio-economic community variables that affect access to education, infrastructure, and economic opportunities. South Africa provides an opportunity to try to control for the unobservable socioeconomic variables because its history of racial discrimination and apartheid government has created a socioeconomic environment clearly divided by ethnicity. By using race, language, and religion as proxy variables for socioeconomic conditions, much of the unobservable variation in fertility that is tied to education, income and child mortality can be controlled for.

² Wooldridge (2003)
South Africa has a colonial history that resulted in distinct divisions between its citizens, based on race and ethnicity. There were four racial groups recognized by the apartheid government: African, Coloured, Indian, and White. Before and during the apartheid era, Africans were largely confined to one of ten small reserves, or homelands, which were formed around chiefdoms. Coloureds originated out of the mixing of Africans and the white settlers; they were given a higher social status than Africans and formed their own cultural group concentrated mainly in the Cape province. Indians first arrived as indentured labourers, and have since kept to urban areas. Whites are divided into the original Dutch settlers, the Afrikaners; and descendents of English settlers.

This paper analyzes some of the determinants of fertility rates in South Africa, using 1993 household level data. In particular, I estimate the effects of mothers' education, income, and child mortality on completed fertility. Section 1 is a literature review; section 2 lays out the theoretical framework; section 3 outlines the estimation model; section 4 describes the data and gives summary statistics; section 5 specifies the estimation method; section 6 details the results; and section 7 concludes.
Section 1: Literature Discussion

Evidence of the significant effect of maternal education on fertility is extensive: see Breierova and Duflo (2004), Handa (2000), Kim (2004), and Singh (1994). Maternal education influences fertility though the opportunity cost of having children, the incidence of child mortality, intrahousehold bargaining power, income, and information processing.

Breierova and Duflo (2004) deal with the identification problem with mother’s education by constructing instrumental variables for parental education in Indonesia. They are able to do this by taking advantage of an extensive school construction program that occurred in the 1970s. Data on parents’ schooling, region of birth, and school construction locations allowed for estimates of parents schooling. They find that paternal and maternal education affect child mortality rates equally and significantly, but that maternal education matters more for reducing early fertility and increasing age at marriage. In a 2SLS model they find that each year of education reduces total number of children ever born by about 0.1.

Handa explores the effects of education on preferences for children and on the opportunity cost of mothers’ time in Jamaica. He compares the effects of maternal education in rural areas to urban areas, where there are more employment opportunities. Using a two stage least squares model to instrument for household expenditure and child mortality, he finds that the effect of secondary education on reducing fertility is much stronger in urban areas, even though desired number of children is the same in both areas. His estimates for the elasticity of fertility with respect to income are -0.10 for urban woman and -0.15 for rural women. For the elasticity of fertility with respect to education,
his estimates are -0.86 for urban women and -0.45 for rural women. His estimate for the fertility replacement response is close to 1, which could be expected in a country such as Jamaica where child mortality is low and parents may only respond to experienced child mortality rather than expected child mortality.

The relationship between fertility and child mortality is complex. Bhalotra and Soest (2005) focus on the biological relationship between fertility and child mortality in India. The neonatal death of a child shortens the interval until the next birth, because parents want to quickly replace the lost child and/or because of shortened post-partum amenorrhea. In turn, the risk of mortality for the next child increases, whether because the mother has not had time to physiologically or psychologically recuperate, or because the risk of child mortality increases with a mother’s total number of births. The authors use a dynamic panel data model that follows women and their children in India through the women’s complete fertility history and allows for control of household heterogeneity. They find that a neonatal death shortens the interval until the next birth by twenty per cent and increases the probability of a subsequent neonatal death by five per cent.

In a cross section analysis of developing countries, Singh tries to identify the impact of women’s human capital, use of contraception, and labour force participation on fertility rates. He finds that contraceptive use has a stronger impact on fertility than either labour force participation or education, although the effect of education becomes stronger when contraceptive use is left out of the regression equation. He suggests this means that education may influence fertility primarily through the use of contraceptives. This is consistent with Kim’s study of the effect of women’s education on birth spacing. Kim uses data from Indonesia to show that 77% of the change in the effect of education
on fertility from 1974 to 1990 can be explained by implementation of family planning programs. Kim concludes that maternal education works primarily through increasing women's ability to process information about contraceptive use.

Benefo and Schultz, in their 1994 study of the determinants of fertility and child mortality in Ghana and Cote d'Ivoire, find that household expenditures and child mortality do not pass the Hausman test for exogeneity. Therefore, they use a two stage least squares model to instrument for household expenditures and child mortality. For child mortality they use variables reflecting access to safe water and health care facilities; and for expenditure they use type of dwelling and material used on outside of dwelling. They find that, when mortality rates are not instrumented for, if the rate of child mortality doubles, a woman's fertility will increase by 0.09 in Ghana and 0.18 in Cote d'Ivoire. When child mortality is instrumented for, then the replacement response in both countries doubles; although, it changes sign in Cote d'Ivoire. For education, they find that additional years of schooling beyond primary school are associated with reduced fertility, although the estimates are not significant. Their coefficient estimates for the effects of each year of primary, secondary, and post secondary school on number of births are -0.05, -0.29, and -0.36 in Cote d'Ivoire; and -0.02, -0.15, and -0.11 in Ghana. They find that expenditures, without being instrumented, are insignificantly correlated with fertility in either country; but significant at the 10% level when instrumented. For Ghana the sign for the income coefficient is negative, while for Cote d'Ivoire it is positive.

Gangadharan and Maitra (2001) use the same data set as this paper to study fertility patterns in South Africa. They estimate a Poisson model to analyze the effects of income and education on fertility, both of which they treat as exogenous; and a 2SLS
model in which they include and instrument for child mortality. For the age group which I am studying they find that both education and income are negatively correlated with fertility. Their technique for instrumenting mortality is different from my study, in which I regress individual mortality rates on household and community variables. Gangadharan and Maitra regress mortality as a count variable on mortality rates and other exogenous variables.
Section 2: Theoretical Framework

For the theoretical framework in this paper I will use a combination of Becker’s household economics model, the fertility model developed by Aggarwal et al, and that of Iyer and Weeks. In this model, households maximize utility, \( U \), by choosing the number of children, \( C \), the quality of children, \( Q \), and quantity of purchased goods, \( X_p \), or domestically produced goods, \( X_d \). The utility function is constrained by a child quality production function, a production function for domestic goods, constraints on household income and mothers’ time, and cultural expectations. The utility function is expressed as follows:

\[
\text{Max} \quad U = U(C, Q, X_d, X_p)
\]

Subject to: Child quality production function: \( Q = Q(T_q, X_p) \)

\( T_q = \) mother’s time in child quality production function

\( X_p = \) purchased goods used in child quality production function

Domestic goods production function: \( X_d = X(T_d, X_p) \)

\( T_d = \) mother’s time in domestic goods production function

\( X_p = \) purchased goods used for domestic goods production

Mother’s time constraint: \( T = C T_c + T_q + T_d + T_L \)

\( T_c = \) time involved in child bearing

\( T_L = \) time spent working in the labour market

Household income constraint: \( I = w T_L + p X_d + R = p X_p \)

\( w = \) wages from the labour market

---

4 Becker (1981)
5 Aggarwal, Netanyahu, and Romano (2001)
6 Iyer and Weeks (2004)
\[ p = \text{price index for domestically produced and purchased goods} \]

\[ R = \text{remittances from absent household members} \]

Cultural expectations: \( E = E(\text{ethnic group, community}) \)

From this, a reduced form demand equation for children can be derived as a function of prices, \( p \); wages, \( w \); income, \( I \); and a preference parameter, \( \alpha \).

\[ C_i^* = C^*(p, w, I; \alpha) \quad (1) \]

Let the preference parameter depend on mothers’ individual characteristics, \( X_m \); household characteristics, \( X_h \); community characteristics, \( X_c \). The individual fertility demand equation can then be described as

\[ C_i^* = C^*(p, w, I; X_m, X_h, X_c) \quad (2) \]

In this model, the fertility decision is assumed to be a choice made at the start of the reproductive period. Parents’ identify a desired number of surviving children, and then choose an optimal number of pregnancies that takes into account expected child mortality. In this paper I will estimate an empirical version of equation (2).
Section 3: Estimation Model

For this study I wish to focus on completed fertility, or the number of pregnancies a woman has had over her entire reproductive period. The reason for using completed fertility is that women will choose reproductive schedules to suit their individual needs. Women who choose to stay in school longer, or need to stay at home to help their mothers raise their younger siblings, may not choose to reduce their fertility. They may instead choose to have children at a later age, but then have shorter birth intervals. If there are younger women in the sample, I will not be able to isolate the effect of delayed fertility from an age effect on total fertility choice.

Another reason for using completed fertility is that the women in the sample have then had an opportunity to replace children who have died. There are two types of fertility responses to child mortality: replacement and hoarding. The replacement effect is an increase in fertility to compensate for experienced losses, while the hoarding effect is an increase in the fertility choice, $C^*$, at the beginning of the reproductive period by risk averse parents who want to compensate for expected future losses. Since my theoretical model assumes that expected losses are incorporated into the demand equation for children, then any estimated changes in fertility in response to experienced child mortality should be primarily a replacement effect. If there are younger women in the sample who have not yet responded to child mortality, then I will not be able to accurately estimate the effect of child mortality on fertility.

The most important of the mother's individual characteristics, $X_m$, being examined is her education, which will be divided into primary school, high school, and

---

7 Bhat (1998)
post secondary education. Education determines not only the opportunity cost of a mother’s time, but also her ability to access and process information pertaining to the market or the household. Women who have more education may be better informed about contraceptive use; and nutrition, medicine, and sanitation, which would affect fertility through child mortality.\textsuperscript{8} Education is used as a proxy for the opportunity cost of a mother’s time when she chooses to raise a child rather than work for wages. Wages, for which education proxies, are part of the cost or ‘price’ of children. A proxy for wages is necessary in studies of developing countries, since most women do not participate in the job market. For the sample used in this paper, only 6\% of the women reported being in the job market when the survey was taken.

Other characteristics of the mother that will be controlled for are age, age squared, race, language, religion, and community cluster. Because I want to use completed fertility as my dependent variable, I have restricted my sample to women aged forty-five and older. The age and age squared variable should capture any remaining incomplete fertility, as well as cohort effects from changes in socioeconomic and political conditions. Language, race, religion, and community cluster are used to control for cultural and community influences that may have a significant effect on preferences for family size.\textsuperscript{9} For example, mothers’ expectations of child mortality, which will underlie the hoarding effect, will be related to observations of local child mortality rates. Cultural characteristics of ethnic groups may encourage or discourage female education and labour market participation. By controlling for community and culture I am controlling for observable and unobservable cultural and community influences on fertility that

\textsuperscript{8} Caldwell (1979)  
\textsuperscript{9} Iyer and Weeks (2004)
might be correlated with the explanatory variables. Community cluster variables will control for observable community variables such as access to infrastructure and prices, p, for inputs into the child quality and domestic goods production functions. These variables may be observable, but fixed effects could control for them more thoroughly than including what is available from the data.

The community cluster dummies will also control for access to contraceptives. If contraceptive availability is affecting the number of times a woman is pregnant, then this will be controlled for.

The reason both language and race are included in the estimation model is: first, there is a significant difference in socioeconomic conditions within racial groups between people who speak English or Afrikaans and those who speak their native language; and second, there is a significant difference in socioeconomic conditions between ethnic groups. Ethnicity is not measured by the survey, so language is used as a proxy. To exemplify the effect of language in my sample, African households who speak their native language have a mean income per member that is one eighth that of Afrikaans-speaking African households and one twelfth that of English-speaking African households. An example of ethnic differences within a racial group is the difference between Afrikaners and English-speaking whites. The mean income per member for Afrikaner households is two-thirds that of English-speaking whites, while the mean education level is about one year higher for English-speaking white women than for Afrikaner women in this sample.
For household characteristics, \( X_h \), I will control for income per household member\(^{10} \) and child mortality. Since the data reflects current household conditions, rather than when the fertility decision was made, at the beginning of the reproductive period, the income variable will be measured with error. However, I believe this will not be a significant problem since current income would be closely correlated with past income. Child mortality is considered a household characteristic because it is closely tied to household conditions such as safety of the water supply, sanitation, and food quality. For child mortality variables I will use mothers' individual rates of stillborns, infant mortality (deaths before the age of 1), and child mortality (deaths between the ages of 1 and 5). The reason I use a mortality rate instead of a mortality count variable is that a count variable will be positively correlated with fertility. A woman may have a higher number of stillborns, infant, or child deaths simply because she has had more pregnancies.\(^{11} \) Because the number of pregnancies is the denominator in the mortality rate variables, these variables will also be simultaneously determined. They should, however, be less endogenous than a mortality count variable.

Income has a somewhat ambiguous relationship with fertility. If children are normal goods, then we would expect income and fertility to be positively correlated. This is, however, almost never the case.\(^{12} \) Instead there appears to be a quantity-quality trade-off, as theorized by Becker and Lewis.\(^{13} \) Income is an indicator of the opportunity cost of parents’ time, so the higher the income, the higher the fixed opportunity cost of having another child. Parents with higher incomes will substitute child quality for child

---

\(^{10} \) A per capita household equivalency scale may not be optimal since children use fewer resources than adults, but the only household composition variable available was household size. See Nelson (1993).

\(^{11} \) Benefo and Schultz (1994)

\(^{12} \) Except in cases of extreme poverty, when mothers are too malnourished to carry pregnancies to term.

\(^{13} \) Becker and Lewis (1973)
quantity as income, or opportunity cost, increases, because the shadow price of an additional child increases relative to the price of child quality inputs. For this reason we would expect income to be negatively correlated with fertility.

Community characteristics, $X_c$, are controlled for by using a fixed effects model organized by the community clusters, into which the households were grouped by the survey. The fixed effects model will control for community variables, such as local food prices, $p$; economic opportunities; child mortality expectations; cultural expectations; and any other community influences on fertility preferences or the explanatory variables.

Fertility may be strongly correlated with socioeconomic conditions, since the fertility choice will be affected by access to education, natural resources, infrastructure, and employment opportunities. Education and employment opportunities determine the opportunity cost of a woman’s time, and will thus affect her utility maximizing fertility choice. Access to natural resources may be negatively correlated with fertility if children are needed as labourers to, for example, collect fuel wood.\(^{14}\) Access to infrastructure, such as safe drinking water and health care will affect fertility through its effect on child mortality\(^ {15}\). Unobservable socioeconomic variables will be correlated with mothers’ individual characteristics, $X_m$, household characteristics, $X_h$, and community characteristics, $X_c$. Since culture and socio-economic conditions are so highly correlated with ethnicity and race in South Africa, controlling for race, language, and religion should control for a significant amount of the variation in fertility that is due to socio-economic conditions.

\(^{14}\) Aggarwal, et al (2001)
\(^{15}\) Benefo and Shultz (1994)
Section 4: Data

The data used in this study is from the 1993 South Africa Integrated Household Survey. The purpose of the survey was to gain knowledge about the living environment of South Africans in order to guide policy for the post-apartheid government. Nine thousand households, divided into 360 clusters, were asked about income, expenditures, employment, assets, education, health, and fertility. At the cluster level, data was collected on local prices and access to health care facilities and natural resources.\textsuperscript{16}

My sample consists of 858 women, aged 45 to 85, of which 63% are African, 9% are Coloured, 5% are Indian, and 24% are White.

Table 1: Summary Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (all)</th>
<th>Min</th>
<th>Max</th>
<th>Mean (Black)</th>
<th>Mean (Coloured)</th>
<th>Mean (Indian)</th>
<th>Mean (White)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pregnancies</td>
<td>4.45</td>
<td>0</td>
<td>14</td>
<td>5.04</td>
<td>4.29</td>
<td>3.23</td>
<td>3.00</td>
</tr>
<tr>
<td>Stillborn rate (%)</td>
<td>5.6%</td>
<td>0%</td>
<td>100%</td>
<td>4.8%</td>
<td>10.0%</td>
<td>2.9%</td>
<td>6.8%</td>
</tr>
<tr>
<td>Infant mortality rate (died before age 1)</td>
<td>5.0%</td>
<td>0%</td>
<td>100%</td>
<td>6.6%</td>
<td>2.5%</td>
<td>3.0%</td>
<td>1.1%</td>
</tr>
<tr>
<td>Child mortality rate (died between 1 &amp; 5)</td>
<td>3.2%</td>
<td>0%</td>
<td>100%</td>
<td>4.5%</td>
<td>2.0%</td>
<td>0%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Education (standards)\textsuperscript{17}</td>
<td>4.85</td>
<td>0</td>
<td>14</td>
<td>3.72</td>
<td>5.56</td>
<td>5.41</td>
<td>7.48</td>
</tr>
<tr>
<td>Total monthly income per member (rands)\textsuperscript{18}</td>
<td>704</td>
<td>0</td>
<td>21,058</td>
<td>262</td>
<td>530</td>
<td>754</td>
<td>2,129</td>
</tr>
</tbody>
</table>

\textsuperscript{16} SALDRU
\textsuperscript{17} South African public education starts later and ends at standard 10; a university degree has a value of 14.
\textsuperscript{18} 1 rand = $0.18 Cdn
Section 5: Estimation Method

There are two main identification problems when estimating the effects of education, income, and child mortality on total fertility: censored data and endogenous explanatory variables. Because of unobservable socioeconomic variables that affect both fertility and the explanatory variables, ordinary least squares estimation will likely be inconsistent. OLS could also result in negative predicted values for fertility, because it does not account for the fact that fertility is a count variable that cannot take on negative values.

A Poisson event count model is appropriate for modeling fertility because it accounts for the nature of the dependent variable by using an exponential distribution. The probability of \( N_i \) being \( n \) is a function of \( n \) and \( \lambda_i \), the expectation of \( N_i \).\(^\text{19}\)

\[
\Pr (N_i = n) = \frac{e^{-\lambda_i} \lambda_i^n}{n!}
\]

However, since a Poisson distribution assumes equi-dispersion of the dependent variable,\(^\text{20}\) over-dispersion will result in inefficient estimates, and the standard errors will not be a reliable test of significance of the point estimates.\(^\text{21}\) Using a likelihood ratio test for significance of the dispersion parameter\(^\text{22}\) yields an approximated chi-squared statistic of 0.0006 with a p-value of 0.490. Over-dispersion is therefore not a significant problem in the data, and a Poisson count model is appropriate.\(^\text{23}\)

---

\(^{19}\) Nguyen-Dinh (1997)

\(^{20}\) Equi-dispersion occurs when the variance equals the mean; over-dispersion means the variance is greater than the mean.

\(^{21}\) Cameron (1990)

\(^{22}\) Wang and Famoye (1997)

\(^{23}\) See Wooldridge (2003), p 576 for how to adjust standard errors if there is significant over- or under-dispersion.
The second identification problem is potential endogeneity of the education, income, and child mortality rate variables due to unobserved household characteristics. Significant endogeneity will lead to inconsistent but efficient estimates because the error term will be correlated with the explanatory variables.

Mothers have heterogeneous unobservable characteristics that affect both their fertility and their education levels. Likewise, income may be influenced by the same heterogeneous household characteristics that affect fertility. In South Africa, these unobservable characteristics that will influence fertility and be correlated with education and income, could be ability and socioeconomic conditions. Women who have low ability, and/or have constrained opportunities due to the apartheid social structure, may be less likely to find wage labour. The low probability of finding employment lowers their opportunity cost for having children; and consequently, their optimal fertility choice may be higher. Income and education are also subject to the same time constraint that binds the production of child quantity and quality. Women who go to school longer or choose to participate in the labour market will have less time to bear and invest in children. Other unobservable socio-economic variables, such as cultural and community influences on fertility preferences, may be related to education through culturally defined gender roles.²⁴

The strong correlation between fertility and child mortality results from similar input variables between the child health production function and the reduced form demand equation for children. Hypotheses about the relationship are discussed in Bhat (1998), Bholotra and Soest (2005), Frankenburg (1998), Handa (2000), and Rosenzweig and Schultz (1983). Child mortality can be linked to fertility in two ways: first, short

²⁴ Iyer and Weeks (2004)
birth intervals increase the chance of infant mortality;\textsuperscript{25} and second, high child mortality rates lead to higher fertility because parents want to replace lost children and/or insure against future losses.\textsuperscript{26} These relationships may cause simultaneity bias as well as omitted variable bias from unobservable household characteristics.

To deal with endogenous explanatory variables, I will use a two stage least squares model with various household and community characteristics as instrumental variables for education, income, and child mortality.

To instrument for child mortality, I will follow Aggarwal, et al\textsuperscript{27} and use a group of household and community variables that will be correlated with child mortality but uncorrelated with fertility. These variables are household water source (piped, internal; piped, yard tap; water carrier; public tap, free; public tap, paid for; borehole; rainwater tank; flowing river or stream; stagnant; well; or protected spring) or distance to the nearest water source, and distance to the nearest nurse or doctor. Since many infant and child deaths in developing countries are due to water borne diseases, water source variables should be highly correlated with infant and child mortality.

To instrument for income, I follow Benefo and Schultz\textsuperscript{28} and used a group of dummy variables for material used on outside of home (bricks, cement, pre-fab, corrugated iron, wood, plastic, cardboard, mix of mud and cement, daub or wattle, mud, thatching, or asbestos). Handa proposes that while building material is highly correlated with income, it is less susceptible to measurement error and is a better indicator of long run average income.

\textsuperscript{25} Bhalotra (2005)
\textsuperscript{26} Bhat (1998)
\textsuperscript{27} Aggarwal, et al (2001)
\textsuperscript{28} Benefo and Schultz (1994)
To capture exogenous variation in education I have used province of residence as an instrument. Province is correlated with the same socio-economic variables that affect fertility; however, most of this correlation should be captured by controlling for language, race, and religion. ²⁹ There may be a problem if women have migrated between completing school and when the survey was conducted; however, since migration was severely restricted until the post-apartheid era I do not believe this will be a significant problem. It was primarily men who were able to migrate because they had work permits. Most of the women in my sample do not work now, and it is likely that most never have.

The potential source of exogenous variation in education that I am attempting to capture with province has to do with the history of education and missionary presence in South Africa. Western interest in missionary work grew rapidly around the turn of the century due to the famous missionary explorer, David Livingstone; and a new emphasis in Western Christianity on bringing the gospel to other countries. Missionary work in Africa increased exponentially as different denominations competed for souls in the wake of the European competition for land. ³⁰

In the first half of the twentieth century in South Africa, when most of the women in my sample would have been going to school, education in the homelands was left almost entirely to these missionaries. ³¹ The prevalence of schools would have been a function of outside funding for the missionaries, and how well the mission had integrated into the community. How well a mission had integrated, in turn, would have been a function of the hospitality of the climate, relations with the local chiefs, level of

²⁹ Thompson, Leonard (1995)
³⁰ “African Christianity: a history of the Christian Church in Africa”
³¹ Thompson (1995)
³² Acemoglu and Robinson (2001)
resistance to missionary teachings\textsuperscript{33}, and past relationships between missionaries and Africans.

For the dependent variable I chose number of pregnancies rather than number of births because of inconsistencies in the data. For a small proportion of my sample, stillborns were counted as pregnancies but not births. Since I calculate stillborn rate as number of stillborns as a proportion of births, this would give me inaccurate calculations for the stillborn rate. Using number of pregnancies, however, means that I will be including pregnancies that ended in miscarriage. My only option is to choose between the two problems, since eliminating those observations altogether would lead to sample selection bias. Examination of the data seems to show that stillborns not being counted as births was more common than miscarriages, so I decided to use number of pregnancies rather than number of births.

It would be ideal to use a model that could account for both the endogeneity of the explanatory variables and the fact that the dependent variable is a non-negative count variable. Options include generalized methods of moments or generalized empirical likelihood models. See Boes (2004) for a discussion of the empirical likelihood method. These procedures are not implemented in this paper.

Finally, I will use fixed effects to control for community variables that are correlated with either fertility or the explanatory variables. By using fixed effects for community clusters I will be controlling for any inter-cluster heterogeneity that may be correlated with fertility through, for example, expectations of child mortality and preferences for family size.

\textsuperscript{33} "Mission Settlements in South Africa"
For 65 of the 360 clusters, there is only one observation per cluster. To compensate for the absence of a cluster effect estimate for those observations, I include several price and infrastructure variables in the estimation model.
Section 6: Results

Results from the OLS, Poisson, and two stage least squares regressions are displayed in Table 1. OLS is done for purposes of comparison with the Poisson and 2SLS. The Poisson model should fit the data better than OLS, and 2SLS should give more consistent estimates.

There are two sample selection problems. First, since the stillborn, infant mortality, and child mortality variables are not defined for women who have never been pregnant, the sample has been restricted to women with a positive number of pregnancies. This may lead to some form of sample selection bias; however, leaving the mortality variables out of the regression will also cause inconsistent estimates if the mortality variables influence fertility. Therefore, the sample is restricted to women who have had at least one pregnancy and these results are presented in Table 1. Second, since 11% of the women in the sample have children who are less than five years of age, the child mortality variable (proportion of children who have died between the ages of 1 and 5) may not be accurate because not all children have had the chance to pass the five year survival cutoff. Restricting the sample to women with only older children may cause sample selection bias, and restricting the sample to older women severely reduces the sample size and exaggerates any cohort effects. What I would need to solve this problem is an instrumental variable that is correlated with the age of a woman's children but uncorrelated with her fertility choices. Since no such instrument is available, the coefficient estimate for child mortality should be interpreted with caution.
For the two stage least squares estimation I followed the standard procedure\textsuperscript{34} by first conducting auxiliary regressions for the three education levels, the three mortality rates, and income on the instrumental variables and all other exogenous variables. I then tested for endogeneity of education, income, and mortality by saving the residuals from the auxiliary regressions and putting them back in the OLS\textsuperscript{35} and Poisson models\textsuperscript{36} to test the degree to which they were correlated with the dependent variable, fertility. None of the residuals are significant in the OLS model, but in the Poisson model high school education and infant mortality are significant at the 5\% and 10\% levels, respectively. The fact that the residuals are significant in the Poisson model, but not in the OLS model, leads me to conclude that the education and mortality variables probably are endogenous, but OLS does not fit the data well enough to identify their endogeneity. Since the Poisson model does not account for endogeneity of the explanatory variables, the Poisson estimates will not be consistent and should be interpreted carefully.

To test for exogeneity of my instruments for the 2SLS model, I did a test of overidentifying restrictions for the hypothesis that at least some of the variables are endogenous. The $\chi^2$ test statistic is $nR^2 = 32.95$, which has a p-value of 0.778. This allows me to conclude that my instruments are exogenous.\textsuperscript{37}

The coefficient estimates are very similar between the OLS, the 2SLS, and the Poisson regressions; however, more of the explanatory variables are significant with the

\textsuperscript{34} Wooldridge (2003), p.476
\textsuperscript{35} Wooldridge (2003), p.483
\textsuperscript{36} Wooldridge (1997)
\textsuperscript{37} Testing for overidentifying restrictions can be done when there are multiple instrumental variables. The test statistic is $nR^2$ and gauges the correlation between the 2SLS residuals and the exogenous variables. It follows a chi-squared distribution with $q$ degrees of freedom, where $q$ is the number of instrumental variables minus the number of endogenous variables. If the test statistic is small enough, then an insignificant amount of the residuals from the 2SLS structural equation is explained by the exogenous variables, and it cannot be concluded that some of the variables are endogenous.
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Poisson model than with OLS. Conducting a two staged least squares regression using these instruments yields insignificant estimates for all of the education, mortality, and income variables, except for high school education which is significant at the 10% level. This leads me to believe that either my instruments are too weakly correlated with the explanatory variables to have significant explanatory power, or that my explanatory variables do not significantly affect fertility.

The $R^2$ values for my auxiliary regression are: 0.65 for primary schooling, 0.69 for high school education, 0.36 for post secondary education, 0.33 for stillborn rate, 0.45 for infant mortality rate, 0.47 for child mortality rate, and 0.82 for monthly income per household member. These $R^2$ values are fairly high for the auxiliary regressions, so the insignificance of the instrumented explanatory variables is probably not due to weak instruments. It is still interesting to compare the point estimates between the OLS and 2SLS models since, despite being less efficient, the 2SLS estimates should be more consistent than the point estimates from the OLS or Poisson models.

With the OLS model, all of the education variables are negative, but none are significant. Each year of primary school decreases number of pregnancies by 0.06; each year of high school reduces pregnancies by 0.12; and each year of post secondary school reduces pregnancies by 0.13. The magnitude of these coefficient estimates is consistent with the literature for developing countries. The income elasticity of number of pregnancies has an estimate of -0.33 and is significant at the 5% level. All of the mortality variables are positively correlated with fertility, but none are significant. To interpret these mortality rate estimates I will follow Benfeo and Handa, and evaluate them at the sample mean. A doubling of the stillborn rate is thus estimated to increase
Table 1: Estimation for number of pregnancies with only positive number of pregnancies, with fixed effects and robust standard errors (standard errors in parenthesis)  

<table>
<thead>
<tr>
<th>Variable</th>
<th>OLS</th>
<th>Poisson</th>
<th>Implied Poisson Marginal Effect</th>
<th>2SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary school</td>
<td>-0.06</td>
<td>-0.01</td>
<td>-0.04</td>
<td>-0.07</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.01)</td>
<td></td>
<td>(0.27)</td>
</tr>
<tr>
<td>High school</td>
<td>-0.12</td>
<td>-0.03**</td>
<td>-0.13**</td>
<td>-0.71*</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.01)</td>
<td></td>
<td>(0.42)</td>
</tr>
<tr>
<td>Post secondary</td>
<td>-0.13</td>
<td>-0.06</td>
<td>-0.27*</td>
<td>-0.06</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.03)</td>
<td></td>
<td>(1.69)</td>
</tr>
<tr>
<td>Log monthly income per hh member</td>
<td>-0.33**</td>
<td>-0.07***</td>
<td>-0.31***</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.02)</td>
<td></td>
<td>(0.45)</td>
</tr>
<tr>
<td>Stillborn rate</td>
<td>1.60**</td>
<td>0.39***</td>
<td>1.74***</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>(0.81)</td>
<td>(0.14)</td>
<td></td>
<td>(3.70)</td>
</tr>
<tr>
<td>Infant mortality rate</td>
<td>1.56</td>
<td>0.24*</td>
<td>1.07*</td>
<td>-2.55</td>
</tr>
<tr>
<td></td>
<td>(1.07)</td>
<td>(0.14)</td>
<td></td>
<td>(3.32)</td>
</tr>
<tr>
<td>Child mortality rate</td>
<td>0.19</td>
<td>0.03</td>
<td>0.13</td>
<td>-0.88</td>
</tr>
<tr>
<td></td>
<td>(1.00)</td>
<td>(0.17)</td>
<td></td>
<td>(2.92)</td>
</tr>
<tr>
<td>Age</td>
<td>-0.00</td>
<td>-0.01</td>
<td>-0.04</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(0.25)</td>
<td>(0.04)</td>
<td></td>
<td>(0.29)</td>
</tr>
<tr>
<td>Age squared</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td></td>
<td>(0.00)</td>
</tr>
<tr>
<td>African</td>
<td>-2.66**</td>
<td>-0.84**</td>
<td>-3.74**</td>
<td>-1.57</td>
</tr>
<tr>
<td></td>
<td>(1.13)</td>
<td>(0.39)</td>
<td></td>
<td>(1.29)</td>
</tr>
<tr>
<td>Coloured</td>
<td>-1.57</td>
<td>-0.63</td>
<td>-2.76</td>
<td>-0.61</td>
</tr>
<tr>
<td></td>
<td>(1.70)</td>
<td>(0.48)</td>
<td></td>
<td>(1.83)</td>
</tr>
<tr>
<td>White</td>
<td>-1.87*</td>
<td>-0.65*</td>
<td>-2.89*</td>
<td>-0.61</td>
</tr>
<tr>
<td></td>
<td>(1.00)</td>
<td>(0.38)</td>
<td></td>
<td>(1.20)</td>
</tr>
<tr>
<td>English</td>
<td>-0.41</td>
<td>-0.10</td>
<td>-0.45</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>(0.87)</td>
<td>(0.24)</td>
<td></td>
<td>(1.37)</td>
</tr>
<tr>
<td>Afrikaans</td>
<td>-0.18</td>
<td>-0.04</td>
<td>-0.18</td>
<td>-0.27</td>
</tr>
<tr>
<td></td>
<td>(0.88)</td>
<td>(0.24)</td>
<td></td>
<td>(1.36)</td>
</tr>
<tr>
<td>Xhosa</td>
<td>0.64</td>
<td>0.17</td>
<td>0.76</td>
<td>-0.54</td>
</tr>
<tr>
<td></td>
<td>(1.14)</td>
<td>(0.26)</td>
<td></td>
<td>(2.02)</td>
</tr>
<tr>
<td>Zulu</td>
<td>0.48</td>
<td>0.14</td>
<td>0.62</td>
<td>-0.52</td>
</tr>
<tr>
<td></td>
<td>(1.04)</td>
<td>(0.26)</td>
<td></td>
<td>(1.93)</td>
</tr>
<tr>
<td>Tswana</td>
<td>-0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>-1.44</td>
</tr>
<tr>
<td></td>
<td>(1.04)</td>
<td>(0.26)</td>
<td></td>
<td>(1.94)</td>
</tr>
<tr>
<td>North Sotho</td>
<td>0.67</td>
<td>0.17</td>
<td>0.76</td>
<td>-0.81</td>
</tr>
<tr>
<td></td>
<td>(1.10)</td>
<td>(0.26)</td>
<td></td>
<td>(2.11)</td>
</tr>
<tr>
<td>South Sotho</td>
<td>1.01</td>
<td>0.24</td>
<td>1.07</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>(1.04)</td>
<td>(0.26)</td>
<td></td>
<td>(1.86)</td>
</tr>
<tr>
<td>Venda</td>
<td>-0.30</td>
<td>-0.08</td>
<td>-0.36</td>
<td>-1.26</td>
</tr>
<tr>
<td></td>
<td>(1.06)</td>
<td>(0.28)</td>
<td></td>
<td>(1.93)</td>
</tr>
<tr>
<td>Shang</td>
<td>1.79</td>
<td>0.40</td>
<td>1.78</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>(1.31)</td>
<td>(0.28)</td>
<td></td>
<td>(2.27)</td>
</tr>
<tr>
<td>Swazi</td>
<td>4.79**</td>
<td>0.84**</td>
<td>3.60**</td>
<td>2.77</td>
</tr>
<tr>
<td></td>
<td>(2.13)</td>
<td>(0.36)</td>
<td></td>
<td>(2.86)</td>
</tr>
<tr>
<td>Ndebele</td>
<td>0.64</td>
<td>0.15</td>
<td>0.67</td>
<td>-1.19</td>
</tr>
<tr>
<td></td>
<td>(1.55)</td>
<td>(0.31)</td>
<td></td>
<td>(2.46)</td>
</tr>
</tbody>
</table>

R²  
0.58  

Significance levels: *** 1%; ** 5%; * 10%  

38 The implied marginal effect is calculated at the sample mean. See Benefo and Schultz (1994)  
39 The R² for the Poisson model is a squared correlation coefficient. See Wooldridge (2003), p.578.  
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fertility by 0.09; a doubling of the infant mortality rate increases fertility by 0.08; and a
doubling of the child mortality rate increases fertility by 0.01.

When instruments are used for education, income, and mortality in the 2SLS model, only the high school variable is significant at the 10% level. The point estimates for primary schooling are very similar between the OLS and 2SLS models, at -0.07 for 2SLS compared to -0.06 for OLS. For high school the 2SLS estimate is about six times higher than OLS, at -0.71 compared to -0.12. The post secondary school 2SLS estimate is only half of that for OLS, at -0.06 compared to -0.13. The 2SLS estimate for log of monthly income is much smaller at -0.05, compared to the OLS estimate of -0.33. For mortality rates, the stillborn rate estimates are very close, at 1.63 for 2SLS compared to 1.60 for OLS. Both the infant and child mortality rates, however, become negative and much larger in the 2SLS model. Interpreting these coefficient estimates as a response to the doubling of the morality rates, the 2SLS response estimate for stillborn rate is 0.09, for infant mortality is -0.13, and for child mortality the response is -0.04. This is comparable to 0.09, 0.08, and 0.01 for the OLS estimated responses; but differs from Gangadharan and Maitra (2001), who find in their study with this data set that all three mortality variables are positively correlated with fertility. The magnitudes of the mortality estimates are similar to those found by Benefo and Schultz, who also find that the signs become negative with a 2SLS estimation method in the Cote d’Ivoire.

The 2SLS age estimates are comparable to the OLS estimates. All of the race dummy estimates are the same sign but smaller in 2SLS than OLS. Most of the language dummy estimates are similar in magnitude to the OLS estimates, although some of them change signs.
In the Poisson model, both high school and post secondary education significantly affect fertility. Every year of primary school reduces fertility by 1%; every year of high school reduces fertility by 3%; and every year of post secondary school reduces fertility by 6%. Evaluated at the mean fertility rate, these coefficients imply a reduction of 0.04, 0.13, and 0.27 children for each year of primary, secondary, and post secondary schooling. Log of monthly income per household member is significant at the 1% level and implies an income elasticity of demand for children of -0.31. All of the mortality rates are positive, although only the stillborn and infant mortality rates are significant at the 1% and 10% levels, respectively. Evaluated at the mean fertility and mortality rates, the coefficient estimates imply that a doubling of the stillborn, infant, and child mortality rates will increase fertility by 0.10, 0.05, and 0.00, respectively. This is very close to the OLS response estimates of 0.09, 0.08, and 0.01. The Poisson point estimates for all of the other explanatory variables have the same sign as the OLS estimates.
Section 7: Conclusions

In this paper I analyze the effects of mother’s education, income, and child mortality on completed fertility using OLS, 2SLS, and Poisson estimations. The Poisson model uses an exponential distribution to account for the dependent variable, fertility, being a non-negative count variable. The 2SLS model accounts for the possible endogeneity of education, income, and child mortality as explanatory variables.

I find that while primary education does not significantly reduce fertility in any of the three models, high school education has a significant negative impact in both the Poisson and the 2SLS models, and post secondary education has a significant negative effect in the Poisson model. Income is negatively correlated with fertility in all three models, but is significant only in the OLS and Poisson models. The point estimates for stillborn rate are similar in all three models, but the 2SLS estimate is not significant. The estimates for infant and child mortality rates are positive in the OLS and Poisson models, but negative in the 2SLS model.

While estimates for some of the explanatory variables are similar between all three models, I would suggest there is enough difference to conclude that analysis of the determinants of fertility rates should use a model that accounts for both the endogeneity of the explanatory variables and the non-negative count nature of fertility as a dependent variable.

My coefficient estimates for education are consistent in magnitude with the literature on fertility in developing countries, which generally range between -0.05 and -0.15. However, the estimate for high school in the 2SLS model, -0.71, is higher than any of the estimates discussed in the literature review. The literature is not consistent in
the effects of income and child mortality on fertility, and neither are my results between
the three estimation methods used.
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