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ABSTRACT

Although tne mobile communication channels are’ tnne varymg, niost systems allocate
the combined rate between the speech coder and error correction (channel) coder ac-
cording to & nominal channel condition. This generally leads to a pessimistic design
and consequently an inefficient utilization of the available resources, such as band-
width and power. This thesis describes an ada,ptive coding scheme that adjusis the
rate allocation between the speech and channel coder according to actual channel con-

ditions. Two rty'pes of rietwork controlled variable rate spe'ech;c()dérs afe considered :
the embedded codérs and multimode coders. Both are based on code excited linear
prediction (CELP) On the other hand, the Varlable rate channel coders are based on
the rate compatible punctured convolutional (RCPC) codes. A channel estimator is
used at the receiver to track both the short term and loug term fading conditions in
the channe]. The estimated channel state information is then used to vary the rate
allocation between the speech and the channel coder, on a frame by frame basis. This
is achieved by sendmg the estimated channel state mformatlon to the transmitter
through a reverse channel. The transmitter then makes an approprlate rate adjust-
ment. We have found that combined CELP/ RCPC coders using multimode speech
coder perform better than their embedded counterparts In addition, experimental
results indicate that the objective and sub]ectlve speech quality of the adaptive coders
are superior than their non-adaptive counterparts operating in a Rayleigh flat fading
channel. Improvements of up to 1.35 dB in segmental signal-to-noise ratio (SEGSNR)
of the speech signal and up to 0.9 in informal mean opinion scores (MOS) for a com-

'bmed rate of 12.8 kbit/s have been found.
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CHAPTER 1
INTRODUCTION

In the past decade; speech transmission over mobile fading chaﬁnels has becomé an
important research area. A major concern to.the cémmunication system designers is
-~ the quality of the reconstructed speech at the receiver. Because of the severe operating -
coﬁrditrion due to chauﬁel fading, a good mobile speech communication system must
maintain a given grade of reconstructed speech quality with limited bandwidth.

Cellular systemé for mobile speech connnruirli;:étiohs have experienced very fast
erO\:v'th_ in both North America and parts of Europerand Asia. The first generation
systems are all based on analog transmissions such as the Advanced Mobile Phone
System (AMPS) [1]. However, due to the need for more efficient utilization of channels,
second generation systems that are based on digital transmission have been proposed
- and already implemented in certain areas [2, 3, 4] Second generation systems can
accommodate three to ten times more users than the ﬁrst‘ generation systems without
a - penalty in system performance. |

One of the major components in a second generation mobile speech transmission
system is the digital speech coder. In mobile radio applications, speech coders are
-required to have low bit rates and provide high quality speech. Many efficient speech
Coders have been developed for providing high quality speech‘ at rates between 4.8
kbit/s and 16 kbit/s including code linear excited prediction (CELP) and subband
coders ['3] In addition; due to s’eVere noise disturbances in mobile channels, speech
3c0déi‘s 'ynrlus’t‘be"rjd'bu‘is't' to channel errors as well, However, a robust speech coder

. .still requires a channel coder to protect the encoded speech information from channel
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-errors. Hence, there is a great demand in robust low bit rate speech coders com-
plemented with efficient channel coding schemes. With this motivation, we study
adaptive variable rate combined speech and channel coding in which the rate alloca-
tion between the speech and channel coders can be adjusted in accordance with the

actual channel conditions.

1.1 Combined Speech and Channel Coding

In most existing communication systems, the source coder (i.e., speech coder, video
coder, and etc.) and the channel coder are designed separately.- For example, in
the ITU-T (formerly CCITT) H.261 standard for video conferencing [6], the Bose-
Chaudhuri-Hocquenghem (BCH) code is used to encode the data from the video
source coder disregarding the properties of the compressed data:. The advantage of
separatingf"ché design of source and channel coders is that it allows the channel coder td
be designed independently of the actual source coder used. Aéco1‘di11g to Shannon’s
- theory [7], the source coder and the channel Crordker are f\llldalliéiltally separab’le as
-long as they may be arbitrarily complex. In practical situations where complexity is
‘a constraint, a degradation in performance is expected if the source and the channel
coders are designed separately. Therefore, combining the designing processes of the
source and the channel coders is a better approach.

Generally speaking, there are two approaches in deslgmng combined source and
channel coding systems The first approach is to Jomtly optnnlze the source and the
‘channel coders. The second approach is to design a channel coding strategy for the
available source coder. ' |

An example of joint optimization has been presented by Kurtenbach and Wintz
for designing an optimal scalar quantizer for transmission over a binary symmetric
shannel [8]. It has been shown that the optimal quantizer should be designed based
on both the source statistics (characterized by the source’s probability density func-
“tion) and the channel statistics (characterized by the channel transition probabilities).
- Then, in 1976, Rydbeck and Sundbérg demonstrated the importance of optimizing
the assi gnment of channel symbols to the quantlzpr s codebook indices [9]. Tt Las been
| found that the (xrav code mappmg of charnel symbo]s to codebook md]ces results in

- 'a more robust source codmg system to channel errors and this method is often called
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| pfdtection without introducing redundancy. A further step in joint source and chan-
nel coding optimization is to introduce optimal index assignment in the codebook
design algorithm and to optimize the codebook for some given channel transition
_probabilities. Farvardin and Vaishampayan have demonstrated channel dependent
vector quantizer design algorithms and the resulting quantizers are called channel
‘ optimized vector quantizers [10]. A more novel approach has been presented by Liu,
Ho, and Cuperman where the decoder uses a linear combination of codebook vectors
to reconstruct the original signal [11]. 7 '
Although most of the joint optimization schemes have shown promising results, it is
very difficult, if possible, to incorporate them into more complex and ])I‘d(l,l(‘a} coders.
For example, Phamdo, Farvardin, and Monya have designed a vector quantizer for the
line spectral pair (LSP) parameters which can be used in a CELP speech coder [12].
The vector quantizer was optimized based on a known channel transition probabilities
matrix-using a very complicated-algorithm:. On-the other-hand; the second approach
for combined source and channel coding is much easier. In the second approach, the
source.coder should first be designed to be robust to channel errors. For example, in
most of the CELP speech coders, the linear ])redié’giorn‘coefﬁcients'are converted into
LSP ‘parameters, which are more resilient to error’,r:before tralls'lllission. Given that,
théré is a source coder, an appropriate forward error corre?,:thlg code can be chosen
and a good error control strategy can be employed to minimize the distortion in the
reconstructed signal due to channel errors.” For example, Cox, Hagenauer, Seshadri,
and Sundberg have designed a robust subband speech coder and an error protection
strategy in which speech parameters with different error sensitivities are protected by
rate compatible punctured convolutional (RCPC) codes at different code rates [13].

This is known as unequal error protection (UEP).

1.2 Variable Rate Combmed Speech and Channel
Codmg

~In deSIgnlng a dlglta,l (‘ommumcatlon system for transmitting speech signals, a typical
desxgn dec151on to be made is the partltloulng of the available channel bandwidth be-

tween spee(‘h codmg and (‘hdnnel coding. Makmg such a (lec1s1on is relatlvely sfralght
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forward if the channel is static and/or efficient utilization of the available resources is
not the primary concern. For such applications, we can simply allocate the combined
rate to the speech coder and the channel coder according to the “nominal” channel
condition. As a matter of fact, many existing combined speech and channel coding
systems are designed this way. Unfortunately, in applications such as land mobile and
cellular communications where resources are limited and the channel conditions can
vary over a wide range, fixed-rate allocation systems become ineffective 'in'maintaining
akg’iven grade of service. Hence, an adaptive system which adjusts the rate alloca-
tion between the speech and channel coders is desirable for mobile communications.
Adaptive rate allocation has been considered previously in. [14] for a combined rate of
32 kbit/s and in [15] for a Rician fading chamiel. However,rthe former study has not
considered a lower rate system, which is critical in troday’s' mobile communications,
and the latter study has not considered a combined speech and channel coding system.
~ - This thesis demonstrates the potential benefits of adaptive variable rate combined
~ speech and channel coding for systems operating in the mobile radio environment.
Variable rate speech cod. rs based on code excited linear prediction (CELP) and vari-
- able rate channel coders based on rate compatible punctured convolutional (RCPC)
‘ cod'es‘ are considered. ‘In this thesis, although the rétes of the speech and the chan-
el coders can be varied, their combined rates are fixed. Thus the problem at hand
is equivalent to finding the optimal rate partitionings under different channel condi-
tions. For an optimal adaptive system, the speech and channel coding rates have to
be adjusted continuously, which implies that an infinite number of speech and channel
“coders are required. However, it is obviously impossible to implement such a system.
Therefore, as a trade-off between system complexity and performance, a number of
- combined CELP/RCPC coders that have good performance over the typical range
of channel signal-to-noise ratio (SNR) have been designed. Adaptive error control is

then achieved by using the combined coder that has the best performance at a given
channel SNR.
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1.3 Contributions of the Thesis
The major contributions of this thesis can be summarized as follows:

1. An investigation of the performance of variable rate multimode and embedded
CELP speech coders. We found that both uncoded and error protected multi-

mode CELP speech coders perform better than their embedded counterparts.

2. The design and eifaluati011 of adaptive variable rate combined CELP/RCPC
coders operating in Raerigh flat fading channels. We found-that adaptive coders

perform significantly better than their fixed rate COunterpa,rts.

1.4 Thesis Outline

In Chapter 2, various common speech coding, channel éoding, modulation, and mul-
tiple access techniques are reviewed. The channel model assumed in the thesis is also
described. In Chapter 3, the variable rate CELP spe¢c11 coders are described in detail.
T wo types of variable rate CELP coders have been considered : mu‘ltir"node‘ CELP and
embedded CELP rcord’érs. In Chabter 4, the RCPC;codés,ére described. ‘A complete
desrcriptionrof our adaptive variable rate combined CELP /RCPC coders Afe provided
in Cha,pter 5, followed by an evaluation of their performance in flat fading channels
in Chapter 6. We draw the conclusion and suggest some possible future works in the

last chapter.




'CHAPTER 2
SYSTEM OVERVIEW

The purpose of speech coding is to represent an analog speech 51gnal by a sequence of
bmary digits efficiently while the goal of channel coding is to allow the binary data se-
quence to be reliably transinitted over a noisy channel. In this thesis, both speech and
channel coders, which operate at various rates, are studied. Before having a detailed
discussion of variable rate combined speech and channel coders, an overview of each
major component of our system is presented in this’ chapfter. This chapter begins with
a generalized model of a mobile speech transnﬁssidn'syStem.r An overview of speech
coding and channel coding is presented in section 2.2 and 2.3 reépectively. In section
2.4, some common digital modulation techniques and multiple access techniques are

reviewed, followed by the description of a model for mobile channel.

2.1 Model of a Speech Transmission System

A generalized block diagrarn of a digital mobile speech transmission system is shown
in Figure 2.1. The main goal of this system is to transmit the speech signal from the
transmitter to the receiver as accurately as possible. In other words the system is
~ designed in such a way that the distortion between the original and the reconstructed *
speech signal is minimized. '

Ana dlgltalcovmmun]ca.tion system, the aﬂalcg; speech signal s(t) is first con-

verted te disrrete form through the process of sampling and quantization. Then,

’ da,ta, compressmn s performed to reduce the bandwidth required to transmit the dig-

| 1t1zed speech ThJS is often done by removmg redundancy from the drgltlzed speech
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- TRANSMITTER RECEIVER
: - Original : ' Reconstructed :
' Speech’ , : Speech ,
; s(t) : : I Sty !
! Speech Source ! : Speech Source '
: Coder : : Decoder !
: u" ‘ ' ! ﬂ" '
: Channel Coder ' : Channel Decoder !
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] h ' : .
3 B X([ ) i ( 3 ) ' : .
g Modulator T Mobile Channel |- +—»!  Demodulator '
- : [w :
’ “Noise .

-~ Figure 2.1: Block diagram of a mobile speech communication system

samples. The process of samphng, quantlzatlon and data compression are often col-
lectively known as speech coding. We shall describe some common speech coding
techmques in section 2.2.

The data from the speech coder u,, is to be transmitted through a mobile channel
~ to the receiver. In order to combat channel noise disturbances: and interferences,
channel coding is often required. The objective of channel coding is to transform the
speech coder’s output‘ in a way such that the effects of channel impairments on the
transmltted data are minimized. In other words, the role of a channel coder/decoder
pair is to provide reliable communication over a noisy channel. Often, this is done
by mtroducmg redundancy to the transmitted data in a prescribed fashion. Hence,
- redundancy is removed in speech coding whﬂe controlled redundancy is mtroduced in
channel coding. Some efﬁc1ent channel coding techniques are described in section 2. 3.

Real channels are all waveform channels and' they cannot be used to transmit
the sequence “of dlglta,l data from the channel coder’ directly. A dlgltal modulator is

’requlred to transform the dlgltal mformatlon sequence Cx mto waveforms .7:( ) that

...are compatlble with. the characterlshcs of: the channel
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At the receiver side, the received signals r(¢) are first converted into a sequence
of decision values ¢, through the digital demodulator. The channel and the speech
decoders are then used to reconstruct the speech signal. Due to channel impairments
and possible loss of information from data compression, the reconstructed signal may

not be exactly the same as the original speech signal.

2.2 Speech Coding

The objective of speech coding is to efficiently ;represent an analcg speech signal‘in
digital form. A few reasons for an efficient digital representation of speech signals

includes [16]

» Minimizing the communication channel bandwidth required for the transmission

of high quality speech-signals;

» Obtdlnlng the best possible reproduction quality of speech s1gnals over an avail-

~able digital commumcatlon channel

- & Providing a concise representation of speech signals so as to reduce the amount
of computations for subsequent signal processing algorithms such as data en-

cryption.

In most communication systems, bandwidth is an expensive and/or limited resource
and thus should be utilized efﬁclently For example low-bit-rate speech coders are
often used in power /bandwidth limited systems such as cellular and microwave links
‘[13, 17, 18]. Speech coding is also important in other applications including voice
m‘ail, multimedia, and secure communication systems.

| Speech is an analog signal with continuity in both time and amplitude. In or-
der to represent speech in digital form, it has to be digitized by sampling (i.e., time
discretization) and then quantizing (i.e., amplitude discretization) the analog signal.
- Figure 2.2 shows a general block diagram of a speech coding system composed of
~-an-encoder and ‘a decoder The encoder digitizes the analog speech signal s(t) and
performs data compressmn The decoder decompresses the encoded data and recon-

;structs an approxunat]on .s(t) of the orlgmal speech s1gnal
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Figure 2.2: Block diagram of a Sbeech Coding system

7 Sémplilirgris,a lossless operation (i.e., information are j)reseryéd) as long as the
conditions of the Nyquist‘sampling theorem are satisfied. According to the Nyquist
sampling theorem [19], if an analog signal is bandlimited to B Hz, then lossless sam-
pling can be achieved when the sampling rate is equal to or higher than 2B Hz. The
2B Hz sampling rate is often called the Nyquist rate.

In order to represent a discrete time continuous amplitude signal digitally, the
amplitude of the signal has to be represented by a finite set of values. Quantization
‘transforms each continuous valued sample into a discrete number. Quantization is
inherently a lossy process which results in a loss of information because it attempts
to maf) a continuous value into a finite set of numbers.

There are two major ca,tegories of quantizat'ion : scalar quantization (SQ) and
, 7~7fvector quant1zatlon (VQ) [16]. A scalar quantizer observes a scalar value and selects
- the. nearest apprommatmg value’ from a predetermlned finite set of numbers. More
. preCISely, the real axis is mapped lnto a finite set of real numbers C' = {yl, Y2,:--5YL}

‘where Lis. the size of the quantlzer and C' is cal]ed the codebook of the quantlzer
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- If the mapping and the input scalar value is denoted by Q(e) and z respectively, the

resulting quantized value y is given by
y = Q(z) where y € C. (2.1)

- Yk is chosen as the quantized value of x if it satisfies the Nearest Neighbor condition
[16]
d(.’E, yk) = IIllICl’ d,(ﬂ% yk) —‘ (22)

. w€C ,
which states that yx is selected if the correspbnding distortion dr(x,‘yk) is minimal.
For example, the square error d(:v,yk) = (z — yx)* is one of the typical criteria. The
codebook C' can be designed to minimize thé‘a{/eriage quantization error if the input
to the quantizer is a random process with a known probability density function (PDF)
or there is a sufficiently large database representing the input random process. The
-Lloyd-Max algorithm can be used to design such a quantizer [20].
Vector quantization can be considered as a generalization of scalar quantization.
In 1948, Claude Shannon observed that coding systems can perform better if they
‘ opefate on vectors or groups of symbols rather fhaﬁ‘ individudl samples or symbols
[7]. Instead of restricting the input and the outpuf of the quuantize,r to be scalar values,
a vector quantizer attempts to represent a k-th dimensional vector z by a finite set
of output vectors C' = {glggz, e ’EL} where L is the size and C' is the codebook of
the vector quantizer. Similar to scalar quantization, the nearest neighbor condition is
used to choose a codevector y, that best represents z and the generalized Lloyd-Max
algorithm [16] can be used to find a codebook for a particular source.
In real-world speech coding applications, a certain amount of distortion is usually
allowed as long as a predeterlllinécl fidelity réquirements such as subjective quality are
" achieved. Therefore, most of the practical speech coding systems are lossy in nature

and they can be broadly classified into the following categories:
e Waveform Coding;
o Analysis-synthesis Coding;

. o Analysis-by-synthesis Coding.




“CHAPTER 2. SYSTEM OVERVIEW 11

2.2.1 Waveform Coding

Waveform coding techniques attempt to faithfully represent and reproduce the speech
signal. A digital representation of the input speech is computed which can be used to
reproduce the amplitude-vs-time waveform as precisely aé rpossible.

The simplest waveform coding technique is Pulse Code Modulation (PCM). This
method combines sampling and uniform quantization with g-law companding to pro-
duce digitized speech at 64 kbit/s [21]. p-law companding is a technique for extending |
therdynamic‘rangre of a quantizer. However, since PCM does noﬁ reduce much redun-
~ dant information in the speech signal, it is wasteful from tlie,transmission bandwidth
point of view. , - |

Since speech signal samples are correlated, it is more efficient to quantize the dif-
ference between samples or the difference between the actual sample and the predicted
sample, the so-called prediction residual [20]. The predicted sample can be computed
based on the correlation characteristics of the speech signal. For example, differential
pulse code modulation (DPCM) exploits the correlation betWeen samples by quantiz-
ing the predictibn residual. In DPCM, the prediction residual of an L-th order linear

predictor
) L ,
€p = Ty — Z QG Tp—g (23)
i=1

where z,, is the n-th speech sample and «;'s are the prediction coefficients, is com-
puted. Instead of quantizing the original speéch sample z,, e, is quantized. The
statistics of the speech signal actually vary slowly with time. Adaptive DPCM (AD-
PCM) is a DPCM coder that adapts to this slowly varying statistics by predictor
adaptation, quantizer adaptation, or both [20]. ADPCM at 32 kbit/s [21] can ahieve
speech quality close to that of PCM at 64 kbit/s.
| PCM, DPCM, and ADPCM all operate in the time domain. There are techniques
that operate in the frequency domain including subband coding and transform coding.
In both the subband coding and transform coding, the input signal is divided into a
“number of separate frequency bands and then each band is encoded separately. These
- techniques have the a,dvanta,gé that the number of bits used to encode each frequency
: baiid can be variable. The encoding accuracy of different frequency bands can then be
‘a.dj,ursted' a,ccording'fo their! pér,ce}‘)tua,l signiﬁc’ancés, For example, in speech coding,

- the lower frequency bands are encoded with a larger number of bits because they
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Figure 2.3: Model of the Time-varying Speech Production System:

contain pitch and formant structure that must be pféserved accurately. On the other -
- hand, a small number of bits can be used to encode the higher frequency bands in
which fricative and noise-like sounds occur in_speech. In addition, at the cost of
higher complexity, adaptive bit allocations can be employed to improve the coder’s

performance significantly [20].

~ 2.2.2 Analysis-synthesis Coding
Uﬁlike waveform coding, analysis-synthesis (A-S).coding techniques characterize the
speech Signal by certain perceptually important parameters ‘and synthesize a signal
that is perceptually similar to the original sigh;i] [5]. Since A—qcoding S)fstelns only
presene the perceptually significant information, they usnally dchle\e . higher data
compression ratio than waveform coding systems.

- Generally speaking, the human voice system can be modelled for voiced speech
by a time-varying all-pole inverse filter excited by some periodic excitation signals as
shown in Figure 2.3. The i inverse filter is intended to model the human vocal tract
and this is called the tlme—var}wmg speech production model [22]. In 1974, Markel
and Gray used linear prediction to derive the time-varying speech production model
and derived the linear predictive codinrg (LPC) vocoder [23]. In an LPC vocoder, the
speech signal is segmented into frames and each frame can be characterized by a small
number of parameters. Instead of encoding the actual speech or error samples as in

~ waveform coding, the parametérs are encoded. Figure 2.4 shows the block diagram of

~an LPC vocoder The encoder computes and quantlzes the optimal linear prediction

' (LP) coeﬂiaents (a, ’s), the gain factor (G), and the pitch perlod (k) for each speech
,{rame The decoaer decodes the parameters and sy nthesizes the reconstructed speech

3 usmg the tlme-varylng speech productlon ‘model.
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In an LPC vocoder, the current speech sample is approximated by a linear com-
- bination of previous L samples. If Z,, is the reconstructed speech sample at instant n

and o;’s are the predictor coefficients, then
L
Iy =€, + Z L& 5 ’ (24)
1=1 )

where ¢,, is an uncorrelated random variable with zero mean and a variance of o2
The.above linear predictor can also be considered as a digital filter with an input Z,,,

an -output e,, and a system function

o
[}
—

H(z)=1- iaiz"i ' (2.
=1 -

In other words, the speech SIgna] can be synthe51zecl by exciting the inverse filter
- 1/H(z) with an appropriate excitation signal. Dependmg on whether the speech
signal is voiced or unvoiced; either a sequence of periodic impulses or a sequence of
white noises can be used as an excita* on signal. - ,

LPC vocoders operate at bit rates between 1.2 to 2.4 kblt/ s. A 2.4 kbit/s vocoder
~ can usua,ll) reconstruct speech with a high level of 1ntelhglb1ht\ However, spee(,h

quality, natura]ness, and speaker recognizability are all poor [21].

2.2.3 Analysis-by-synthesis Coding

Unlike analysis-synthesis coding syétems, analysis-by-synthesis (A-by-S) coding sys-
‘tems determine the signal parameters by an optimization procedure in which synthe-
sized signals are comparéd with the original signal. Therefore, a better reproduction
quality from A-by-S systems can be expected. In fact, A-by-S systems can achieve
toll quality at 8 kbit/s [5]. Toll quality is defined as the speech quality required in
commercial telephony. In particular, code excited linear prediction (CELP) coders,
which are based on the A-by-S structure, provide good rep 'oductlon quality at bit
rates between 4.0 to 16.0 kblt ,/s-

'—Figure_il.é 1—3!}9WS a-general co ,.E,m'atmﬂ of an A-by-S encoder. The excitation
codebook contam‘; a collection of excitation vectors and the spectral rodebool\s con—k
taina collection of long—term and shert—term predictor coefficients. The long-term

predlctor. whlch models the far—sample correlatlon or the spectral fine structure of
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the speech signal, is represented by
1 1
Bz) 1-gim b

(2.6)

where (2m + 1) is the order of the long-term predictor, k, is the pitch period of
the speech signal in samples, and b;’s are the long-term predictor coefficients. On
the other hand, the short-term: predictor models the near- sample correlatron or the

speech spectral envelope and its system functlon is
1 1
CA(z) 1 Ele iz

where L is the order of the short-term predictor and «;’s are the short-term predictor

(2.7)

coefficients. This filter is the same as the linear predictor described in section 2.2.2.
Typical values of L are between 10 and 16 assunnng an 8 kHz samphug rate [5].

_ One of the characterlstlcs of an A- by S encoder is that all the possible recon-
structed signals are compared with the orlgmal s1gnal in search for the parameters
that' best represent the original signal. Hence, the decoder is an integral part of
the encoder (the shaded area in Figure 2. a) Specifically, for each segment z = 7‘
(Ths Zrigy- - - , TntN ) consisting of N consecutrve speech samples, all the vectors in
the excitation cedebeok ‘with index 7 and the cerrespending scale factor G are used
as excitations to the predictors with spectral codebook entries (7,k). The resultiug

synthesized signals y. are then compared with z. Without the weighting filter,

the Value of the paramet(grs (2,7, k, G) that minimize the squared error between z and
’7 Yok is the best representation of z. The decoder can use codebooks identical to the
~~encoder to synthesize the speech slgnal. However, better perceptual results can be
' obtained by exploiting the auditory masking characteristics of human hearing. The
weighting filter is introduced so that the parameters (i, j, k, G) are selected based on
a perceptual errorlcr‘iterion [5]. The weighting filter has a system function

AgZ) | 0<y<1 (2.8)

“and the value of 71s determined 'ﬂnough listening test. The effect of the weighting

W(z) =

filter. is noise empha&s in high 51gnal euerrry reglon a,nd noise deemphas1s in low s1gnal
energy reglon Thus the actual percelved noise level i is reduced ‘
An exha,ustrve search of the excrta,tlou and the spectral codebooks for all pos-

751b]e (z ],k G) results ina huge computatloua] complexrty For example, n 1985
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Figure 2.5: Block diagram of an analysis-by-synthesis coding system

‘Schroeder and Atal indicated that 125 seconds of Cray-1 supercomputer time is re-
quired to encode 1 second of a speech signal [24]. This kind of coﬁlplexity prohibits a
redl-tilme implémentdtioﬂ of A-by-S rsystems : Conlpiexity reduction trechniques such
as ZIR-ZSR decompos'tmn and sequential codebook search-[25] can be used to reduce

the computatlona} load of the encoder.

2.2.4 Performance Measurements

Traditionally, performance of signal processing systems such as scalar and vector
quailtizers are measured in terms of the signal-to-noise ratio (SNR). However, for
spéech coding systems, the ultimate goal is to maximize the subjective quality (i.e.,
~ what the human listeners actually perceive) of the reconstructed speech. So far,
: it‘hasj not been possible to objectively quantify the term “speech quality”. While
some listeners may tolerate one kind of distortion, others may not. In addition,
noisy speech‘ which was unsatisfactory in the beginning can become acceptable after
‘repeated listening. However, a combination of obJectlve and subjective measures can
~ still be used to gwe a good md1cat10n of the overall speech quahty In the following
VSCCt]ODS some of the (‘ommonly used obJectlve and sub]ectlve quahty measures are |

presented.’
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k Objective Speech Quality

" The simplest and most commonly used objective quality criterion is the signal-to-
noise ratio (SNR). If z(t), y(¢), and e(t) = z(t) — y(t) are the original signal, the

reconstructed signal, and the error signal respeCtiveiy, the SNR is defined as

SNR—IOlogw( )y 4B (2.9)

ﬂmlﬂw

- where o2 and o7 are the variances of z(t) and () respectively. In practice, the SNR

is estimated from the original speeCIi and the reconstructed speech samples as follows:
N 2 :

SNR = 1010g10(%—1£’—‘-) B (2.10)

2
n=1 “n - -

where V is the number of samples used in the SNR estimation.

Usually, SNR is computed over a long speech database. However, speech signal
s a quasi stationa,r}; "precess and the SNR measlh‘e often has. a pcor correlation with
the human perceptlon T his statement is partlcularly true when regions of poor per-
. formance mask regions of better performance. A better assessment of speech quallty‘ :

can be obtained byﬁusrng the. segmental s1gnal—tofllolse ratio (SEGSNR) defined as

SEGSNR = — Z SNR; dB (2.11)

i=1

- where k is the number of speech frames used for the computation of SEGSNR, and
v SNR; is the SNR computed for the i-th frame of N samples with a typical value of
" 256. Silence frames are eliminated from the computatlon of SEGSNR because a small
iamount of noise in a silence frame can give rise to a large negative SNR. A frame is
considered to be silent if its average signal power is 40 dB below the average power

level of the entire speech database [5].

Subjective Speech Quality

"Although SNR and SEGSNR are convenient ways to assess the quality of the recon-
' structed speech, they do not rehably predlct the subJectlve speech ‘quality. This i 1s~
particular true for speech coders opera.tmg below 16 kbit /s.. Alternatlvely, the qual-

‘ v_1ty of the speech coder can be evalua.ted by forma.l tests WJth human listeners. For
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example, in the A-B preference test [26], sentence pairs processed by two different al-
gorithms are presented to the listeners in a random fashion. The listeners then decide
_if they prefer sentence A or sentence B. Results of the A-B preference test are usually
pr.-~nted as a percentage of a preference for a particular algmithm
On the other hand, a more precise measure is the mean opinion score (MOS) [26].
The MOS is obtained by averaging scores given by a group of untrained listeners. The
listeners evaluate the speech quality on a scale of 1 (for poor quality) to 5 (for excellent
iquality) The reconstructed speech is cons1dered to have toll quality if the MOS is
better than 4.0. For example, the CCITT G.711 64 kbit/s PCM coder achieves a
MOS of 4.25 while the CCITT G.721 32 kbit/s ADPCM coder achieves a MOS score
close to 4.0 [5]. 7 7
Unfortunately, subjective evaluations of speech quality or intelligibility are very
time consuming and expensive. The objective measures such as SNR and SEGSNR
are comparably much easier to-compute. Thus, alﬂ)ough objective quality measures
do not always relizﬂ)ly predict the subjecﬁve rquality, they are still often used for

preliminary speech coder design.

2.3 C haliilel Coding

Channel coding is a technique for improvihg the reliability of digital dat‘a transmissions
over a noisy channel. This is usually accoinplished by introducing rédundancy into
the data to be transmitted. A block diagram of d chaninel coding system is shown in
- Figure 2.6. The ob]ectwe of the channel codlng system is to reduce the bit error (i.e.,
“error between un, and i, due to e;) probability of data transmissions over the noisy
- discrete channel at the cost of bandwidth expans1on The discrete channel actually
composes of a modulator, a demodulator, and a waveform channel Although the
~bit error probability can also be reduced by increasing the transmitter’s power, it
s usual]y more costly and introduces problems such as additional co-channel and
“adjacent channel interferences [27]. 7

There e)usts many channe] codmg technlques that facilitate two basic objectives at
the recelver error detectlon and error correction. Wlth error detection, the receiver
can detect the presence of errors in the recelved data and thus an appropriate actlon

o "can be taken For example the recelver can ask for retransmission of corrupted data
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Figure 2.6: Block diagram of a channel coding system

Schemes 1nclud1ng pure automatic repeat request (ARQ) and Hybrld ARQ operate '
, on this principle [23, 29] For speech transm]ssmn’,rderlay mtroduced by retransmission

is often unacceptable. However, With error detection, techniques such as frame sub-

- stitution [30, 31, 32] and frame interpolation/extrapolation [33, 34] can be employed

to improve the reconstructed speech quality in case of errors.

~In this thesis, we only consider forward error correction (FEC). Compared to
incr‘ee‘tsi'ng; transmitter’s power, FEC is a relzrttyivelry; inexpensive way of improving
communication reliability. Low. cost implementations of FEC algorithms are read-

ily available on custom made intégrated circuits (i.e.; ASICs) [35].

2.3.1 Forward Error Correction

There are two important types of forward error correction codes: linear block codes
- and convolutional codes‘,[36]. In linear block codes, a block of k data bits is represented
by a codeword of n bits. where k&' < nThe éodé "'f@té is defined 'asiRC_: k/n and it
“indicates the amount of reduﬁdaﬁcy intro‘ducedi by the error correction code. A linear

o blo’crkricodre that @¢¢¢Pt§; kb1ts asmputand pﬁ):d,ti:crgs n-output bits: is oftén called
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an (n, k) code; and there is always a unique mapping from the k£ data bits to the
n bit codeword. Since the n bit codeword dependé only on the the corresponding &
~ data bits, linear block codes are memoryless. There are many important block codes
1nclud1ng Hamming codes, Golay codes, Bose-Chaudhuri- Hocquenghem (BCH) codes,
and Reed-Solomon codes [37, 38].

In convolutional codes, the n bit codeword depends on both the & data bits and
the previous [ data Bits. Hence, convolutional codes have a memory of order [ which
is often called the constraint length of the convolutional code. In other words, the
m'a»pping from the & bit input to the n bit codeword is not uhiqﬂe. Similar to lii1ear
block codes, the ratio R. = k/n is called the code rate and a convolutional code with
l bi‘ps of meniory that accepts k bits as inpﬁt and pr(r)ducesran n bit codeword is often
called an (n, k,1) code. |

For both linear block codes and convolutional codes, there are two types of de-

- coding algorithm: hard decision and soft decision decoding [36]. If the matched filter -~

outputs (i.e., outputs of the demodulator) are quantized into binary levels prior to
channel decoding, the decoding process is called hard decision decoding. On the other
hand, if a measure 'orf reliability is provided for each received bit to the channel decoder,
thédecoding’pro'cess' is called soft decisionr'déc()ding. The Vreliabiiit'y information is
often the unquantizéd output of the matched filter. ‘Channel codri:ng syétems with soft
decision decoding often outperforms those with hard decision decoding by 2 to 3 dB in
decoding gain. However, soft decision decoding is substantially harder ‘to implement
in a block code decoder than hard decision decoding. Soft decision decoding can be
;a,ccomplished much easier with convolutional codes than with block codes when the

'm&Ximum likelihood Viterbi decoding algorithm is used [39, 40, 41].

| ‘2.3.2 Interleaving

Most of the well known error-correcting codes are effective when the channel errors
| rale statlstlcally mdependent However, mobile channels often exhibit bursty error
characteristics. An eﬂ’ectwe method for deahng w1th burst errors is to interleave the
coded data in such'a way that the burst errors are randomized. Thus ‘a code designed
for 1ndependent errors can be used

There are many mterleavmg/ delnterleavmg methods (,onceptudlly, the sunplest
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Figuré 2.7: Basic concept of block interleaving

- one is block interleaving. Inside a block interleaver, the interleaving buffer can be
viewed as a rectangular array of storage locations. VFigure 2.7 shows the matrix rep-
resentation of a block interleaver with an ii1térlé'aifi11g depth of T symbols. In the
interleaver, data is written into the interleaving buffer by rows. When the buffer is |
full (i.e., all the rows are filled up), the data is rread out by c-rorlulmls'._The deinterleaver
perfoﬁns the inverse 6pératioﬁ by writillg tlrleﬂ‘received data into a similar buffer by
columns and reading them out by rdws after the buffer is full. Now, if the communi-
~ cation channel introduces an error burst that corrupts K data symbols where K < [,
‘the K consecutive errors will cause only single errors after (leinferléavillg.

It s intuitively obvious that as I gets ]ar:gefr,r the errors will tend to be more
uncbrré]ated. HoWever, the delay that resultsrffomrinterleaviug is directly proportional
“to . An ideal intﬁ]eaver, which has an infinite ixjterleaving depth, will introduce an
infinite delay. For real-time speech communicaﬁons, an excessive amount of end-to-
‘énd delay can cause irritating distortion in the reconstrucféd speech. Hence, the depth

of the interleaver depends on the communication channel, the error correcting code,

and the speech coding algorithm.
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2.4 Modulation and Multiple Access Techniques

2.4.1 Digital Modulation Schemes

Digital transmission over the mobile environment has become an important research
area. Since mobile channels are waveform channels, they cannot be used to transmit
‘the sequence of dlgltal data from the channel coder directly. On the transmitter side,
a digital modulator is required to convert digital data into analog waveforms that
are compatible with the charact,erist,ics of the channel. On therécéiver side, a digital
délnodul@tor is recil.lrre(l to reproduce the digita,lr data sequence from the received
- waveforms. . ' 7 7
Modulated data symbols can be detected either coherently or differentially. For
example, in the North American 15-54 starldard for digital cellular networks, differ-
entially encoded and detectéd quadrature phase shift keying (DQPSK) is suggested
~as the digital modulation format [2]. The advantage of differential detection is that
a coherent phase reference ai the receiver is not required. Therefore, DQPSK is very
robust to the random phase fluctuations introduced by a. mobile channel since channel
statlstlrs change very little between adjacent data, symbols
On the contrary, -although an elaborate method for estimating the carrier phdsef
is requlred, the performance of coherent detection i is significantly better than differ-
ential detection. For example, DQPSK is approximately 3 dB podrer in performance
than coherent QPSK. In practice, very reliable phase estimates can be obtained by
~using the pilot symbol technique: Known symbols are inserted into modulated data
sequences periodically. By comparing the received known symbols with ’th‘eir true
values, the receiver can estimate the channel variatiorls and establish a phase refer-
ence for coherent detection. It has been shown that pilot symbol assisted modulation
outperforms differential detection under most conditions [42].
~In this thesis, we have decided to use coherent QPSK and assumed that the phase
- distortion can be perfectly estimated at the receiver. The QPSK constellation is
shown in Figure 2.8.: Theoret’ically,rh‘igher level modulation with better bandwidth
eﬂiCIeucy such as 16 level quadrature amphtude modulation (QAM) can ‘be used to
wmrprove the system throughput However 16 QAM requires too much power which

prohlblts 1ts use on hand-held portable umts [43].
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: Data Bit Phase

x[i] | x[i+1] o]
0 0 —3n/4
0 1 3n/4
1 1 0 ~7t/4
1 1 /4

Figure 2.8: QPSK signal constellation

2.4.2 MultipleAcCess Methods

“Tira wireless digital radio network, the multiple access method has a significant impact
on how the network is to be organized. Therefere, a multiple access scheme is one
- of the most important,design'f’actors,t’o be considered. For digital systems, there are
three basic multiple access schemes, namely the frequency division multiple access
(FDMA), the time divisionj multiple access (TDMA), and the code division multiple -
access (CDMA). In theory, it does not matter whether the spectrum is divided into

e‘frequencies, time slots, or codes. However, one may be better suited in a certain
- communication media than another. For example, FDMA is presently being used in

- digital residential cordless phone systems, mainly because of its iarrowband nature

which: does not require any anti-multipath equelization [44]. On the other hand, the

quth' American 15-54 [2] and the European GSM digital cellular standard [4] both

adopt TDMA as their multiple access scheme. A competing digital cellular system

based on CDMA he,s receﬁtly been approved by theL,Telecommunication Industry

Association (TIA) as the North American interim standard 1S-95 [3]. In a,‘ddi‘tion‘,

the third gelierdﬁon wireless systems are expected to provide services in Voiee, video,

and data transmission [45]. This leads to new’requirementsr for the design of multiple
a,ccess schemes such as varxable rate transnmssmns In thls sect10n all three multlple
access schemes are brleﬁy descrlbed

~In FDMA, a glven frequency band 1S d1v1ded mto many frequency channels Each




CHAPTER 2. SYSTEM OVERVIEW 24

user is assigned a separate non-overlapping frequency channel. At the base station,
signals from all the users are combined through a common power amplifier. At each
individual mobile user, the signal is upconverted to the assigned frequency band.
FDMA can be used as a multiple access scheme for both digital and analog commu-
nications. Figure 2.9 shows a possible format of FDMA. FDMA is adopted by the
advanced mobile phone standard (AMPS), which is the North American first gener-
ation wireless system. However, in order to implement varlable rate transmlsqlons
FDMA syrstems 'wilrl require changes in the radlo channel bandwidth dynamically.

In- TDMA, there is oﬁly a single narrowband radio channel with an aggregate
 transmission rate of R bit /s. The channel is divided into N time slots in which each
time slot can allow a bit rate of R/N bit/s. Then, with a multiplexer, a maximum of
N users can share the same channel by using their designated time slots. Figure 2.10°
shows the operation of a TDMA system. Work has been doneto incorporate variable
rate serviees in TVD,MA systems including the enhanced TDMA (E-TDMA) [46] and
the packef reservation multip’]e access (PRMA) [47]. Both the E—TDMA”and the
PRMA assign TDMA time slots dynamlcally to users on request. |

In CDMA, there is only a smgle wzdeband radio channel. Signals from N users
are modulated,mth N different high frequency pseudo-random noise (PN) sequences
which are orthogonal (i.e., uncorreléted) to’earc,h other. Signals from different users are
combined using a commou amplifier. In the receiver, since signals from different users
are uncorrelated, the signal from the desired user can be obtained by correlating the
. received signal with the a,ppropriate PN sequence.. Figure 2. ll‘shows the operation of
a CDMA system. ‘A variable rate CDMA digital cellular system has béen developed
and demonstrated by Qua,lcomm, Inc. [48] cLIld it has been approved by TIA as an
alternative interim standard for the second generation wireless systems.

- In this thesis; we have assumed a TDMA multiple access scheme similar to the
one specified in the IS-54. The total transmission rate of a single TDMA channel is
assumed to be 48 kbit/s, in which 20% is used for tran31ni$si01'i overhead. Hence, a
total of 38.4 kbit/s is available for error‘pretected speech data. The duration of a
single TDMA frame is 40 ms and each frame is di'v'ide'd'in'to 12 time slots. We have
a,ssumed that each TD‘V.[A cha,nnel can a,ccommoda,te elther 3 or 4 users. If there are
3 users, each user is a551gned 4 time slots yleldmg a user, transmission rate of 12.8

kblt;:/s. On the other hand, 1Vf”:7trhere are 4 users, ea,chr,ruser is asslglled 3 time slots,
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yielding a user transmission rate of 9.6 kbit/s. Figure 2.12 indicates the arrangement

- .of user data for the two different user transmission rates.
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Figure 2.9: Block diagram of a FDMA system
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- Figure 2.12: Frame structure of the multiple access scheme
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2.5 Model of the Transmission Channel

Typical transmission channels include telephone lines, mobile radio links, microwave
links, and satellite links. These channels are subject to various kinds of noise dis-
~ turbances. For example. on a mobile channel, radio signals are subject to significant
propagation-path loss and fading due to shadowing and ‘multip‘ath effects [27]. In ad-
dit\ion,’ man-made disturbances such as noise from a vehicle’s electrical ignition system
and interference from adjacent channels in a cellular network are not uncommon. The
overall effect of the noise disturbances is to introduce an additive and a multiplicative
noise component to the transmitted signal. In tliissection,_ the mobile fading chan-
nel which consists of short-term Réy]éigh fading and long-term Log-normal fading is

briefly described. Baseband representations are used without loss of generality.

2.5.1 Fading Cha;lnel

In the mobile radio environment, the system performance is a function of the radio
- {requency, vehicular speéd, channel bandwidth and geographical location of the vehi-
cle. For example, tberf; are nsually a large number of diffuse scatters and/or reflectors
whﬁ;lf move randomly relative to each other. This fes,u]ts in a multipath fading signdl
(i.e., short-term fading)- In addition, different propa,gation paths can experience dif-
ferent time delays and signal attenuations. If the time delay spread is small compa,réd
to one symbol duration, the short-term fading is frequency non-selective (also called
flat fading) {36]. Otherwise. a large delay spread causes frequency selective fading.
In this thesis, we only consider flat fading. On the other hand, the average received
| signal level decreases as the mobile unit moves away from the base station and de-
pends on the terrain configuration between the mobile unit and the base sta,tionk (1.e.,
long-térn‘l fading).

In general, the received signal is subject to both short-term and long-term fading

effects. The baseband equivalent of the received signal can be written as

B 7(t) : d(i)s(f) + n(t) | (2.12)

where 'd(‘t) is the mtﬂt?plicative distortion (also the received signal ellve]ope) and n(t)

- is the additive complex Gaussian noise with zero mean and a power spectral density
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(PSD) of N,. Slnce we assume perfect coherent detectlon, d(t) is assumed to be a real

_ value random process without loss of generahty d(t\ can be further decomposed as

d(t) = d(D)d(t) (21

where d,(t ) is a Raylelgh process modelling the short term fadmg and d;(t) is a Log-

 normal process modelling the long term fading.

After receiver matched ﬁltermg and sampling, the output of the QPSK coherent
7 demodulator is - : - o ,
TrE = dkSk +’flk : ) L ‘ (2 14)
where dj. is the fading envelope sk 1s the complex QPSK symbol and ni is the white:

Gaussian noise.

' Short term Fadmg S

Short term fadmg is caused by the multlpath phenomenon as mentioned earlier. The

fa,dlnnT ‘amplitude d,(t), which is the ma,gnltude of the complex short- term fading gain,

- ca,n be modelled by the Raylelgh fadmg process [27] The complex fading galn has a

, norma,hzed autocorrelatlon functlon '
pr = Jo(2n fpT) ' (2.15)

where Jo(®) is the modified Bessel function of the first kind and order zero, and fp is
the maximum Doppler frequency (also called the fade rate). The fade rate fp can be

expceSSed in terms of the vehicle speed v and the carrier frequency f. as

fo= —fc (2.16)
where ¢ = = 3.0 x 108 is the speed of light. In addition, the normalized fade rate is
defined as fpT where T is duration of a symbol. '
Long-term Fading

Loog term fadingis caused by the;propag‘ation"pa,thiloss and the &ariation of terrain

conﬁguration,betweenr'the ba,sev station ,a,nd'thel‘mobi‘lepl‘mit‘.‘ Instead of representing
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- the fading process in time, we can also express it in terms of the distance z from the

base station. In that case, ‘
d(z) = ds(z)di(z) : - (2.17).
Empirical results indicate that the long tefln fading procéss di(z) follows a Log-
~ normal distribution [27]. That means the PDF of D;(z), where D;() is the power of

~di(z) expressed in dB, is ' - |

mmzwiﬁwggﬁﬁh (2.18)

- where P, is the averzige power,‘(expressed in dB) of the received signal at a distance
z away from the base station. Previous studies have shown that P, in linear scale

follows the inverse 4-th power law which states that

P, =P, —40log(z) (2.19)
. where Py is the power at a reference distance close to the transmitting antenna but
in the far-field. [27]. | |
- 2.6 Summary

- In this chapter, we gave a brief introduction to speech coding, channel coding, and
digital modulation. We also described the multiple access scheme and the model of

' mobﬂe channels conéideted in this thesis.
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'CHAPTER 3

VARIABLE RATE SPEECH
CODING

7 In thewdésﬁign of conventional sp’e’eCh*codiﬁg systems, it is often assumed that the

: speech coder operates at a ﬁxerdl"rate. However, since speech is non-stationary and
= the‘chamlel capacity is someti:inérs tiine—vafiant, Speéch'codéré that operate at variable -
" rates are desirable. In thisrchapte'r, code excited linear prediction (CELP) coders
_ based on the analysis-by-synthesis structure are désc,ribed. The basic structure of our
CELP speech coder is first described, followed by a description of our variable rate
CELP speech coders. : ‘

‘3.1 CELP algorithm

In the last decade, the development of digital mobile communication systems have
progressed signiﬁcant]y. In these systetns, voice is still the dominant service providéd.
Digital transmissidn'of speech can p’rdvidé a more seciire and bandwidth efficient
service with good reproduction quality. In particular, code exc1ted linear prediction
(CELP) is con31dered to be a powerful technique in producing high- quahty speech
at bit rates in the range from 4.0 to 16.0 kblt/s In fact, the North American 1S-54
' dlgltal cellular standard ernp'oys the vector sum exmted linear prediction- (V SELP)
coder which is a variant of CELP [2]. On the other hand, the European GSM d}gltal
| 'cellular standard a,dopts the regular—pu]se—exatatlon lon g term predlctlon (RPE—LTP) :

“ ﬁcoder wbjch is one of the many reahza,tlons of the a.naly31s by- synthesm structure [4]
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Figure 3.1: Block diagram of a CELP speech coder

The objectivé,orfrrthis sectidn is to descriliga the basic structure of the CELP coder
employed in this;t'h'esis‘. A block diagram of a generic CELP. encoder structure is
“shown in Figure 3.1. As mentioned in Section 2.2.3, the CELP speech coder is based
on the a.nalysis-rby-synthesi‘s structure. One major characteristic of an A-by-S system
is that every possible synthesized signal is compared to the original signal in order to
obtain the parameters that best represent the original signal. As a result, the deccder,
- which is shown as the shaded area in Figure 3.1, is an integral part of the encoder.
| The reconstructed speech is synthesized by ﬁlferixlg'all excitation signal with a
synthesis filter based on the short-term linear predlctlon (LP) coefficients. LP analysis
is performed on the original speech signal to determme the LP coefficients. The
- excitation signal is formed by the weighted sum of the contributions from the adaptive
codebook and stochastxc codebooks. The adaptlve codebook represents the periodicity
of the speech qxgnai ‘whichisa rea,hzat]on of the long-term pitch filter. The stochastic
_codebooks contam random excitation vectors The: codebook indices and the scale
factors are determmed by an anal} sm—by-synthems procedure as de‘scrlbed in Section

2.2.3. T | : |
 The »CELP encoder shown in Figure 3.1 is characterized by high computational
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Figure 3.2: Block diagram of a complexity reduced CELP speech coder
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complexity. A comp]exjty reduced version is shown in Figure 3.2. This complexity
reduced version has three major differences from the high complexity one: combining
‘the synthesis filter and the perceptual weighting filter; decomposing the synthesis
filter output into the zero state response (ZSR) and zero input response (ZIR); and
- searching the codebooks sequentially.

~ In the complex1ty reduced coder, instead of filtering the error signal with the

weighting filter

A(z) - ‘
Az/v) (3-1)

" both the original speech signal and the excitations are filtered by W(z). The combined

. 'W,(Z)'

synthesis and weighting filter has a transfer function
1 A(z) 1
A=) Alz[v) ~ A=)

Ho(z) = (3.2)

- In add1t1on the rombmed filter response is separated into the zero input response

(ZIR) and zero-state response (ZSR), a technlque known as ZIR-ZSR decomposition
[25]. To further reduce the complexﬂ:y of the coder, the best codebook vectors and the
correspondmg gain values are determmed sequentlaHv Typlcally the best adaptive
-~ codebook vector is determmed first, followed by the stochastic codebooks. However,
this sequential search method is suboptimal. ‘A simple improvement can be achieved
by re-optimizing the gain values after the ACB and the SCB vectors are determined
[5]. ,
The input speech is processed on a frame by frame basis. The CELP encoder
,‘dwldes the input speech samples into a series of analysis frames which are further di-
vided into a number of subframes. LP analysis is performed once every aualysm frame
while the excitation parameters are determined once every subfmme In the follow-

ing sections, we describe in detail the various major components of the complexity

reduced CELP encodef,

3. 1 1 Linear Predlctlon Analy51s and Quantlzatlon

7 For every analysm fra,me ‘an L th order LP analySJS 1is performed to obtain the optnnal o
'LP coefﬁaents whlch are used to construct the L th order short term synthes1s filter.

The autocorrelatlon method is used to obtam the LP coefﬁaents [22] If r,(T) denotes -
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i ;. denotes the j-th LP coefficient, the following system of equatlons can be used to

s solve for the optimal LP coefficients:

Za; (1 = k) = ri(k) | (3.3)

. for k=1,2,...,L. This is a system of L linear equations with L unknowns (i.e., a;’s)

rvliicll are called the Wiener-Hopf or Yule-Walker equations. This system of equations
can be solved efﬁciently using the Levinson-Durbin algorithnlz [16].

| Before quantization and transnﬁssiou the LP coefficients «;’s are converted into
line spectral pair (LSP) parameters.. The LSP parameters have better quantization
. :propertles than LP coefficients [50]. - Tree searched multi- stage vector quantization
(T‘; MSVQ) is used to quantize the LSP parameters [51]. TS-MSVQ is a novel tech-

nique to reduce the complex1ty of the quantization procedure

. In order to ensure a smooth transition between adjacent sets of LP coefficients, the -~ -

coefficients are interpolated in the LSP domain. Linear interpolation is done every

subframe as follows: -

)LSP() LSP.(5) L (34)

| (J) { Nsub.

'Nsub
where N,y is the total number of subframes in an analysis frame
LSP;(7) is the j-th LSP for the i-th subframe
LSP,(7) is the j-th LSP of the previous analysis frame
' LSPC(j) is the 7-th LSP of the current- analysisframe.

3. 1 2 Adaptlve and Stochastlc Codebooks Search

k As descrlbed earller, the escc1ta,t10n ‘signal is formed by the sum of the scaled contri-

butions from the adaptive codebook (ACB) and stochastic codebooks (SCBs). In the

 following sections, the structure of the ACB and SCBs are descrlbed followed by a

: descrlptlon on best codeve(‘tor/ gain selectlon

Adaptive Codebook

N ~The adaptlve Codebook is used to reahze asingle tap c]osed loop pltch predlctor ACB

Cods composed of past excitation vectors and uses the pitch delay k, as an index in the B
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~ codebook. This approach was introduced by Singhal and Atal [52] and then further
developed by Rose and Barnwell [53]. For a given k,, the ACB generates excitation
samples of the form -

o () = gy — k) O 39)
where u, is the ACB excitation, g, is the optimal gain value for the given k,, and w,

is the past excitation. Typical values of k, ranges from 20 to 147 samples [5]

: Stochastic Co drébook

In a full compleXIty CELP eucoder the Stochastlc Codebook(s ) can be generated using
a random Gaussian number generator with zero mean and unit variance. However,
in our complexity reduced system, a special form Qf SCB:is used containing sparse
dnd,over]apped shift by -2 Codevectors with ternary-valued samples (i.e., -1, 0, 1).
- Figure 3.3 shows the structure of the SCB. As indicated in the ’diagr,am, if the‘j-th

~ SCB vector is defined as u;, then the (j — 1)-th vector is defined recursively as

wa () =uG-2) (36)

fort=3,...,k where A is the dimension of the excitation vector. u; (1) and u;,(2) |
are found by slnftmd in the next two samples of the codebook: The spar51ty of
the codebook is defined as the percentage of zero entries in the codevectors. In our =
complexity reduced system, the sparsity is 77%. The SCB can be generated in three

steps:
@ Generate an SCB using a random Gaussian number generator;

® Center clip the SCB (i.e., set the value of an entry to zero if its magnitude is
- smaller than a threshold) with a threshold determined by the desired sparsity

of the SCB;
® Quantize the SCB to three levels : -1, 0, and 1.

- The special SCB structure a]Jows ‘end point correctlon as explamed below and
thus. reduces the computatlonal load 91gn1ﬁcantly [04] If the filter’s ZSR Y, due to an
‘ exatatlon u; has been deterlmned y due to u; ; can be found by first shifting Y,

' bv two as follows " -

;.y,,;_](i)#g,.<i—2>~ e
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U[‘ ] m<3
T = —1 um-2
I — 1 um-l
— : 1 u,
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Shift by 2 samples
Figure 3.3: Structure of an overlapped shift stochastic codebook

fof i = 3,...,k, and setting Y, (1) and Y, ,(2) to zero. The filter’s correct ZSR
‘1s then obtained by convolvmg only the new excitation samples u; (1) and u;_,(2)
with the filter’s nnpulse response-and adding the results to Y, , found in (3.7). Hence,
~with end point correction; only two convolutions are required for each codebook vector
(except the first vector). In addition, because of the sparsity of the SCB, u;_,(1) and
u;_1(2) are zero most of tho time. In those cases, no convolutions are required.

" Therefore, a significant amount of computations are saved. -

Computation of Best Excitation

~ As mentioned earlier, the best excitation vectors are determined sequentially. Usually,
the best ACB vector is determined first, followed by the SCBs. For the ACB the best
b exatatlon is determmed as follows

Slnce H.(z z) is a linear filter, its output response y as a resu]t of an ACB excitation

vector u’ can be separated into the ZSR and ZIR
| y :y~zr+g“ LSt : | (38)

where y . is the ZIR response, y_';sr is the ZSR résponse due to‘th'e excitation u’, and
g is the corresponding gain. The ZIR is the output of the synthasis filter with zero ‘
input whl]e the ZSR is the output of the synthesw ﬁ]ter w1th an excitation and zero

~ filter memory (i-e., zero initial: condltlons) Thus the ZIR is 1ndependent of whlle |

each Fowill result in a djﬂ"erent ZSR
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- If we define an M x M matrix H as

h(1) 0 0
o h(2) h(l) g (3.9)
| A(M) R(M —1) ... h(1) |

where M and h(n) are the order and the impulée response of the synthesis filter

ye’spec’cively, (3.8) can be written as
Y =y, oy, - (310)

If we define a vector £ = s’ — Y, in which &’ is a subframe of speech samples filtered
by W (z), the optimization problem becomes finding the u’ and ¢} that minimizes the
square error T | '

e=llt-gHER (3.11)

By dlﬁerentlatmg (3.11) with respect to g¢ and equatnw the resultmg expression to

zero the gain value for a particular codebook vector can be found to be
,TH U

g = IIH’UHIIE , | o ‘, (3:12)

and (3:11) becomes .
' ,  (tTHul)?
e= It - 5
= e

The first term in the above equation does not depend on the index i. Hence, the

(3‘.13)

optimization problem is equivalent to maximizing

(" Hu,)? | ‘
€= W. 7 (314)

The giu} that maximizes (3.14) is the best excitation.

After the best ACB exata,tlon is determined, a new target vectorg, = ¢— 9Pt HulPt
is used for selectmg the first stage best SCB exatatlon ‘The latter SCB stages’ best
eXCItatlons are then obtamed in the same fashion. After all the ACB and SCB best
excitations are determmed the gam values are reoptlmlzed to obtain a smaller €. For

example If there are one ACB and one SCB the encoder s obJectlve is to’ mmlmlze

f—llt—g"”‘Hu"”“"Q{”‘,Hﬁé’”‘llzf N ¢ A6 R
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By equating the partial derivatives of (3.15) w1th respect to ¢g°F* and ¢ to zero, a
1 linear system of two equations with two unknowns is obtained. By solving the system

of equat,iens, the gains that minimize (3.15) can be obtained.

3.1.3 Gain Quantization
After the codebook gains are obtained ‘they need to be quantized. In order to re-

duce the complex1ty, we use a shape -gain /multistage vector quantizer (VQ) to jointly

| “quantize the codebook gams 1In'a shape-gain VQ, the source vector z is normalized

- gain vector can be deﬁned as G = {g°", g

by a gain value g, to obtain a normalized: source vector z,,,,, . Thus, the problem

becomes quantizing the scalar gain value gno, and the c;ha.pe vector z,,,.,.- The op-

eration of a shape-gain VQ is shown in Figure 3.4. The reason for using a shape-gain‘

VQis that the same pattern of variation in a vector may recur with a wide variety of

- gain values. This technique enables the VQ) to handle a source with a wide dynamic
range without having a huge VQ codebool\ o o 7

The VQ for quantizing the normalized codebook gain vectors is 1mplemented using

a mu]tlstage VQ.In a multlstage VQ, the quantlzatlon task is divided into successive

stages. The first stage performs a relatlve]y erude qua,ntlza,tlon qf the source vector.

: Then, the second stage'rqﬁani;izer operates on the error vector between the originel -

_ and the qualltiZed first stage vector and so on. The reconstructed vector is the sum of

- the quantized outputs of all the stages. The operation of a two-stage VQ is illustrated

S 'm Figure 3.5.
o Assurnmg that there is one ACB and one SCB in the CELP encoder, the codebook

1. The corresponding normahzatlon factor

-~ for each component of G is defined as [55]
S
(VN )(llzll*)grieer)

gframe . .
= : 3.16
() (gyimer) - (3.16)

where t and u are the target. vector a.Iid the ex cxtatlon vector defined in section 3.1.2

"respectxvely, N, is the number of samples in a subframe and gf,ue, is the gain of
_the synthesis filter. ‘Smce the values of all the parameters in (3 16) except Gframe are
- Lnown in both the encoder and the decoder, only g frame 1S needed to be qua.ntlzed and

ftran,smletted. ‘The gframe lsrquantlzed in the logarxthmc domam by a scalar quantizer.
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~ Then, the normalized gain vector G, is qua,ntiZéd by the multistage shape gain
- quantizer. In our romp]exnt\ reduced system, the maximun number of stages in the
| 'shape-gam quantizer is two. However, complexity can be further reduced by having
more stages. The reconstructed vector (i.e., found by summing the quantized output
~of the first and second stage codebooks) that best represents G, ... is found using an
‘M — L search technique. Starting with the first stage codebook, the A codevectors

which achieve the lowest errors using the minimum-square-error (MSE) criterion
- ¥ Ay ) . ,
€= “.—(-’lnarm -_C_'.t“ 7 (317)

in ‘which Q;’s are the codevectors, are selected and M error vectors are coinputed.
‘The second stage codebook is searched M times. For each codebook search, the L
cdd'evectors which achieve the lowest MSEs are se]écted In the end, there are a total
7 of (;’W x L) vectors formed by summing the M codevectors from the first stage with
the correspondmar L (‘Odeve(‘tor‘: from the second stage. The best representation of

the (7,,,, is selected among the (M x L) vectors usmg the error criterion
€= HL— QH — G H a”‘llz i L S (3.18)

W here the u’s are the best ACB; SCB (’\("]tdt](‘)ll.‘: dlld { g, ql} is the i-th vector among
the (M x L) vectors. '

'3.1.4 Updating ACB and Filter Memory

A{fer the best éxcitaiimr 15 determined, the speech signal can be synthesized with the
- foll(‘rwing parameters.
(U T Gprames G 5T | (3.19)
where  u’ and u)”" are “l("b(ﬂt ACB and SCB excitation vectors
gf,,,,,,, 15 the quanhzed value of grame

o and ;"' are the quanhzed value of the ACB aund SCB gains.

The iwsl excitation is then | gwen by

PR R T ,
uwl gf"ﬂmt gﬂﬁ 2!‘" ’ 9 2—;;7(). ‘ (3‘20)
| aper T T T
The A(JB memon' is updated b\ replacmg the old ACB memory with (3 20).
addltmn, (320) is used to excite the synthesis filter fO,T updating the filter’ s memory.
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8.2 Variable Rate CELP Coders

In the desigﬁ of conventional speech coding systems, it is often assumed that the
speech coder operates at fixed rate. However, this approach does not exploit two
important characteristics of speech signals: speech pauses and large variance in the
short-term entropy of the speech signal due to its non-stationary characteristic. In
normal telephone conversations, it has been found that about 60% of the time is
spent in silence [56]. Theseri'nterrﬁ'itrtent and entropy-varyimg propérties can often be
utilized to design épééch communication systems, such as digitalyc.ellular networks,
more efficiently. Moreover, in certain applications, the channel capacity is actually
variable, such as in packet networks. Hence, speech coders tha,tyopera,te at variable
rates are desirable.

_ Variable rate speech coders can be divided into two distinct categories:

e Source-controlled variable rate speech coders, where the coding rate is a function

of the time-varying activities of the speech signal;

-o Network-controlled variable rate speech coders; where the coding rate is deter-
~_mined by an external control signal, such as one generated by the communication

network in response to the network traffic condition.

There are two types of network-controlled variable rate coders: multimode and
embedded variable rate coders. For multimode cdders, a different mode of encoding
is performed for each bit rate option. Each encoding mode may have different bit
allocations or even entirely distinct coding a,lgoritlllns. In embedded coders, a single
coding algorithm generates a fixed-rate data stream from which one of the several
reduced rate data signals can be extracted by a simple bit-dropping ’procedure. Thus,
lower rate signals are embedded in the higher rate data bit stream.

In this thesis, our interest is in network-controlled variable rate speech coders.
Based on CELP, we have constructed both a multimode and an embedded variable

-rate coder. They ~7a71jgrcrlesi:ribedrirn détail in the following sections.
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3.2.1 Multimode CELP coder

In tl;is thesis, we have built a multimode variable rate CELP coder based on a modular
CELP coder that can be adjusted to operate at 12.8; 9.6, 8.0, and 5.0 kbit/s. Different
bit rates are obtained by using different bit allocations. However, the short term
filter and adaptive codebook remain the same regardless what the bit allocation is.
Figure 3.6 shows the structure of the multimode variable rate coder. An extérnal
signal is sent to the bit rate control unit and then an appropriate coder is selected.
The bit allocations of the multimode coder at different bit rates are shown in Table

7 3.1 to Table 3.4.

Rate Allocation

Control
i

12.8 kbit/s -

; Multimode 9.6 kbits :

: CELP : § -
-~ Speech ——————» ' ‘ Decoder

‘ - Coder  |.8.0kbitfs :

__/ |

5.0 kbit/s

——

Figure 3.6: Block diagram of the multimode CELP coder
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Table 3.1: 12.8 kbit/s CELP (multimode) configuration

Scalar Quantization

LP/gsrame ACB/SCB | Gamn VQ
Update 20 ms 20/4 =5 ms |
- Parameters 10 LSPs/ 1 pitch for ACB 1 ACB gain
1 gain | (pitch: 20 to 147) 6 SCB gain
- 6 SCB stages
: : (5,5,5:4,5,5 bits)
-Method Autocorrelation/ Full Search Ist gain VQ:

ACB + 3 SCB gains
2 stages (5,5 bits)
2nd gain VQ

3 SCB gains

2 stages (4,6 bits)

ACB index: 28

| Bits Per Frame ||  LP: 24 1st gain VQ: 40
7 Gframe: 8 SCB indices: 116 | 2nd gain VQ: 40
Rate 1600 7200 4400

S TOTAL = 12800 bit/s
Table 3.2: 9.6 kbit/s CELP (multimode) configuration
: LP/gsrame ACB/SCB | - Gain VQ
Update 20 ms 20/4 = 5 ms ‘
Parameters 10 LSPs/ 1 pitch for ACB 1 ACB gain
1 gain (pitch: 20 to 147) 4 SCB gain
' 4 SCB stages
| (5,5,5,5 bits)
Method Autocorrelation/ Full Search Ist gain VQ:

Scalar Quantization

ACB + 4 SCB gains
2 stages (7,6 bits) |

- LP:24

Bits Per Frame ACB index: 28 Ist gain VQ: 52
o o Gframe: 8 .| SCB indices: 80 |
Rate 1600 54000 2600

“TOTAL = 9600 bit/s
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Table 3.3: 8.0 kbit/s CELP (Illll]tilﬁdde) conﬁgur’ation

Method

Scalar Quantization

LP/grame ACB/SCB- - ] Gain VQ
- Update 20 ms : - 20/4 =5ms
Parameters 10 LSPs/ 1 pitch for ACB 1 ACB gain
1 gain (pitch: 20 to 147) | 3 SCB gain
- 3 SCB stages
(5,5,5 bits)
Autocorrelation/ Full Search Ist gain VQ:

ACB + 3 SCB gains
2 stages (5,5 bits)

- Bits Per Frame LP: 24 ACB index: 28 Ist gain VQ: 40
: - Gframe: 8 SCB indices: 60 '
" Rate 1600 4400 2000
| TOTAL = 8000 bit/s |
Table 3.4: 5.0 kbit/s CELP (multimode) configuration
' LP/gframe ACB/SCB |  Gain VQ
Update 20 ms 20/4 =5 ms
Parameters 10 LSPs/ 1 pitch for ACB 1 ACB gain
1 gain (pitch: 20 to 147) 1 SCB gain
1 SCB stage
(5 bits)
Autocorrelation/ Full Search 1st gain VQ):

~Method

Scalar Quantization

ACB + 1 SCB gain
1 stages (5 bits)

TOTAL = 5000 bit/s

Bits Per Frame || - LP: 24 o "ACB index: 28 Ist gain VQ: 20
R 1 gprame: 8 .| SCB indices: 20 o ,
- Rate 1600 o 2400 1000




CHAPTER 3. VARIABLE RATE SPEECH CODING 46

' 3.2.2 Embedded CELP coder

In this thesis, we have constructed an embedded variable rate CELP speech coder that
can operate at 12.8, 9.6, 8.0, 7.0, 6.0, and 5.0 kbit/s. The embedded coder generates
a fixed rate data stream at 12.8 kbit/s. Lower rate data streams can be obtained
by dropping some bits from the fixed rate data stream. In other words, a lower rate
data stream is embedded into a higher rate data stream. Therefore, a communication
system with an embedded speech coder can drop bits without informing the encoder.
- For example, in case of a r)etwotk overload, the network can decide to reduce the
network load by dropping some of the bits. This is illustrated in Figure 3.7.

The basic structure of the CELP coders used in the multimode and embedded -
~ coders are identical. In the multimode coder, all the ACB and SCB excitations are

used for updating the ACB memory and the short-term filter memory. On the other

~__hand, in the embedded coder, only the (’\(‘ltdthllS requnred for obtaining the lowest

rate encoded speech (1 e, 5.0 ]\h]t/s) are used for updating the memories. Thus,
although the embedded encoder always encodes the speech signal at 12.8 kbit/s, the
decoder’s memories \\1]] not be different from: those in the encoder as long as the 5.0
kblt/ s data are received. The receiver can enhance the qLdllt\ of the reconstru('ted
speech by using information in additional to those in the 5.0 kbit /s data stream. T he
' bit allocations of the embedded coder at different bit rates are shown in Table 3.5 to

Table 3.10.
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Figure 3.7: Block diagram of the embedded CELP coder
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Table 3.5: Bit allocation of the 12.8 kbit/s embedded CELP coder

" Method

Scalar Quantization

F ull Search

LP/gframe ACB/SCB ] Gain VQ
Update 20 ms 20/4 =5 ms
Parameters 10 LSPs/ I pitch for ACB 1 ACB gain
1 gain (pitch: 20 to 147) 6 SCB gain
- 6 SCB stages
(5,5,5,4,5,5 bits)
Autocorrelation/ Ist gain VQ:

ACB + 3 SCB gains
2 stages (5,5 bits)
2nd gain VQ

3 SCB gains

2 stages (4,6 bits)

LP: 24

ACB index: 28

-Bits Per Frame Ist gain VQ: 40
B Yframe: & SCB indices: 116 | 2nd gain VQ: 40
Rate 1600 - 7200 4400 '

TOTAL = 12800 bit/s_

Table 3.6: Bit allocation of the 9.6 kbit/s embedded CELP coder

|l Scalar Quantization

LP/gsrame ACB/SCB | Gain VQ
Update 20 ms 20/4 = 5 ms
Parameters - 10 LSPs/ 1 pitch for ACB 1 ACB gain
1 gain. (pitch: 20 to 147) 4 SCB gain
4 SCB stages
(5,5,5,4 bits)
Method Autocorrelation/ Full Search 1st gain VQ:

ACB + 3 SCB gains
2 stages (5,5 bits)
2nd gain VQ

1 SCB gain

1 stage (4 bits)

ACB index: 28

" Rate

Bits Per Framef . LP:24 ‘ : Ist gain VQ: 40
' o gramer 8 SCB indices: 80 | 2ud gain VQ: 16
1600 : 5200 2800

“TOTAL = 9600 bit/s _
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" Table 3.7: Bit allocation of the 8.0 kbit/s embedded CELP coder

Scalar Quantization

: LP/gframe ACB/SCB [ - Gain VQ
. Update 20 ms : 20/4 = 5 ms
Parameters 10 LSPs/ I pitch for ACB 1 ACB gain
' 1 gain (pitch: 20 to.147) 3 SCB gain
3 SCB stages
: : : - (5,5,5bits) :
Method Autocorrelation/ Full Search 1st gain VQ:

| ACB + 3 SCB gains

2 stages (5,5 bits)

‘Bits Per Frame (| P: 24 ACB indéx:, 28 1st gain VQ: 40
‘ Jframe: 8 SCB indices: 60 :
Rate 1600 4400 2000

"~ TOTAL = 8000 bit/s

Table 3.8: Bit allocation of the 7.0 kbit/s embedded CELP coder

Scalar Quantization

| LP/gtrame ACB/SCB | Gain VQ
Update 20 ms- - e 20/4 =5 ms
- Parameters 10 LSPs/ 1 pitch-for ACB 1 ACB gain
' ' 1 gain (pitch: 20 to 147) 2 SCB gain
b 2 SCB:stages '
, | (5,5 bits)
Method - Autocorrelation/ Full Search 1st gain VQ:

ACB + 2 SCB gains
2 stages (5,5 bits)

Bits Per Frame LP: 24 ACB index: 28 1st gain VQ: 40
Gframe: 8 e . SCB 'iDdiCeSZ 40 S
Rate - 1600 -3400 2000

~ TOTAL = 7000 bit/s .
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Table 3.9: Bit allocation of the 6.0 kbit/s embedded CELP coder

LP/gtrame ACB/SCB I Gain VQ
“Update |-~ 20 ms 20/4 =5 ms
Parameters 10 LSPs/ 1 pitch for ACB 1 ACB gain
1 gain. | (pitch: 20 to 147) 1 SCB gain
S 1 5CB stage
N (5 bits) - :
Method Autocorrelation/ Full Search 1st gain VQ:
Scalar Quantization | - R ACB 4 1 SCB gain
' | , ' 2 stages (5,5 bits)
Bits Per Frame || LP: 24 ACB index: 28 1st gain VQ: 40
‘ g Gframe: B SCB indices: 60 . o
- Rate ' 1600 42400 7 © 2000
' ' TOTAL = 6000 bit/s '

Table 3.10: Bit allocation of the 5.0 kbit/s embedded CELP coder

[P/gjame | __ACB/SCB | Gam VQ
‘ Update 20 ms : 20/4 = 5 ms
Parameters ~ 10 LSPs/ 1 pitch for ACB 1 ACB gain
' o 1 gain (pitch: 20 to 147) 1 SCB gain
‘~ 1 SCB stage
(5 bits) -
Method Autocorrelation/ Full Search Ist gain VQ:
: ‘ Scalar Quantization ACB + 1 SCB gain
: 1 stage (5 bits) .
| Bits Per Frame ||  LP: 24 ACB index: 28 Ist gain VQ: 20
) S A gprame: 8 ' SCB indices: 20 " )
- Rate =~ - 1600~ .y . 2400 . 1000
B : "~ "TOTAL = 5000 bit/s
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3.3  Summary

~ In this chapter, we described in details the various major components of the CELP 7
spere‘ch coders that we have studied in the course of this thesis. We described the
structure of the CELP speech coder which includes the short term filter, the adaptive
codebook, and the stochastic codebook. The methods used in obtaining and quan-
tizing the spéech parameters were also discussed. We also described the structure of

our variable rate multimode and embedded CELP speech coders.




CHAPTER 4

VARIABLE RATE CHANNEL
CODING

For most low rate speech coders, speech quality degrades sighificantly due to trans-
mission errors. For mobile communications, the transmission channel is characterized-
by severe disturbances. In this thesis, forward error correction (FEC) is considered”
"as the chénnel protection scheme. In particular, rate compatible punctured convolu-
tional (RCPC) codes with block inteﬂeaving afé adop:téd. ‘In this chapter, the general
couVolutioﬁal code and RCPC codes are described. Then, 't‘he })érfor1h5nce of the

RCPC codes at various code rates under flat fading channel is presented.

4.1 Convolutional Codes

In recent years, convolutional codes with Viterbi decoding have become one of the
most widely used forward error correction techniques. Convolutional codes are well
known as good randoin error correcting codes. Together with interleaving, they can
be used for channel codiug in mobile commﬁnications. In addition, soft decision
decoding can be easily incorpoiated into the Viterbi decoding algorithm. Potentially,
the deboding gain can be increa'Sed by approximately 3 dB, as as compared to hard
~ decision decodmg [3( 38] ThlS is why convolutloual codes with Viterbi decoding are
wulely used for error protectlon n va,rlous applications [40, 13, 17]. |
A convolutlonal code can be spe(:]ﬁed by a state djagram or a trellis diagram.

) qure 4 l shows the state dlagram of a sunple rate 1/2 convolutlonal code w1th a
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constraint length of 2. The corresponding encoder is also shown in Figure 4.2, At
the beginning of encoding, the convolutional encoder always start at state 00. Then,
depending on the input bit. the next state will be either state 00 or state 10, with
outputs 00 or 11 respectively. and so ou. At the end of a data frame, the encoder is
_reset to the initial state 00 by encoding a number of zeros. In other words, the trellis
or the state diagram is terminated at the state 00. The number of zeros required is
equal to the constraint length of the convolutional code.

- A convolutional code can also be completel y described by its generator matrix. The
genérator matrix Vspeciﬁés the connections hetween the delay é]émm‘lts and the modulo--
2 adders of the encoder. For the convolutional (:ode'c:ncodrer shown in Figure 4.2, the
generator matrix is

c=y L | | (1)
101 , , , :

where a *17 in the matrix means a connection while a “0” means no connection.

4.2 Rate Compatible Punctured Convolutional
~ Codes

The design of an error protection scheme usnally consists of selecting a fixed channel

code with a certain complexity and correction capability. The same code is then

used for all data at any instant. However, it is sometimes desirable to have different

dégrees of error protection for different kinds of data and at different instances. For

example, in a PCM coder, the effect of an error in the sign bit is more damaging than

an error in the jeast significant magnitude bit [21]. The amount of error protection
that is needed is called the error sensitivity information (ESI). In order to exploit
~ the ESI of the data, a channel coder that is capable of operating at different code
rates is required. In addition, the characteristics of a mobile channe! are extremely
time varying. This tinie variation can be measured at the receiver, thus vielding the
- channel state information (CSh). A flexible and adaptive speecli transmission system
| ?s:lxbplcl be designed using both the ESI and C51 to the maximum benefit.

Since most of the speech coding schemes generate blocks of encoded speech, it
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" “seems natural to use a l)lock channel coding scheme Variable rate block codes have
been studied in literature following the work of Masnick and Wolf [57]. However,
~ these block codes cannot easily accommodate br oadly varving unequal error protec-
tion needs within one codeword. They are also not easily decodable if soft decision
| decoding is employed. In a mobile fading channel, considerable coding gain can be
achievéd by soft decision decoding. Therefore, Hagenauer proposed the use of rzj.te ‘
compatible punctured convolutional (RCPC) codes [41]. The RCPC codes are easily
- decodable by the Viterbi algérithm i which soft decision decoding can easily be in-
~ corporated. In addition, only one encoder/decoder is required even if the code rate
changes several times within a speech frame. With RCPC codes, Cox has built a
speéch transmission system in which different speech bits that have different error
7 ’nsitivities are proterted by ‘R("P(‘ codes at different code rates. This technique is
l\nown as unequdl error pmtecllun (UEP) and a gam of 5 dB in channel SNR (com-
R pdrmg to uniform error prolectlon) has been found [13]. Hence, we suggest the use of
" RC PC codes as our variable rate channel coding scheme. |
In our study, boﬂl variable rate channel éoidingrin ‘the speech frame level and the
system level have been considered. In the speech-frame level, encoded data is catego-
rized into a few cl;isscs and different classes of dréi;t»a'. are protected by RCPC codes at
- different code rates (i.e., UEP). In the system level, the bit allocation between speech

. coding and channel coding is adjusted according to the mobile channel condition.

4.2.1 Constructing RCPC Codes

Puncturing is a method of obtaining higher rate convolutional codes from a lower rate
mother code [37]. For a rate 1/n mother code with constraint length I, the generator
- matrix is o .
| hoe g --- Ju
920 9n --- Gu o ,

| , (4.2)

- -
-
- - - -

L,y)vil.l gﬁi cee Ouil g
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where ¢;;’s are the coefficients that specify the connections in the encoder. There is

also a puncturing matrix

¢ 3
adjg a1 ... dyp
. Qg A1 ... a9
alg)=4 . (4.3)
Ay Uy P ¢ §
L ni 7l ’ np |

of size n X p associated with each punctured code. In (4.3), p is-called the puncturing
period and a;;’s specify the puncturing rules. If a;; = 0, the bit at that position in
the encoded code sequence is punctured. ()therwisé,, the bit is transmitted.

If 7 positions in the puncturing matrix are zeros, we obtain a punctured convo-
lutional code of rate |

R=—1 (4.4)

np—m , : /
where ¢ specifies the puncturing matrix a(q). used in obtaining the punctured code.
Thus, we can obtain a family of higher rate codes based on a lower rate mother code.
F igufe 4.3 shows an encoder that constructs RCPC codes at three different code rates.
The encoder is based on a rate 1 /2 mother code. In order to obtain a rate 2/3 code,
2 out of every 8 output bits are punctured. That means for 4 input bits, there are
6 output bits, which is the definition of a rate 2/3 code. A rate 4/5 code can also
he obtained in a simlar fashion. It should be noted that the encoder uses the same
shift register for all rates. Only the multiplexer rule is changed, and the multiplexer
functions according to the puncturing rule a(q).
The parameter ¢ can be changed during encoding as long as the decoder nses
the same sequence of puncturing rules for proper demultiplexing. It also describes
‘the order of puncturing. It is advisable that the family of RCPC codes follow the

so-called rate compatibility restriction [41] which states that if ¢;;(¢,) = 1, then
a; =1 forall¢g>¢q, > I; (4.5)

and the value of qis zi,l\\;‘ai_g“s increasing. That means if n{q) denotes the number of 1’s
in a(q), then n(1) < n(2) < n(3) and so on, which imiplies that the encoder always
change from a higher rate code to a lower rate code within a data frame. At the end

of the frame, the code is terminated by encoding a number of zeros (see section 4.1).
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Figure 4.3: Operation of a punctured convolutional encoder with p =38



CHAPTER 4. VARIABLE RATE CHANNEL CODING 58

Table 4.1: Rate-compatible punctured convolutional codes

RCPC Code Generator Matrix
1 00 1 1
I=4,p=28 G:{l 110 1}
| 1011 1
Code Rate 13 12 273 /5
g 4 3 2 I
Puncturing Matrix | 1111 1111 | 1111 11117} 1111 1111 | 1111 1111
a(q) : 1111 1111 } 1111-1111-{.1010 1010 | 1000 1000
: 1111-1111-| 0000 0000 {0000 0000 | 0000 0000
Free Distance 11 7 ‘ 4 3

In this thesis, we use the family of codes suggested by Hagenauer {41] and some
- -of the codes are listed in Table 4.1. The mother code here is a rate 1/3 convolutional
code with the generator matrix as shown in Table 4.1. The constraint length is 4 and
the puncturing period is 8. The free distance of the codes are also shown in Table 4.1. |
The free distance is defined as the minimum Hamming distance between the all-zero

path and any other path. The larger the free distance, the better the code is.
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4.2.2 Decbding RCPC codes
At the receiver, the Viterbi algorithm is used for deéoding, The basic Viterbi decoding

| algorithm can be found in many books that cover convolutional codes [37, 38, 36]. In

the Viterbi algorithm, the path metric for a given path in the trellis is

m, = ZZ/%

_1.—1 =1

= Z_Edijbijdij S o 46)
o j=li= :
- where D is the decoding depth
| n is the number of bits at each trellis branch
3;; is the metric of the i-th bit at the j-th trellis branch
“a;; € {0,1} is the corresponding entry in the puncturing matrix
b{j € {+1,—1} is the i-th code bit at the j-th trellis branch
d;; 1s the demodulator output for the z-th code bit at the j-th trellis branch.
For hard ‘decisi'onmde'cbding i € {+1,~1} which corresponds to‘{l‘ 0} in binary
number representation. For soft decision decodmg, d;; is the unquantized output of
the demodulator, which is a real number. The path that has the maximum m,, is the
- maximum likelihood path and the code bits along that path are considered to be the
best estimate of the transmitted data. Figure 4.4 illustrates the Viterbi algorithm for
decoding a simple sequence. The data are encoded by the rate 1/2 encoder as shown
in Figure 4.2".‘ The darkened path in Figure 4.2 is the maximum likelihood path. In
-order to demonstrate the error correcting capability of the code, an error is inserted
in the fourth bit of the coded data. It can be seen that the correct data is decoded.
- Since the modulation format is QPSK (see Chapter 2), two data bits are rep-
resented by a single channel symbol. With a typic’al QPSK constellation, we can
separate the effect of the real and imaginary part of the complex modulation signal.
Suppose two data bits {zx1,zr2} are modulated into a single QPSK symbol. If the

received symbol is i, the output of the demodulator s

dkl ;: Re{rk} ) | B (47)
dyy = Im{rk} o (4.8)
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Metric of the trellis branch

State

-—-=—-=-=+ Codebit: -1
Original Data -1, +1, -1 +1, -1
Coded Data -1, -1, 41, +1, +1, -1, -1, -1, +1, -1
" Received Data 11,41, -1, 41, -1, -1, -1, +1, -1
Decoded Data -1, 41, -1, +1, -1 |

Figure 4.4: An illustration of the Viterbi algorithm

Code bit ; +1

Single bit error
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for soft decision decoding and

<o
—

di = sign(Re{r}) (4.
di2 :sigll(lill{r'k}) , | (4.10)

. where sign(e) gives the sign of the argument, for hard decision decoding.

4.2.3 Interleavmg Strategy

Since RCPC codes are random error correcting codes their performance degrade when
“errors happen in bursts. Therefore, an interleaver is required to decorrelate the er-
“rors. Strictly speaking, an interleaver with an infinite (lépth (1.e., ideal interleaving)
guarantees the errors to be independent. In reality, Fung has found that an inter-
leaving depth rouglﬂy equivalent to the duration of a qﬁaﬂer fa,de'cyclé is sufficient
‘to produce the same effect ‘as ideal interleaving [58]. A fade cycle is defined as the
recnprocal of the normalized fade rate fpT.

‘Suppose the vehicle is traveling at a speed of 90 km/h For a 900 MHz carrier and
an aggregate transmission rate of 48 kbit/s. fpT is about 0.003. Then, a quarter of
the fading cycle is 0. Zj/f[)T ~ 83 symbols, which is equndleut to 166 Dits. A block
interleaver with an interleaving depth of lf)() bits will introduce an intolerable delay
for speech transmissions.

As mentioned in Chapter 2, the transmission rate per user is either 9.6 or 12.8
kbit/s. Since each frame is 40 ms long, there are 384 bits and 512 bits per frame
for a transmission rate of 9.6 kbit/s and 12.8 kbit/s respectively. We have chosen
an interleaving depth of 16 bits (8 symbolé) such that the interleaving depths are
identical in all bit rates. Thus, the interleaving buffer for a transmission rate of 9.6

kbit/s and 12.8 kbit/s are of size 16 x 24 and 16 x 32 respectively.

4 2.4 Performance of RCPC Codes in Rayleigh Flat
| Fadmg Channels

E \’\;e- ha\e e‘cammed the bit error performauce of the RCPC codes (listed in Table 4.1)
with an interleaving depth of ]6 bits and they are shown in Fi wure 4.5. A full precision
x *mft demsnon Vlterbl decoder with a decodmg depth (i.e., D'in (4 6)) of 50 bits has
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Figure 4.5: Bit error performance of RCPC codes in flat fading channel

been used. Hong has found that the decoding depth should be at least ten times of
the constraint length of the RCPC codes [17]. QPSK modulation with perfect phase

recovery and a normalized fade rate fpT of 0.003 have been assumed.

4.3 Summary

In this chapter, we discussed the basic theory behind encoding and decoding RCPC
rodes. We described thc RCPC codes and the interleaving strategy used in this thesis.
\cﬁe also evaluated the pt'ri'ormance of the RCPC codes with QPSK modulation in
Raﬂeigh flat fading channel. We found that rate 1/2 and 1/3 RCPC codes have
good error performance for the range of channel SNR that are of interest in mobile

. commumratlom



63

CHAPTER 5
"VARIABLE RATE SPEECH
' AND CHANNEL CODING

~In the previous chapters, we discussed the basics of the speech and channel coding
techniques used in this study. In this chapter, we 'willrsh‘ow the design procedure of
variable rate combined speech and channel coders. In this study, both variable rate
coding in the speech frame level and the system level have béen considered. Section
5.1 describes variable rate coding in the speech frame level by means of unequal error
protection. Section 5.2 describes variable rate coding in the system level by means of

adaptive assignment of speech and channel coding rates.

5.1 Combined Speech and Channel Coding

5.1.1 System Description

. As discussed in Chapter 3, a CELP coder can produce good quality speech at rates as
low as 4 kbit/s in the absence of channel errors. However, the reconstructed speéch
quality degrades dramatically in the presence of channel errors. In particular, mobile
radio channels are very noisy due to fading. The impact of channel fading can cause
N a \'eryrhigh bit error rate which results in a speech communication system that is of
1m'acéép€ai)le'~ quahty Héncé, an efficient forward error correction system is required
to alleviate channel errors. | , , -

Qur experiments ,indfCate that some output bits of our CELP coders are very
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sensitive to channel errors, while the others are not. A bit is sensitive to channel

errors if a transmission error in that particular bit causes a large degradation in the

reconstructed speech quality. An efficient error control system is to protect the output
of the CELP coder with an unequal error protection scheme in which different speech
bits that have different sensitivities are protected by error correcting codes at different
code rates [13]. |

Figure 5.1 shows the block diagramn of our combined speech and channel coder.
In the transmitter, the speech is first processed by the CELPV encoder on a frame by
frame basis. The data within a speech frame is rth(;:rl‘] classified into three different
groups. The first two groups, which contain data that are most sensitive to channel
errors, are protected by RCPC codes at different code rates. The remaining groﬁp,
which contain data that are least sensitive to channel errors, are left unprotected.
The above arrangements are necessary in order-to maximizing the effectiveness of
channel coding with a limited channel bandwidth. The error }ﬁl‘otgectecl speech is then
interleaved and sent to the receiver where various decoding operations are performed
to reconstruct the speech signals. ; ,

After evaluating the performance of the RCPC codes under a Rayleigh fading
channel (see Figure 4.5), we have decided to use the rate 1/3 and rate 2/3. codes.
The rate 1 /3 code can provide very good error protection to the most sensitive bits
in the CELP coder output even at very low channel signal-to-noise ratio (SNR). On
the other hand, the rate 2/3 code can provide ample protection for the less sensitive

bits at moderate channel SNR.

5.1.2 Evaluation of Bit Error Sensitivity

As explained in Chapter 3, in a CELP encoder, the speech signal is analyzed frame
- by frame and represented by the linear prediction coefficients, the adaptive and the
stochastic codebook excitations, and their corresponding gain ‘values. These param-
eters are either scalar quantized or vector quantized, and the codebook indices of
t;he,qurautize'rs are transmitted to the decoder through a physical channel with noise
-disturbances. |

On a clean channel, the transmitted and received indices are identical. However,

“on a noisy channel, the received indices may be different from the transmitted ones.
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Consequently, the parameters used to synthesize the speech signal at the decoder are
different from the chosen ones at the encoder. This can cause a large degradation in
~ the quality of the recoustructed speech.

We have observed that errors occur at different indices and at different positions
~ within an index have different levels of influence on-the QUality of the reconstructed
speech. That is, some bits in the CELP coder output are more sensitive to channel
errors than the others. As mentioned earlier,ﬁnequa] error protection (UEP) can be
utilized to protect the CELP coder’s output from channel errors efficiently. In order
to apply UEP, the error sensitivity information (ESI) of our different CELP coders -
are evaluated. In this section, the ESI of our embedded CELP operating at 8.0 kbit /s
coder is shown. However, the procedure in obtaining the ESI is identical to every
coders and the ESI of the remaining coders are shown in Appendix A. ,

The error sensitivity of a particular bit within d CELP sbéech fr‘ameris deterimined
bjf’i]’ltrodlrlcinrgr an error in that particular bit and keeping the rémaining bits error-
free. The segmental signal-to-noise ratio (SEGSNVR) between the original spéech and
the reconstructed speech is then measured. The i’ésultillg' SEGSNR can be used as
an.indication of the error sensitivity of that particular bit. As mentioned in Chapter
3, the SEGSNR is a better indication of the objgc,tive quality of the reconstructed
speech signal than the normal SNR criterion.

Figure 5.2 indicates the bit error sensitivity for different bits of a speech frame
from the 8.0 kbit/s embedded CELP coder. The ESI test has been done on 625 frames
of speech spoken by bdth male and female rspé'a,kérs. More sensitive bits have lower
SEGSNG. For the 8.0 kbit/s embedded coder, there are 160 bits per frame and the
correspondence between the bit number and the encoder parameter 1s also shown in
Figure 5.2. From the graph, it can be observed that the bits representing the various
gain values and the adaptive codebook indices are more sensitive to errors than the

‘other parameters.
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5.1.3 Optimal Code Rate Allocation

The objective of this section is to discuss the issue of determining the optimal channel
code rate allocation (i.e., UEP) strategies for the CELP speech coders. A full search
method has been used to obtain the optimal code rate allocations using the SEGSNR
criterion.
" Recall that the total bit rate for combined speech and channel coding is either
12.8 kbit/s or 9.6 kbit/s. Table 5.1 and 5.2 summarize the information about the
different combined speech and channel coders evalnated in this thesis. For example,
for the 8.0 kbit/s embedded CELP coder, there are 160 bits in each speech frame of
20 ms. For a combined speech and channel coding rate of 12.8 kbit/s, there are 256
- bits altogether in each error protected speecli frame, of which 96 bits are used for
error protection. We arrange the 96 redundant bits among the 160 speech output bits
~ according to their bit error sensitivities. The data within a speech frame is arranged
in an order as shrowﬂn in Figure 5.3. The leftniost Vbit 1‘3 the least sensiﬁve l;)it, and the
rightmost bit is the most sensitive bit. The error sensitivity level of the bits from left
| to right is increasing. '

We have considered 2 levels of error protect,i'o‘n, in this thesis. The data within a
CELP speech frame is classified into 3 groups, in tvliich two of them are protected by
the rate 1/2 and rate 2/3 RCPC codes and the remaining one is left unprotected. More
levels of error protection could be considered. However, it will lead to an intractable
amount of computation time for performing the optimal code rate allocation search.

~Our objectiveis to find out the code rate allocation that optimizes the performance
of a combined CELP/RCPC coder under the SEGSNR criterion. A direct way of doing
this is through aﬁ, exhaustive search of all the possible code rate allocations. Since

there are only three groups of data. it is plausible to perform a full search.
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- Table 5.1: Configurations of combined embedded speech and channel coders

Coder | Combined Rate | Speech Coding Rate | Channel Coding Rate
[bit/s] [bit/s] ' [bit/s]
1 12800 12800 0.
2 12800 8000 4800
3 12800 5000 7800
4 9600 9600 0
5 9600 8000 1600
6 9600 7000 2600
7 9600 6000 - 3600
8 19600 5000 4600

Table 5.2: Configurations of combined multimode speech and channel coders
g ¢ 5]

Coder | Combined Rate | Speech Coding Rate | Channel Coding Rate

ihit/s] fbit/s] [bit/s]

9 125800 12800 0
10 12800 9600 3200
il 12800 8000 4800
12 12800 5000 7800

13 9600 9600 0
M4 9600 8000 1600
15 9600 5000 4600

69
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Group3 Group?2 Groupl
Uncoded l Rate 2/3 l Rate 1/3
Data
Frame | 1] 2] 3 k-1 Kk
-5 J: J:
# Bits n, | n, | n,
- Error Sensitivity = +

Figure 5.3: Grouping of information bits in each frame according to their error sensi-
tivities

5.1.4 Optimal Code Rate Search

As shown in Figure 5.3. 1y, 1;. and ns are the number of bits assigned to each group
[=] E [ ] &
and they are all positive integers. Assuming that the bit rate of the speech coder is

8.0 kbit/s, the following equation
ny + 1y +ng = 160 (5.1)

holds true. If the bit rate of the combined speech and channel coder is 12.8 kbit /s,
the number of redundant bits is 96. out of which 6 bits are nsed for terminating the
trellis at the end of a frame (i.e.. 4 input bits coded by a rate 2/3 code results in 6
output bits). Since ng is uncoded. n; is proLected by the rate 2/3 cude, and n,y is

protected by the rate 1 /3 code, the mumber of redundant bits can be represented by
2ny +05m; 46 < 96
ny <180 — 4n,. (5.2)
From (5.1} and {5.2), we have
‘ ny > 3ng — 200 , (5.3)

(5.2} and (5.3} indicate that both n, and nj are functions of n,. We can then obtain

the ranges of ny, 12, and ny to be:
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~and the number of possible code rate allocations is 39. Results of the optimal code
. rate allocation searches are shown in Table 5.3. Although the code rate allocation is
a function of the channel SNR, we found that it is insensitive to changes in channel

SNR. Therefore, we assumed the channel SNR to be 23 dB and obtained the results
in Table 5.3.

Table 5.3: Result of the optimal code rate searches

Coder | Number of Searches Results
ny Ng ns
2 39 31 56 73
3 8 16732 -1
5 14 3 40 117
6 24 7 64 69
7 30 13 80 27
8 9 - |z 72 3
10 30 17 48 12
11 39 32 52 76
12 8 67 32 1
14 14 4 36 120
15 19 25 72 3
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5.2 Variable Rate Combined Speech and Channel
Coding

- 5.2.1 System Description

Figure 5.4 shows the block diagram of our adaptive‘varia‘ble rate combined speech
and chdnnel coding system. In our system, adaptive error control is achieved by
using the Vcombined speech and channel coder that has-the best performance at a
given channel signal-to-noise ratio (SNR). Different combined :peech and channel
coders that have good performance over the typlcal range of channel SNk have been
designed as described in Section 5.1. 7

After the CELP and RCPC encoders, the encoded bi'na‘ry digits are used to mod-
ulate a carrier signal using the QPSK modulation format (see Section 2.4). The
modulated signal is transmitted over a mobile radio: channel modelled as'a Rayleigh

flat fading channel with a superimposed long-term fading (see Section 2.5).’ That
~ means the transmitted signal is subjected to both random amplitude and phase dis-
“tortions that vary at a rate proportional to the veh’i"c’let speed.. As mentioned in Section
2.4, we have assumed that both the amplitude and phéSe distortioné introduced by
the channel can be perfectly estimated at the receiver. '

At the receiver, a channel state estimator is required. In addition to estimating
the carrier phase, the channel estimator also estimates the long term fading statistics
of the channel. Estimation of the long term statistics are sent periodically by the re-
ceiver to the transmitter through the reverse Cha1111el. Those information are required
for selecting an appropriate combined CELP / RCPC coder for the prevailing channel
SNR. Given that the transmitter has selected the appropriate coder, the receiver can
decode the received information by selecting the correct decoder. The information
contained in the header of an error protected speech frame is used to identify the

appropriate decoder at the receiver.
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VVF igure 5.4: Block diagram of the variable rate system with feedback channel

5.2.2 Channel State Estimation |

Before demodulation can take place at the receiver, the channel state estimator in
Fig. 5.4 will first have to estimate the received signal éﬁvelope d(t) in (2.13) or equiv-
alently d(z) in (2.17). For this purpose, we assume that pilot symbols are inserted
periodically into the transmitted data stream. Since these symbols are known to the
receiver, it allows the latter to estimate the fading envelope by comparing the values
of the transmitted and the received pilot symbols. As shown in [42], very reliable
estimates can be obtained this way:

As pointed out earlier, the fading envelope d(z) is the product of the short term
fading process d,;(z), where it is assumed to be Rayleigh distributed with a mean
of unity, and the long term fading process d;(z). The long term fading process can
be estimated from d(z) (which under the ideal condition, is the output of the pilot

svmbo] assisted estlnlator) according to the following [59] :

iz) = o /”fdl(mds(y) dy
= d T+ d 5.4
= I(:l?) ZC e S(y) Yy ( - )

‘wheré Jl(z) is the estimate of di(z) and 2(¢ is the window size used in the averaging
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 process. The above averager operates on the principle that d;(z) remains more or less
constant over the span of the window.
If the length ( is chosen properly, the estimate long term fading process (21(:1:) will
approach d;(z). This implies that
' 1 rz#c
—:/ di(y)dy = 1. (5.5)
20 J=—¢ ,
We can determine the length { that satisfies (5.5) by computing the estimation vari-
ance : : 7
o} = E{d}(x)} — E{di(x)}*. (5.6)
In [59], Lee has provided a detailed description of the procedure used to obtain (5.6)
with different values of (. He has found that a length of between 20X and 40X, where A

is the wavelength of the carrier, is the proper length for averaging the fading envelope.

'5.2.3 Protocol for Coder Selection -

Once di(x) is estimated. the receiver transmits the estimate to the transmitter over
‘the reverse channel. Upon receiving the estimate, the transmitter selects the most
appropriate combined CELP/RCPC coder. In the header of é\-'ery error protected
speech frame, there is a field indicating the coder used to encode this particular frame.
Since the maximum number of combined coders at each combined rate is 5, 3 bits are
sufficient to indicate the selected coder. The receiver then uses this information to
select the appropriate decoder. The suggested protocol is shown in Figure 5.5.

As shown in section 5.2.2, the proper window size for estimating the long term
statistics (i.e., 2¢) is between 20 to 40 wavelengths. For a 900MHz carrier, the wave-
]engfh is approximately 0.33 meter. Therefore, the rahge of 2( is from 6.66 meters
to 13.2 meters. For a vehicle speeds of 90 km/h, the above values correspond to an
estimation interval of between 0.27 and 0.54 s. Since there are 25 frames/s in our
variable rate system, a proper combined CELP/RCPC coder should be selected every

T to 13 frames.

5.2.4 Simulation Model for Channel Condition
In order to compare the performance of our adaptive variable rate coders with their

non-adaptive counterparts, a profile of variations in channel condition (i.e., changes
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Figure 5.5: Suggested protocol for coder selection

in channel SNR over time) is required. Hence, we have derived a simple model for

si‘mulat;ing the variations. The simulated channel variations were then used to adjust
the speech/channel coding bit allocation of our adaptive variable rate coders.

As shown in Figure 5.6, we have assumed a circular coverage area with a radius R

and an inner circle with a radius A that contains no users. If the users are uniformly

- distributed within the cell, the fraction of users within the 7-th ring is

N . 7 _ 4A;11,' 7 5.7

fi= = (5:7)

In accordance with the commonly used inverse 4th power law [27], the power at a

distance x away from the transmitter is inversely proportional to x*. Then, the signal

power at distance = away from the base station is
P(x) = P(A) — 40(log(x) —log(A)) z2> A (5.8)

where P(e), in dB, is the received power at a certain distance from the base station.
Let the power P(z) in hinear scale be L(x). The channel SNR as a function of x is
Lhén equivalént t.or | |

, | -

E,, . | ]
;VYO ('E) — 11\'{03 L(:E) o (')'9)
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Figure 5.6: Model for simulating the variations in channei SNR
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where ¢7_is the variance of the short term fading process and is normalized to unity,

N, is the power spectral density of the channel AWGN, and B is the equivalent noise

-~ bandwidtli. For every point x in the coverage area, we assume that L(z) is log-normal

distributed with a standard deviation of o dB. Then, the probability density function
(PDF) of the channel SNR in dB is given by

Nting 7 2
HSNR) =Y [ el (SARQ(;@ LS (5.10)
i=1 ’ )

where N,;,,, = (R — A)/(2A) is the number of rings within the cell.

For example, if the parameters shown in Figure 5.6 are assumed, the simulation
model results in approximately an overall log-normal distribution (for the entire cov-
erage area) with a mean of 22.8 dB and a standard deviation of 12.9 dB. Values in
Figure 5.6 are chosen in a way such that the mean of the resultingr PDF is approxi-

mately 23 dB, which is the typical SNR of interest for mobile communications.

5.3 Summary

In thls chapter, we described in details the design procedure of combmed CELP/RCPC
coders. We described the method in obtaining the optlmal RCPC code rate allo-
cation strategies for the CELP speech coders, and thus obtained sets of combined
CELP/RCPC coder with a combined rate of 12.8 and 9.6 kbit/s. We also described
the various components of our adaptive variable rate combined CELP/RCPC sys-
tems. In order to evaluate the perfonna.nce of our varmble rate combined coders, we
have derived a simulation model for channel SNR. It has been found that the channel

variations using this model approxnmately follow a log-normal distribution.
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CHAPTER 6
EXPERIMENTAL RESULTS

In last chapter, we described the design procedure of combined CELP/RCPC coders

as well as the structure of the adaptive variable rate combined CELP/RCPC system.

In this chapter, we will evaluate the performance of various combined CELP/RCPC

‘coders operating at 12.8 and 9.6 kbit/s under the Rayleigh flat fading channel. Then,

the procedure for obtaining the adaptive coders and their performance will be shown.

6.1 Combined Speech and Channel Coders

6.1.1 Performance of Combined Speech and Channel Coders

With the optimal code rate allocations as shown in Table 5.3, we have evaluated the
perfofnlance of different combined CELP/RCPC coders over different channel SNR.
Table 6.1 summarizes the simulation parameters and the simulation results are shown
in Figure 6.1 to 6.4. In Figure 6.1 to 6.4, the vertical scale is the segmental signal-to-
noise ratio (SEGSNR) which indicates the quality of the reconstructed speech. The
SEGSNR values were averaged over 625 frames of speech with both male and female
‘speakers. The horizontal scale i1s the channel SNR.

As shown in Figure 6.1, the coder that has the best performance above a channel
" SNR of 25 dB is coder #1, which is the uncoded 12.8 kbit /s embedded speech coder.
However, its performance degrades drastically as the channel SNR decreases. On
the other hand, coder #3 , which is the 5.0 kbit/s embedded CELP coder with 7.8

kbit/s of error protection, still performs reasonably well below a channel SNR of 10
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dB. However, its performance at higher channel SNR is significant worse than coder

#1. For example, at a channel SNR of 40 dB, coder #1 outperforms coder #3 by

- about 4.5 dB in SEGSNR which indicates a significant difference in the quality of the

reconstructed speech.

If the channel SNR varies over a wide range, using coder #1 will result in a speech
communication system with unacceptable quality at low channel SNR. On the other
haﬁd, using coder #3 will result in a speech communication system that reconstructs
speech with quality worse than necessary most of the time. The same scenario can
also be observed in “Figure 6.2, 6.3, and 6.4. |

In addition, the simulation results indicate that for the same transmission rate
and rate partitioning between speech and channel coding, combined coders us‘ring
multimode speech coders are better than those using embedded speech coders. This

result is expected because of the constrained characteristics of the embedded coders.

Table 6.1: Summary of simulation parameters

Parameter | Value
Modulation Method QPSK
Carrier Frequency 500 MHz
Vehicle Speed 90 kmm/h
Aggregate Transmission Rate | 48 kbit/s
Normalized Fade Rate 0.003
Interleaving Depth | 16 bits
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Figure 6.1: Performance of combined embedded CELP/RCPC coders for combined
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6.2 Variable Rate Speech and Channel Coders

6.2.1 Selection of the Appropriate Combined Coder

Figure 6.5 is identical to Figure 6.1 except that a curve indicating the ideal perfor-
mance of an adaptive variable rate system is shown. As shown in the graph. an
adaptive system omtperforms its non-adaptive counterparts provided that it can al-
ways select the combined CELP/RCPC coder that has the best performance at a
given channel SNR. '

In order to decide the appropriate combined coder to be used at a given channel
SNR. we have to inspect the performance of all the combined coders over the typical
range of channel SNR, which are shown in Figure 6.1 to 6.4. After close inspection, we
have obtained the ranges of channel SNR in which the combined coders have the best
performance and the results are shown in Table 6.2 to 6.5. The values in Table 6.2 to
6.5 correspoud to different crossover points of the performance curves shown in Figure

6.1 Lo 6.4. This means that rate change is triggered by (:rossing thresholds.
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Table 6.2: Configuration of the 12.8 kbit/s embedded adaptive coder

Coder SNR
from to
3 —0G 9.0 dB
2 90dB 24.0 dB
1 24.0 dB  +oo dB

Table 6.3: Configuration of the 12.8 kbit/s multimode adaptive coder

Coder SNR
from to
12 —00 3.3 dB
11 8.3dB 17.4 dB
10 17.4 dB 27.5 dB
9 21.5dB  +o0

Table 6.4: Confignration of the 9.6 kbit/s embedded adaptive coder

Coder SNR
from to
8 —00 9.7 dB
7 9.7dB 12.1 dB
6 12.1 dB 20.6 dB
5 20.6 dB 33.1 dB
4 33.1 dB +00

Table 6.5: Configuration of the 9.6 kbit/s multimode adaptive coder

Coder SNR
from to
15 —00 14.7 dB
14 14.7dB 20.6 dB
13 20.6 dB +co
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6.2.2 Performance of Variable Rate Combined Speech
and Channel Coders

In order to evaluate the performance of our adaptive variable rate coders, a prolile of
channel SNR variations over time is required. With the channel SNR model described
in section 5.2.4, an average channel SNR value is generated at random for cach frame,
This random SNR is then used to control the variance of the short term fading process
and to select the most appropriate combined coder to encode the frame of speech. The
corresponding received signal is decoded and the quality of the reconstructed speech
is evaluated in terms of the SEGSNR and the mean opinion score (MOS). A scale of
1 (for poor quality) to 5 (for excellent quality) is ﬁsed for MOS cvaluation and the
reconstructed speech 1s considered to have toll quality if the MOS is better than 4.0,

In our channel SNR model, the average channel SNR valies are generated indepen-
dently. However, in reality, consecutive samples of the long term {ading component
(i.e., the average channel SNR) are highly correlated. 1t can be easily shiown that the
SEGSNR is unaffected by this simulation model. On the other liand, the subjective
MOS would be different if the average SNR in sucecessive frames are correlated. Thus
a proper way to interpret our MOS results 1s to view them as results generated under
the idealistic condition of infinite interleaving at the frame level.

Table 6.6 compares the performance of adaptive and non-adaptive coders operated
at various combined rates and with the simulation parameters shown in Table 6.1,
The average channel SNR experienced by each frame is randomly generated. The
SEGSNR values were averaged over 625 frames of speech spoken by both male and
female speakers. The MOS were obtained through an informal MOS test conducted
with 10 untrained listeners. As shown in Table 6.6, an improvement of up to 1.35
dB in SEGSNR and 0.9 in MOS (for a combined rate of 12.8 kbit/s using combined
embedded CELP/RCPC coders) is obtained when adaptive coding is employed.

In addition, Table 6.6 indicates that combined coders with embedded CELP coder
are much inferior than those with multimode CELP coder. For example, at a combined
rate of 12.8 kbit/s, the adaptive coder with multimode CELP coder ontperforms the
coder with embedded CELP coder by 0.77 dB in SEGSNR and 0.4 in MOS. The
degradation in performance suggests that the CELP structure may not be suitable

for implementing embedded coders.
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Table 6.6: Performance of coders obtained with the channel SNR simulation model

Coder(s) Used | Speech Coder | Combined Rate | Type | SEGSNR | MOS
[bit/s] [dB]
1,2,3 Embedded 12800 Adaptive 7.40 3.3
2 Embedded 12800 Fixed 6.05 2.4
9,10,11,12 Multimode 12800 Adaptive 8.11 3.7
H Multimode 12800 Fixed 6.89 2.9
1,5,6,7,8 Embedded 9600 Adaptive 5.58 2.2
5 Embedded 9600 Fixed 4.42 2.0
13,14,15 Multimode 9600 Adaptive 6.54 2.5
14 Multimode 9600 Fixed 5.13 2.3
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6.3 Summary

In this chapter, the performance of various combined CELP/RCP(C" coders were
shown. We found that both uncoded and error protected multimode coders have
better performance than their embedded counterparts. In addition. we also deseribed
the procedure in obtaining the adaptive variable rate combined CELP/RCP(' coders
and evaluated their performance with the channel SNR. simulation model deseribed
in Chapter 5. We found that the adaptive coders perform significantly beticr than
their fixed rate counterparts. This is particularly true for coders operating at 12.8
kbit./s. An improvement of 1.35 dB in SEGSNR and 0.9 in MOS was obtained with
the adaptive coder operating at 12.8 kbit/s.
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CHAPTER 7

CONCLUSIONS AND
SUGGESTIONS FURTHER
WORK

7.1 Conclusions

This thesis has considered variable rate combined speech and channel coding over
mobile radio channels. The speech coders are capable of operating at different rates
and they are all based on code excited linear prediction (CELP). In particular, two
different types of variable rate CELP coder have been considered : multimode and
embedded variable rate coders. For channel coding, we have adopted the rate compat-
ible punctured convolutional (RCPC) codes with block interleaving. A single RCPC
encoder/decoder can encode/decode RCPC codes at different code rates. Since the
code rate can be changed within a single frame, unequal error protection (UEP) is
employed to effectively protect the speech data from channel errors. With the variable
rate CELP and RCPC coders, we have proposed four adaptive variable rate systems
- that operate at combined rate of 9.6 kbit/s and 12.8 kbit/s. The adaptive systems
can adjust the bit rate partitioning between speech and channel coding dynamically
in accordance with the channel condition. Two of these systems employ multimode
('ELP coder while the remaining two systems employ embedded CELP coder.

We found that adaptive coders based on multimode CELP coders are better than
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their embedded counterparts. However. the structure of the cmbedded CELP coders
allows an efficient implementation of variable rate coder and easy rate control in net-
work overload situations. In this thesis, the performance of the adaptive coders have
been shown to be substantially better than the non-adaptive coders. Improvements
of up to 1.35 dB in SEGSNR and 0.9 in MOS for a combined rate of 12.8 kbit /s have
been found. These results confirm that adaptive coding i1s a promising technigne that
should be considered in the next generation of mobile speech communication systems

in order io increase robustness to channel errors and channel ntithization.

7.2 Suggestions for Future Work
Some suggestions for further work are as follows:

1. The performance of the adaptive coders in this thesis are evaluated nnder o
Rayleigh flat fading channel. Further tests of the system performance in a

frequency selective fading channel can be considered.

2. In thiz thesis, the combined rates are fixed to be either 9.6 or 12.8 kbit/s.
Systems that are capable of varying the speech and channel coding rates without
a restricted combined rate can be evaluated. They may be useful if variable rate

transmission is allowed such as in a CDMA network.

3. Error concealment techniques for speech coders can be considered in order to
improve the performance of combined coders under deep fades, which can result,

in multiple frame losses.

4. In light of the recent advancement in CDMA and power control techuiques, the
effect of power control on the performance of joint speccl and channel coders

can be considered.



Appendix A

Bit Error Sensitivity of CELP
Speech Coders

92
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Figure A_1: Error sensitivity of the 12.8 kbit/s embedded CELP coder
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Bit Error Sensitivity of the 7.0k Embedded CELP
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Figure A.3: Error sensitivity of the 7.0 kbit/s embedded CELP coder
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Bit Error Sensitivity of the 9.6k Multimode CELP
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Figure A.7: Error sensitivity of the 9.6 kbit/s multimode CELP coder
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