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ABSTRACT 

Although the mobile communicatio~i channels are time-varying, most systems allocate. 

t.he combined rate between the speech coder and error correction (channel) coder ac- 

cording to a nominal channel condition. This generally leads to a pessimistic design 

and co~lsequently an inefficient utilization of the available resources, such as band- 

width and power. This thesis describes an adaptive coding scheme that adjusts the 

rate allocation between the speech and chamel coder accorcling to  actual channel con- 

ciitions. Two types of network controlled variable rate speech coders are considered : 

the e~nl~edded coders and ~nulti~nocle coders. Both are based on code excited linear 

prediction (CELP). On t.he other hand, the variable rate channel coders are based 011 

the rate compatible yu~lctured co11voIutiona1 (RCPC) codes. A channel estimator is 

used at the receiver to  track both the short term and long term fading conditions i n  

the channel. The estirnatecl channel state information is then used to vary the rate 

allocation between t?ie speech and the cha1111el coder, on a frame by frame basis. This 

is achieved by sellding the estimated channel state informati011 to the transmitter 

through a reverse channel. The transmitter then makes an appropriate rate adjust- 

ment. We have fou~ld that conlbined CELP/RCPC coders using ~nult i~node speech 

coder perform better than their embedded counterparts. In addition, experimental 

resid ts indicate that the objective and subjective speech quality of the adaptive coders 

are superior t ha11 their non-adaptive counterparts operating in a Rayleigh flat fading 

channel. Improvements of up to 1.35 dB in segmental signal-to-noise ratio (SEGSNR) 

of the speech signal and up to 0.9 in informal mean opinion scores (MOS) for a corn- 

billed rate of 12.8 kbit/s have been found. 
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CHAPTER 1 

INTRODUCTION 

In the past decade, speech transmission over mobile fading chan~~els has become an 

important research area. A major concern to the conilnunication system designers is 

the quality of the reconstructed speech at the receiver. Because of the severe operating 

conditio11 due to chani~el fading, a good mobile speecll comnlunication system must 

maintain a given grade of reconstructecl speech quality with lirni ted bandwidt h. 

Cellular systems for mobile speech cornmunicatiotls have experienced very fast 

growth in both North America and parts of Europe and Asia. The first generation 

systems are all based on analog transmissions such as the Advanced Mobile Phone 

System (AMPS) [I]. However, due to the need for more efficient utilization of channels, 

second gene ratio^^ systems that are based on digital transmission have been proposed 

and already implemented in certain areas [2, 3, 41. Second generation systems can 

accommodate three to ten times more users than the first generation systems without 

a penalty in system performance. 

One of the major components in a second generation mobile speech transmission 

system is the digital speech coder. In mobile radio applications, speech coders are 

required to have low bit rates and provide high quality speech. Many efficient speech 

coders have been developed for providing high quality speech at rates between 4.8 

kbit/s and 16 kbit/s including code linear excited prediction (CELP) and subband 

coders 151. In addition, due to  severe noise disturbances in mobile chatlnels, speech 

coders must be robust to channel errors as well. However, a robust speech coder 

still requires a channel coder to protect the encoded speech information from channel 
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errors. Hence; there is a great demand in robust low bit rate speech coclers com- 

plemented with efficient channel codirlg schemes. With this   no ti vat ion, we study 

adaptive variable rate combined speech ancl channel coding in wllich the rate alloca- 

tion between tht. speech and channel coders can be adjusted in accordanc-e with the 

actual channel conclitions. 

1.1 Combined Speech and Channel Coding 

In most existing tolmnimication systems, the source coder (i.e., speech coder, video 

coder, and etc.) and the channel coder are designed separately. For example, in 

the ITTI-T (formerly CXjITT) H.261 standard for video conferencing [6], the Bose- 

Chaudl~uri-Hocquenghem (BCH) code is used to encode the data from the video 

source cocler disregarcling the properties of the compressed data. The advantage of 

separating the design of source and channel coders is that it allows the channel cocler to 

be designed independently of the actual source coder used. According to Shannon's 

theory [7], the source cocler and the channcl coder are fundamentally separable as 

long as they may be arbitrarily complex. In practical si tuatio~~s where complexity is 

a constraint, a degradation in performance is expected if the solme and the channel 

coders are designed separately. Therefore, combining the clesigniug processes of the 

source and the channel coders is a better approach. 

Generally speaking, there are two approaches in designing combined source and 

channel coding systems. The first approach is to jointly optimize the source ancl the 

channel coders. The second approach is to design a channel coding strategy for the 

available source coder. 

An example of joint optimization has been presented by Kurtenbach ancl Wintz 

for designing an optimal scalar cjuantizer for transmission over a binary symmetric 

channel [8]. It has been shown that the optimal quantizer should be designed based 

on botl1 the source statistics (characterized by the sourcL7s probability density func- 

tion) and the channel statistics (characterized by the channel transition probabilities). 

Then, in 1976, Rydbeck and Sundberg demonstrated the importa~lce of optimizing 

the assignment of channel symbols to  the quantizer's codebook indices 191. It l ~ a s  been 

found that the Gray code mapping of channel symbols to codebook indices results in 

a more robust source coding system to channel errors and this method is often called 
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protection without introducing redundancy. A further step in joint source and cl~an- 

nel coding optimization is to introduce optimal index assignmerlt in the codebook 

design algorithm and to optimize tbe codebook for some given chamel transit ion 

probabilities. Farvardin and Vaishampayan have demonstrated cl~an~lel  depenclen t 

vector clua~itizer design algorithms and the resulting quantizers arc called channel 

optintized vector quantizers [lo]. A more novel approach has hecri presented by Liu,  

140, and Cupcrman where tlte decoder uses a, linear combination of codebook vccturs 

to reco~~stxuct the origiual signal [ll]. 

Although most of the joint optimization schcmes have shown promising results, it is 

very difficult, if possible, to incorporate them into more complex and practical codcrs. 

I%r example, Phamclo, Farvardin, and kloriya have clesigned a vector quantizcr for t11r 

liue spectral pair (LSP) parameters which can be used in a CELP speech coder [12]. 

The vector quantizer was optimized based on a known channel t ra~si t ion probabili tics 

matrix usirlg a very complicatetl alg-oritlm-1. O n  the other hand, the secollcl approach 

for combined source and cllarir~el coding is rnuc11 easier. 111 tile secortd approach, tht. 

source coder should first be designed to be robi~st to chan~lel errors. For cxamplc, i n  

most of the CELP speech coders, the linear prediction coefficients are converted i n  to 

LSP parameters, which are more resilient to error, before transmission. (iive11 thai 

there is a soilrce coder, an appropriate forward error correcting code can be chosc~l 

and a good error control strategy car] be employcd to niinimize the distortion in tlic. 

reconstructed signal due to channel errors. For cxamyle, Cox, Hagenauer, Sesliaclri, 

and Sundberg have designed a robust subband speech coder aucl an crror prottxtion 

strategy in which speech parameters with differeut error sellsitivities arc: protected by 

rate compatible punctured convolutional (RCPC) codes at  different code rat,cs [13]. 

This is known as u~iequal error protect iou ( I  J El'). 

1.2 Variable Rate Combined Speech and Channel 

In designing a digital commu~licat io~~ system for transmitting speech signals, a typical 

design decision to  be made is the partitioning of the available channel bandwidth b e  

tween speech coding and channel coding. Making such a decision is relatively straight 
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forward if the cha~lnel Is static andlor efficient utilization of the available resources is 

not the primary concern. For such applications, we caIl simply allocate the combined 

rate to the speech coder and the channel coder according to the "nominal" channel 

condition. As a matter of fact, many existing combined speech and channel cocling 

systems are designed this way. Unfortunately, in applications such as land mobile ancl 

cellular co~n~nunica t io~~s  where resources are limited and the channel conditions can 

vary over a wide range, fixed-rate allocation systems become ineffective in maintaining 

a given grade of service. Hence, an adaptive system which adjusts the rate alloca- 

tion between the speech ancl channel coders is desirable for mobile communications. 

Adaptive rate allocation has been considered previously in [14] for a conlbi~led rate of 

32 kbit/s and in [15] for a Rician fading channel. However, the former study has not 

considered a lower rate systern, which is critical in today's mobile communications, 

and the latter study has not consiclered a combined speech and channel coding system. 

This thesis demonstrates the potential benefits of adaptive variable rate combined 

speech and channel coding for systems operating in the molde radio environruent. 

Variable rate speech cod. rs based on code excited linear prediction (CELP) and vari- 

able rate channel cocfers based on rate compatible punctured co~~volutional (RCPC) 

codes are consiclered. In this thesis, although the rates of the speech and the cllan- 

uel coders can be varied, their combined rates are fixed. Thus the problem at hand 

is equivalent to finding the optimal rate partitionings under different channel concli- 

tions. For an optimal adaptive system, the speech and channel coding rates have to 

be adjusted continuously, which implies that an infinite number of speech and channel 

coders are recjuired. However, it is obviously impossible to i~nplernent such a system. 

Therefore, as a trade-off between system complexity ancl performa~~ce, a number of 

combined CELP/RCPC coders that have good performance over the typical range 

of charnel signal-to-noise ratio (SNR) have been designed. Adaptive error control is 

the11 achieved by using the combined coder that has the best performance at a given 

clla~~nel SNR. 
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1.3 Contributions of the Thesis 

The major contributions of this thesis can be sum~narized as follows: 

1. An investigation of the performance of variable rate multi~node and e~nbedded 

CELP speecl~ coders. We found that both uncoded and error protected multi- 

mode CELP speech coders perform better than their embedded counterparts. 

2. The design and evaluation of adaptive variable rate combined CELP/RCPC 

coders operating in Rayleigh flat fading channels. We found that adaptive coders 

perform significantly better than their fixed rate counterparts. 

1.4 Thesis Outline 

111 Chapter 2, various common speech coding, chamel coding, modulation, and mul- 

tiple access techniques are reviewed. The cllannel model assumed in the thesis is also 

described. In Chapter 3, the variable rate CELP speech coders are described in detail. 

Two types of variable rate CELP coders have been cor~sidered : multimode CELP and 

embedcled CELP coders. In Chapter 4, the RCPC codes are described. A complete 

description of our adaptive variable rate combined CELP/RCPC coders are provided 

in Chapter 5, followed by an evaluation of their performance i11 flat fading channels 

in Chapter 6. We draw the co~lclusio~~ and suggest some possible future works in the 

last chapter. 



CHAPTER 2 

SYSTEM OVERVIEW 

The purpose of speech coding is to represent an analog speech signal by a sequence of 

binary digits efficiently while the goal of channel coding is to allow the binary data se- 

quence to be reliably transmitted over a noisy channel. In this thesis, both speech and 

channel coders, which operate at  various rates, are studied. Before having a detailed 

discussion of variable rate combined speech and channel coders, an overview of each 

major component of our system is presented in this chapter. This chapter begins with 

a generalized model of a mobile speech tra~lsmission system. An overview of speech 

coding and channel cocling is presented in section 2.2 and 2.3 respectively. 1x1 section 

2.4, some conlnlon digital tnodulation techniques and ~nultiple access techniques are 

reviewed, followed by the description of a nlodel for mobile chamel. 

2.1 Model of a Speech Transmission System 

A generalized block diagram of a digital mobile speech transmission system is shown 

in Figure 2.1. The 1nai11 goal of this system is to transmit the speech signal from the 

transmitter to the receiver as accurately as possible. III other words, the system is 

designed in such a way that the distortion between the original and the reconstructed 

speech sig~lal is nlinimized. 

In a digital cornmuuication system, the analog speech signal s ( t )  is first con- 

verted to discrete form through the process of sampling and quantization. Then, 

data cosnpression is performed to reduce the bandwidth required to  transmit the dig- 

itized speech. This is often done by removing redundancy from the digitized speech 
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techniques in section 2.2. 

The data from the speech coder u, is to be transmitted through a mobile channel 

to  the receiver. In order to combat channel noise disturbances and interferences, 
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Figure 2.1: Bloclc diagram of a mobile speech communication system 
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At the receiver side, the received signals ~ ( t )  are first converted into a sequence 

of decision values E7, through the digital demodulator. The channel and the speech 

decoders are then used to reconstruct the speech signal. Due to channel i~npairments 

and possible loss of infornlation from data compression, the reconstructed signal may 

not be exactly the same as the original speech signal. 

2.2 Speech Coding 

The objective of speech coding is to efficiently represent an analog speech signal in 

digital form. A few reasons for au efficient digital representation of speech signals 

includes [16] 

Minimizing the co~nmunication channel bandwidth required for the transmission 

of high quality s ~ ~ e e c h  signals; 

Obtaining the best possible reproduction quality of speech signals over an avail- - 

able digital commufiication channel; 

Providing a concise representation of speech signals so as to reduce the arnount 

of computations for subsequent signal processing algoritlms such as data en- 

cryption. 

In n~os t  co~n~nunication systems, bandwidth is an expensive and/or limited resource 

and thus should be utilized efficiently. For example, low-bit-rate speech coders are 

often used in power/banctwidth limited systems such as cellular and microwave links 

[13, 17, 181. Speech coding is also i~nportant in other applications including voice 

mail, multimedia, and secure co~nrnunication systems. 

Speech is an analog signal with continuity in both time and amplitude. In or- 

der to represent speech in digital form, it hzs to be digitized by sampling (i.e., time 

discretization) and then quantizing (i-e., amplitude discretization) the analog signal. 

Figure 2.2 shows a general block diagram of a speech coding system composed of 

an encoder and a decoder. The encoder digitizes the analog speech signal s ( t )  and 

performs data compression. The decoder decompresses the encoded data and recon- 

structs an approximation i ( t )  of the original speech signal. 
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Figure 2.2: Block diagram of a speech coding system 

Sampling is a lossless operation (i.e., information are preserved) as long as the 

conditions of the Nyquist sampling theorem are satisfied. According to the Nyquist 

sampling theorem [19]; if an analog signal is bandlimited to 3 Hz, then lossless sam- 

pling can be achieved when the sampling rate is equal to or higher than 2B Hz. The 

2 8  Hz sa~npling rate is often called the Nyquist rate. 

In order to represent a discrete time continuous amplitude signal digitally, the 

a~nplitude of the signal has to be represented by a finite set of values. Quantization 

transforms each co~~tinuous valued sa~nple into a discrete number. Quantization is 

inherently a lossy process which results in a loss of information because it attempts 

to  map a continuous value into a finite set of numbers. 

There are two major categories of quantization : scalar quantization (SQ) and 

vector quantization (VQ) [i6]. A scalar quantizer observes a scalar value and selects 

the nearest approximating value from a predetermined finite set of numbers. More 

precisely, the real axis is mapped into a finite set of real numbers C = {yl, yz, . . . , yL) 
where L is the size of the quantizer and C is called the codebook of the quantizer. 
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If the mapping and the input scalar value is denoted by Q ( e )  and z respectively, the 

resulting quantized value y is given by 

Y = Qb) where y E C. (2.1 1 

yk is chosen as the quantized value of .r if it satisfies the Nearest Neighbor condition 

1161 
d(x, yk) = mi11 d(x, yk) 

yk EC 
(2.2) 

which states that yx. is selected if the corresponding distortion d(z, yk) is minimal. 

For example, the square error d(z,  ykj  = (z - yk)2 is one of the typical criteria. The 

codebook C can be designed to minimize the average quantization error if the iuput 

to the quantizer is a random process with a known probability density fuuction (PDF) 

or there is a sufficiently large database representing the input random process. The, 

Lleyd-Max algorithm can be used to design such a quantizes [20]. 

Vector quantization can be considered as a generalization of scalar quantization. 

In 1948, Claude Shannon observed that coding systems can perform Letter if they 

operate on vectors or groups of symbols rather than individual samples or symbols 

[TI. Instead of restricting the input and the output of the cjuantizer to be scalar values, 

a vector quantizer attempts to represent a k-th dimensional vector g by a finite set 

of output vectors C = ( s : ~ ,  . . . ,-L y ) where L is the size and C is the codehook of 

the vector quantizer. Similar to scalar quantization, the nearest neighbor condition is 

used to choose a codevector y that best represents : and the genera.lized Lloyd-Max 
-k 

algorithm [16] call be used to find a codebook for a particular source. 

In real-world speech coding applications. a certain amount of distortion is usually 

allowed as long as a predetermined fidelity requirements such as subjective quality are 

achieved. Therefore, most of the practical speech coding systems are lossy i11 nature 

and they can be broadly classified into the following categories: 

Waveform Coding; 

0 Analysis-synthesis Coding; 

e Analysis-by-synthesis Coding. 



CHAPTER 2. SYSTEM OVERVIEW 

2.2.1 Waveform Coding 

Waveform coding techniques attempt to faithfully represent and reproduce the speech 

signal. A digital representation of the input speech is computed which can be used to 

reproduce the amplitude-us-time waveform as precisely as possible. 

The simplest waveform coding technique is Pulse Code h4odulation (PCM). This 

method combines sampling and uniform quantization with p-law companding to pro- 

duce digitized speech at  64 kbit/s [21]. p-law companding is a technique for extending 

the dynamic range of a quautizer. However, since PCM does not reduce much redun- 

dant information in the speech signal, it is wasteful from the transmission bandwidth 

point of view. 

Since speech signal samples are correlated, it is more efficient to  quantize the dif- 

ference between samples or the difference between the actual sample and the predicted 

sample, the so-called prediction residual 1201. The predicted sample can be computed 

based on the correlation characteristics of the speech signal. For example, differential 

pulse code modulation (DPCM) exploits the correlation between samples by cjuantiz- 

ing the prediction residual. In DPCM, the prediction residual of an L-th order linear 

predictor 
L 

where x, is the n-th speech sample and a;'s are the prediction coefficients, is com- 

puted. Instead of quantizing the original speech sample z,, e, is quantized. The 

stcatistics of the speech signal actually vary slowly with time. Adaptive DPCM (AD- 

PGM) is a DPCM coder that adapts to this slowly varying statistics by predictor 

adaptation, quantizer adaptation, or both 1201. ADPCM at 32 kbit/s [21] can ayhieve 

speech quality close to that of PCM at 64 kbit/s. 

PCM; DPCM, and ADPCM all operate in the time domain. There are techniques 

that operate in the frequency domain including subband coding and transform coding. 

In both the subband c o d i ~ g  and transform coding, the input signal is divided into a 

number of separate frequency bands and then each band is encoded separately. These 

techniques have the advantage that the number of bits used to encode each frequency 

band can be variable. The encoding accuracy of different frequency bands can then be 

adjusted according to their perceptual significances. For example, in speech coding, 

the lower frequency bands are encoded with a larger number of bits because they 
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Time Varying Excitation Y -- n * All-Pole Inverse Signal Filter 

Figure 2.3: Model of the Time-varying Speech Production System 

contain pitch and formant structtire that IIIIIS~ be preserved accurately. On the other 

hand, a small number of bits can be used to encode the higher freque~~cy hands i n  

which fricative and noise-like sounds occur in speecl~. In adtiition, at  the cost of 

higher complexity, adaptive bit allocations can be employed to improve the cocler's 

performance significantI_v f201. 

2.2.2 Analysis-synt hesis Coding 

Unlike waveform coding. analysis-synthesis ( A S )  cocling techiques characterize the 

speech signal by certain perceptually importaut parameters and synthesize a signal 

that is perceptually similar to the original signal 151. Since A-S coding systems only 

preserve the perceptually significant irrformation, they usti;\lly achieve a higher data 

compressiol~ ratio than waveform t:ochg systems. 

Generally speaking, the human voice system can Isre mvdellecl for voiced speech 

by a time-varying all-pole inverse filter excited by some periodic excitation signals as 

shown in Figure 2.3- The itn-erse filter is interdecl to  model the human vocal tract 

and this is called the time-vwj-ing speech production model PZ]. In 1974, Markel 

and Gray used linear prediction to  derive the time-varying speech production model 

and derived the linear predictive coding (LPC) vocoder fS]. In an LPC ~ o c o d e r ~  the 

speech signal is segmented into frames and each frame can be characterized by a small 

number of parameters. Instead of encoding the actual speech or error samples as in 

waveform coding, the  parameters are encoded. Figure 2.4 shows the blsck diagram of 

an LPC vocoder. The encoder computes and quantizes the optimal linear prediction 

(LP) coefficients ja;'s), the gain factor (G): and the pitch period (kp j  for cad, speech 

frame. The decoder decades. the  parameters and synthesizes the reconstructed speech 

using the time-varying speech production model. 
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111 an LPC vocoder, the current speech satnple is approxi~nated by a h e a r  com- 

bination of previous L samples. Jf i?,, is the reconstructect speech sample at illstant rz 

and ai7s are the predictor coefficients, then 

where e,, is ail uncorrelated random variable with zero mean and a variance of 2. 
The above linear predictor can also be considered as a digital filter with an input in, 

an output e,z; and a system function 

i=l 

In other words, the speech signal can be synthesized by exciti~lg the inverse filter 

I / H ( z )  with an appropriate escitatioit signal. Depending on whether the speech 

signal is voiced or unvoiced, either a sequence of periodic impulses or a sequence of 

white noises can be used as an  excitat'm signal. 

LPC vococlers operate at bit rate; between 1.2 to 2.4 kbi t / s. A 2.4 kbi t/s vocoder 

can usually reconstruct speech 1vit.h a high level of intelligibility. However, speech 

quaiity? naturalness; and speaker recognizability are all poor PI]. 

2.2.3 Analysis-by-synt hesis Coding 

Unlike a~~atysis-syr-ttherjis coding systems, analysis-by-synthesis (A-by-S) coding sys- 

tems cietenniue the signal parameters by an optimization procechre in which synthe- 

sized signals are rolnpared with the origiual signal. Therefore: a better x-production 

quality from A-by-S systems can be expecir,ecI. In fact: A-by-S systems can achieve 

toll quality at 8 kbitls is]. Toll quality is defined as the speech quality required in 

cox~imercial telephony. f n particular, code esci ted linear preclic tion ( CELP ) coders, 

whiclh are based on tl~e A-b>--S structure, provide good rep:-oduction qualitj at  bit 

rates hetitween 4-0 to 16-0 kbit f s- 

Figme 2.5 shows a genera! co~&guraEk:~ of a13 4-by-S encoder. The excitation 

codebook contains a collitrctiau of excitation vectors and the spectral codebooks con- 

tain a collection of long-term and short-term predictor coefficients. The long-term 

predictor, which models the far-sample correlation or the spectral fine structure of 
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the speech signal, is represented by 

1 -- - 
1 

B(z )  l-zkp+"' b.i-i (2.6) 
z = k p - m  Zfi 

where (27n + 1) is the order of the long-term predictor, Icp is the pitch period of 

the speech signal in samples, and hi's are the long-term predictor coefficients. On 

the other hand, the short-term predictor models the near-sample correlation or the 

speech spectral envelope and its system function is 

1 - - 1 
A(z) I - EL, a i r i  

(2.7) 

where L is the order of the short-term predictor and ai7s  are the short-term predictor 

coefficients. This filter is the same as the linear predictor described in section 2.2.2. 

Typical values of L are between 10 and 16 assuming an 8 kHz sampling rate [5]. 

One of the characteristics of an A-by-S encoder is that all the possible recon- 

structed signals are compared with the original signal in search for the parameters 

that best represent the original signal. Hence, the decoder is an integral part of 

the encoder (the shaded area in Figure 2.5). Specifically, for each segment :t: = 

(z,,, zn+l , . . . , x , , + ~ )  consisting of N consecutive speech samples, all the vectors in 

the excitation codebook with index i and the corresponding scale factor G are used 

as excitations to the predictors with spectral codebook entries ( j ,  k). The resulting 

syothesized signals gi,j,k,c are then compared with +. Without the weighting fil trr, 

the value of the parameters ( i ,  j: k ,  G) that miuirjlize the squared error between 2 and 

y. .k is the best representation of g. The decoder can use codebooks identical to the 
1 3 ,  , 
encoder to synthesize the speech signal. However, better perceptual results can be 

obtained by exploiting the auditory masking characteristics of human hearing. The 

weigtltiug filter is introduced so that the parameters (i, j ,  k, G') are selected based on 

a perceptual error criterion [5]. The weighting filter has a system function 

W ( Z )  = 4 4  O L r l l  (2-8) 
A b l y )  

and the value of is determined through listening test. The effect of the weighting 

Hter is noise elnphasis in high signal energy regio~l and noise deemphasis in low signal 

energy regiou. Thus, the actual perceived noise level is reduced. 

An exhaustive search of the excitation and the spectra1,codebooks for all pos- 

sible ti, j, k, G) results in a huge computational complexity. For example, in 1985, 
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Weighting 
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Figure 2.5: Block cliagram of an analysis-by-synthesis coding system 

Schroeder and Atal indicated that 125 svco~~cls of (hay-1 superco~nputer t i ~ n e  is re- 

quired to encode 1 second of a speech signal [XI. This kind of complexity prohibits a 

real-time implementation of A-by-S systems. Complexity reduction techniques suc,h 

as ZIR-ZSR decomposition and sequential codebook search [25] can be used to reduce 

the computational load of the encoder. 

2.2.4 Performance Measurements 

Traditionally, performance of signal processing syste~ns such as scalar and vector 

cjuantizers are measured in terms of the signal-to-noise ratio (SNR). However, for 

speech coding systems, the ultimate goal is to maxi~nize the subjective quality (i.e., 

what the human listeners actually perceive) of the reconstructed speech. So far, 

it has not been possible to objectively quantify the term %pee& quality". While 

some listeners may tolerate one kind of distortion, others may not. I11 adclition, 

noisy speech which was urlsatisfactory in the beginning can become acceptable after 

repeated listening- However, a co~nbination of objective and subjective measures can 

still be used to give a good indication of the overall speech quality. In the following 

sections, some of the commonly used objective and subjective quality measures are 

presented. 
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Objective Speech Quality 

The simplest and most co~nlnonly used objective quality criterion is the signal-to- 

noise ratio (SNR). If x(t), y(t), and e ( t )  = x ( t )  - y(t) are the original signal, tho 

reconstructed signal, and the error signal respectively, the SNR is defined as 

C2 
SNR = l O l ~ g , , ( ~ )  dB 

g e  
(2.9) 

where 02 and ~ , 2  are the variances of x(t) and e(t) respectively. In practice, the SNR 

is estimated fro~n the original speech and the reconstructed speech sanlples as follows: 

CZl x,", SNR = 10loglO( ) dB 
En=, e,2, 

where N is the number of samples used in the SNR estimation. 

Usually, SNR is computed over a long speech database. However, speech signal 

is a quasi-stationary process and the SNR measure often has a poor correlation with 

the human perception. This statement is particularly true when regions of poor per- 

forrnance mask regions of better performance. A better assessment of speech quality 

can be obtained by using the segmental signal-to-noise ratio (SEGSNR) defi~led as 

1 h- 
SEGSNR. = - C SNR, dB 

K . 
(2.11) 

a = 1  

where k is the number of speech frames used for the computation of SEGSNR, and 

SNR is the SNR computed for the i-th frame of N samples with a typical value of 

256. Silence frames are eliminated from the computation of SEGSNR because a small 

amount of noise in a silezlce frame can give rise to a large negative SNR. A frame is 

considered to be silent if its average signal power is 40 dB below the average power 

level of the entire speech database [5]. 

Subjective Speech Quality 

Although SNR and SEGSNR are convenient ways to assess the quality of the recon- 

structed speech, they do not reliably predict the subjective speech quality. This is 

particular true for speech coders operating below 16 kbit 1s. Alternatively, the qual- 

ity of the speech coder can be evaluated by formal tests with human listeners. For 
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example, in the A-B preference test [26], sentence pairs processed by two different al- 

gorith~ns are presented to the listeners in a random fashion. The listeners then decide 

if they I>-fer sentence A or sentence B. Results of tlie A-B preference test are usually 

p ~ ,  --nted as a percentag~ of a preference for a particular algorithm. 

On the other hand, a more precise measure is the mean opinion score (MOS) [26]. 

The MOS is obtained by averaging scores given by a group of untrained listeners. The 

listeners evaluate the speech quality on a scale of 1 (for poor quality) to 5 (for excellent 

quality). The reconstructed speech is considered to have toll quality if the MOS is 

better than 4.0. For example, the CCITT G.711 64 kbit/s PCM coder achieves a 

MOS of 4.25 while the CCITT G.721 32 kbit/s ADPCM coder achieves a MOS score 

close to 4.0 [5 ] .  

Unfortunately, subjective evaluations of speech quality or intelligibility are very 

time consuming and expensive. The objective measures such as SNR and SEGSNR 

are comparably much easier to compute. Thus, although objective quality measures 

do not always reliably predict the subjective quality, they are still often used for 

preliminary speech coder design. 

2.3 Channel Coding 

Channel coding is a technique for improving the reliability of digital data transmissions 

over a noisy channel. This is usually accomplished by introducing redundancy into 

the data to be transmitted. X block diagram of a channel coding system is shown in 

Figwe 2.6. The objective of the cham~el coding system is to reduce the bit error (i.e., 

error between u,, and G,, due to e,) probability of data trans~nissions over the noisy 

discrete cliannel at the cost of bandwidth expansion. The discrete clla~lnel actually 

composes of a modulator, a demodulator, and a waveform channel. Although the 

bit error probability can also be reduced by increasing the transmitter's power, it 

is usually more costly and introduces problems such as additional co-channel a d  

adjacent channel interferences [27]. 

There exists many channel coding techniques that facilitate two basic objectives at 

the receiver: error detection and error correction. With error detection, the receiver 

can detect the presence of errors in the received data and thus an appropriate action 

can b e  taken. For example, the receiver can ask for retransmission of corrupted data. 
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Figure 2.6: Block diagram of a cha~lnel coding system 

Schemes including pure automatic repeat request (ARQ) and Hybrid ARQ operate 

on this principle 128, 291. For speech transmission, delay introduced by retransmission 

is often unacceptable. However, with error detection, techniques such as frame sub- 

stitution [30, 31, 321 and frame i~~terpolatio~~/extrapolation 133, 341 can be employed 

to improve the reconstructed speech quality in case of errors. 

In this thesis, we only consider forward error correction (FEC). Compared to 

increasing transmitter's power, FEC is a relatively inexpensive way of improving 

communication reliability. Low cost implement ations of FEC algorithms are read- 

ily available on custom made integrated circuits (i.e., ASICs) 1351. 



CHAPTER 2. SYSTEM OVERVIEW 

an (n, k) code; and there is always a unique mapping from the k data bits to the 

n bit codeword. Since the 72 bit codeword depends only on the the corresponding k 

data bits, linear block codes are memoryless. There are many important block codes 

including Hamming codes, Golay codes, Bose-Chaudhuri-Hocquenghem (BCH) codes, 

and Reed-Solomon codes [37, 381. 

In convolutional codes, the n bit codeword depends on both the k data bits and 

the previous I data bits. Hence, co~~volutional codes have a memory of order I which 

is often called the constraint length of the convolutional code. 111 other words, the 

mapping fro~n the k bit input to the n bit codeword is uot unique. Similar to linear 

block codes, the ratio R, = k / n  is called the code rate and a convolutional code with 

I bits of memory t11a.t accepts k bits as input and produces an n bit codeword is often 

called an (n, k, I) code. 

For both linear block codes and convolutional codes, there are two types of de- 

coding algorithm: hard decisiou and soft decision decoding (36). If the matched filter 

outputs (i.e., outputs of the demodulator) are quantized into binary levels prior to 

channel decoding, the decodi~~g process is called hard decision decoding. On the other 

hand, if a measure of reliability is provided for each received bit to the channel decoder, 

the decoding process is called soft decision decoding. The reliability information is 

often the unquantizecl output of the matched filter. Channel coding systems with soft 

decision decoding often outperforms those with hard decision decoding by 2 to 3 dB in 

decoding gain. However, soft decision decoding is substa~~tially harder to i~nplernent 

in a block code decoder than hard decision decoding. Soft decision decoding can be 

accomplished much easier with convolutional codes than with block codes when the 
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J Symbols 

Figure 2.7. Basic concept of block interleaving 

one is block interleaving. filside a block interleaver, the i~lterleaving buffer can be 

viewed as a rectangular array of storage locations. Figure 2.7 shows the matrix rep- 

resentatix of a block interleaver with an interleaving depth of I symbols. In the 

interleaver, data is written into the interleaving buffer by rows. When the buffer is 

full (i.e., all the rows are filled up), the data is read out by columns. The deinterleaver 

performs the inverse operation by writing the received data into a similar buffer by 

columns and reading them out b j  rows after the buffer is full. Now, if the communi- 

cation channel introduces an error burst that corrupts K data symbols where K 5 I, 
the K co~~secutive errors will cause only single errors after deinterleaving. 

It is intuitively obvious that as I gets larger, the errors will tend to be more 

uucorrelatecl. However, the delay that results from interleaving is directly proportional 

t o  I .  An ideal interleaver, which has an infinite interleaving depth, will introduce an 

infinite delay. For real-time speech communications, an excessive amount of end-to- 

end delay can cause irritating distortion in the reconstructed speech. Hence, the depth 

of t h e  interleaver depends on the cornrnunication channel, the error correcting code, 

and the speech coding algorithm. 
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2.4 Modulation and Multiple Access Techniques 

2.4.1 Digital Modulation Schemes 

Digital tra~lsmission over tlle mobile envirormlent has become an important research 

area. Since mobile channels are waveform channels, they cannot be used to t ransrni t 

the sequence of digital data from the channel coder directly. On the transmitter side, 

a digital modulator is required to convert digital data into analog waveforms that 

are compatible with the characteristics of the channel. On the receiver side, a digital 

demodulator is required to reproduce the digital data sequence from the received 

waveforms. 

Moclulated data symbols can be detected either coherently or. differentially. For 

example, in the North American IS-54 standard for digital cellular networks, differ- 

entially encoded and detected quadrature phase shift keying (DQPSK) is suggested 

as the digital modulatio~~ format [2]. The advantage of differential detection is that, 

a coherent phase reference at the receiver is not required. Therefore, DQPSK is very 

robust to the random phase fluctuations introduced by a mobile channel since channel 

statistics cl-lange very little between adjacent data symbols. 

011 the contrary, although an elabora,te method for estimating the carrier phase 

is required, the performance of coherent detection is significmtly better than differ- 

ential detection. For example, DQPSK is approximately 3 dB poorer in performance 

than coherent QPSK. 111 practice, very reliable phase estitnates can be obtained hy 

using the pilot symbol teclmique. Known symbols are itlserted into ~nodulated data 

sequences periodically. By comparing the received ltnown symbols with their true 

values, the receiver can estimate the channel variations and establish a phase refer- 

ence for coherent detection. I t  has been shown that pilot symbol assisted ~uodulation 

outperforms differential detectio~l under most conditions [a]. 
In this thesis, we have decided to use coherent QPSK and assumed that the phase 

distortion can be perfectly estimated at the receiver.. The QPSK constellation is 

shown in Figure 2.8. Theoretically, higher level modulation with better bandwidth 

efficiency such as 16 level quadrature arnplitucle modulation (QAM) can be used to 

improve the system throughput. However, 16-QAM requires too much power which 

prohibits its use 011 hand-held portable units [43]. 
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on how the network is to be organized. Therefore, a multiple access scheme is one 

of the most important design factors to be considered. For digital syste~ns, there are 

three basic multiple access schemes, namely the frequency division mu1 tiple access 

(FDMA), the time division multiple access (TDMA), and the code division multiple 

access (CDMA). In theory, it does not matter whether the spectrum is divided into 

frequencies, time slots, or codes. However, one may be better suited in a certain 

com~~~unication media than another. For example, FDMA is presently being used in 

digital residential corclless phone systems, mainly because of its narrowband nature 

which does not require any anti-multipath equalization [44]. On the other hand, the 

North American IS-54 [2] and the European GSM digital cellular standard [4] both 

adopt TDMA as their multiple access scheme. A competing digital cellular system 

based on CDMA has recently been approved by the Teleco~~~munication Industry 

Association (TIA) as the North American interim standard IS-95 [3]. In addition, 

the third generation wireless systems are expected to provide services in voice, video, 

and data transmission [45]. This leads to new requirements for the design of multiple 

access schemes such as variable rate tra s section, all three multiple 
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user is assigned a separate non-overlapping freque~lcy channel. At the base station, 

signals from all the users are combined through a common power amplifier. At  each 

individual mobile user, the signal is upconverted to the assigned frequency band. 

FDMA can be used as a multiple access scheme for both digital and a ~ ~ a l o g  commu- 

nications. Figure 2.9 sllows a possible format of FDMA. FDMA is adopted by the 

advanced mobile phone standard (AMPS), which is the North American first gener- 

ation wireless system. However., in order to i~nplenlent variable rate transmissions, 

FDMA systems will require changes in the radio cha111lel bandwidth dynamically. 

In TDMA, there is only a single narrowband radio channel with an aggregate 

transmission rate of R bit/s. The channel is divided into N time slots in which each 

time slot can allow a bit rate of R/N bit/s. Then, with a multiplexer, a ~naxi~nuln of 

N users can share the same clian~lel by using their designated time slots. Figure 2.10' 

shows the operation of a TDMA system. Work has been done to incorporate variable 

rate services in TDMA systems includi~lg the enhanced TDTJIA (E-TDMA) [46] and 

the pacl<et reservation multiple access (PRMA) [47]. Both the E-TDMA and the 

PRMA assign TDMA time slots dynamically to users on request. 

In CDMA, there is o d y  a single wideband radio channel. Signals from N users 

are modulated with :1! different high frequency pseudo-random noise (PN) sequences 

which are ortliogoual (i.e., uncorrelated) to each other. Signals from different users are 

combined using a common amplifier. In the receiver, since signals from different users 

are uncorrelated, the signal from the desired user can be obtai~lecl by correlating the 

received signal with the appropriate PN sequence. Figure 2.11 shows the operation of 

a CDMA system. A variable rate CDMA digital cellular system has been developed 

and demonstrated by Qualcornm, Inc. [48] and it has been approved by TIA as an 

alternative iuterirn standard for the second generation wireless systems. 

In this thesis, we have assumed a TDMA rnultiple access scheme similar to the 

one specified in the IS-54. The total tra~lsmission rate of a single TDMA channel is 

assumed to be 48 kbit/s, in which 20% is used for t rans~nissio~~ overhead. Hence, a 

total of 38.4 kbit/s is available for error protected speech data. The duration of a 

single TDMA frame is 40 ms and eacb frame is divided into 12 time slots. We have 

assumed that each TDMA channel can accommodate either 3 or 4 users. If there are 

3 users, each user i ranslnission rate of 12.8 

'gned 3 time slots, 
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yielding a user transmission rate of 9.6 kbit/s. Figure 2.12 indicates the arrangement 

of user data for the two different user transnlission rates. 
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Figure 2.9: Block diagram of a FDMA system 
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2.5 Model of the Ik.ansmission Channel 

T_upical transmission channels include telephone lines, mobile radio links, microwave 

links. and satellite links. These channels are subject to various kinds of noise dis- 

turbances. For example, on a mobile cfiannel: radio signals are subject to significant 

propagation-pat loss and fading due to shadowing and multipath effects f2T]. I11 ad- 

dition. man-made rfisturbanres such as noise from a vehicle's electrical ignition system 

and interference from adjacent channels in a cellular network are not uncommon. The 

overall effect of the noise disturbances is to ixltroduce an additive and a t~lultiplicative 

noise co~rtporwnt, to the transmitted signal. 1x1 this section. the mobile fading chan- 

nel which consists of short-term Rayleigli fading and long-term Log-normal fading is 

briefly described. BaseGand represen tations are used without loss of generality. 

2.5.1 Fading Channel 

la the mobile radio environment. the system performance is a fuactior~ of the radio 

frequenc?r, vehicular speed: cfiaunel bandwidth and geographical location of the velri- 

cle. For exaniple, there are i~suaIl_v a large number of diffuse scatters andlor reflectors 

which moye ranciomly relative to each other. This results in a multipath facling signal 

(i-e.. short-term fading). In addition, different propagation paths can experience dif- 

ferent time delays alK1 signal atte~~uations. If the time delay spread is small compared 

to one symbol cluration, the short-term fading is frequent?- non-selective (also called 

flat fading) 1361. Otherwise. a large delay spread causes frequer~cy selective fading. 

In this thesis, we only consider flat fading. On the other hand: the average received 

signal level d e c r e a . ~  as the mo1de unit moves away from the base statio~i and de- 

pends an tlre terrain co~rfiguration betwee11 the mobile unit and the base station (i .e., 

long-term fading). 

In general- bile received signal is subject to both short-term and long-term fading 

effects. The ha;sebanct eyuil-alent~ of the received signal can be writtell as 

where d( t )  is the mdtiplicative distortion (also the received signal e~ivelope) and n(t) 

is the additive cornpiex Gaussian noise with zero mean and a power spectral density 
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(PSD) of No. Since we assume perfect coherent detection, d(t) is assumed to be a real 

value random process without loss of generality. d(t) can be further decomposed as 

d(f) = ds (t ) 4 (t ) (2.13) 

where &(t) is a Rayleigh process modelling the short term fading and dr(t) is a Log- 

normal process modelli~~g the long term fading. 

After receiver matched filtering and sampling, the output of the QPSK coherent 

demodulator is 

7'1; = dksk + T Z ~  (2.14) 

where dk is tlie fading envelope, s1; is the complex QPSK symbol, and n1; is the white 

Gaussian noise. 

Short-term Fading 

Short term fading is caused by the multipath phenomenon as mentioned earlier. The 

fading amplitude d,(t)? which is the magnitude of the complex short-term fading gain, 

can be modelled by the Rayleigh fading process [27]. The complex fading gain has a 

normalized autocorrelation function 

PT = J O ( ~ T ~ D T )  (2.15) 

where Jo(*) is the modified Bessel function of the first kind and order zero, and fD is 

the maximum Doppler frequency (also called the fade rate). The fade rate fD can be 

expressed in terms of the vehicle speed v and the carrier frequency f c  as 

where c = 3.0 x 10' is the speed of light. In addition, the normalized fade rate is 

defined as fDT where T is duration of a symbol. 

Long-term Fading - 

Long tern  fzding is caused by the propagation path loss and the variation of terrain 

configuration between the base station and the mobile unit. Instead of representing 
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the fading process in time, we can also express it i n  terms of the distance x from the 

base station. In that case, 

Empirical results i~ldicate that the iong term fading process d[(x) follows a Log- 

normal distribution [27]. That means the PDF of Dl(x), where Dl(x) is the power of 

dl(x) expressed in dB, is 

where P, is the average power (expressed in dB) of the received signal at a distance 

x away from the base station. Previous studies have shown that P, in linear scale 

follows the inverse 4 t h  power law which states that 

- P, = Po - 40 log(:c) (2.1 9) 

where Po is the power at a reference distance close to the transmitting a~ltellua but 

in the far-field. 1271. 

2.6 Summary 



CHAPTER 3 

VARIABLE RATE SPEECH 

CODING 

In the design of conventional speech coding systems, it is often assumed that the 

speech coder operates at a fixed rate. However, since speech is non-stationary and 

the cha~mel capacity is sometitnes time-variant, speech coders that operate at variable 

rates are desirable. In this chapter, code excited linear prediction (CELP) coders 

based on the analysis-by-synthesis structure are described. The basic structure of our 

CELP speech coder is first described, followed by a description of our variable rate 

CELP speech coders. 

3.1 CELP algorithm 

In the last decade, the development of digital mobile communication systetns have 

progressed significantly. In these systetns, voice is still the dominant service provided. 

Digital transmission of speech can provide a more secure and bandwidth efficient 

service with good reproduction quality. In particular, code excited linear prediction 

(CELP) is considered to be a powerful technique in producing high-quality speech 

at bit rates in the range ffom 4.0 to 16.0 kbit/s. In fact, the North American IS-54 

digital cellular standard employs the vector sum excited linear prediction (VSELP) 

coder, which is a variant of CELP [Z]. On the other hand, the European GSM digital 

cellular standard adopts the regular-pulse-excitat ion long term prediction (RPELTP ) 

coder, which is one of the many realizations of the analysis-by-synthesis structure [4]. 
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Original 

Error Wei hting A I 

Figure 13.1: Block tliagrarn of a CELP speech coder 

The objective of this section is to describe the basic structure of the CELP coder 

ernployect in this thesis. A block cliagram of a generic CELP encoder structure is 

shown in Figure 3.1. As mentioned in Section 2.2.3, the CELP speech coder is based 

or] the analysis-by-synthesis structure. One major characteristic of an A-by-S system 

is that every possible synthesized signal is compared to the original sig~lal in order to 

obtain the parameters that best represent the original s ig~al .  As a result, the decoder, 

which is shown as the shaded area in Figure 3.1, is an integral part of the e~lcoder. 

The reco~lstructed speech is synthesized by filtering an excitation signal with a+ 

synthesis filter based on the short-term h e a r  prediction (LP) coefficients. LP analysis 

is performed on the original spcech signal to determine tile LP coefficients. The 

excitation signal is formed by the weighted sum of the contrib~itions from the adaptive 

codebook and stochastic codebooks. The adaptive codebook represents the periodicity 

of the speech signal, which is a realization of the long-term pitch filter. The stochastic 

codebooks contain raudom excitation vectors. The codebook irldices and t,he scale 

factors are determined by an analysis-by-synthesis procedure as described in Section 

2.23. 

The CELP encoder shown in Figure 3.1 is characterized by high conlputational 
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complexity. A complexity reduced version is shown in Figure 3.2. This complexity 

reduced version has three major differences from the high complexity one: combining 

the synthesis filter and the perceptual weighting filter; decomposing the synthesis 

filter output into the zero state response (ZSR) and zero input, response (ZIR); and 

searching the codebooks sequentially. 

In the complexity reduced coder, instead of filtering the error signal with the 

weighting filter 

both the original speech signal and the excitations are filtered by W ( z ) .  The combined 

synthesis and weighting filter has a transfer function 

In addition, the co~nbined filter response is separated into the zero input response 

(ZIR) and zero-state response (ZSR), a technique known as ZIR-ZSR decomposition 

[25]. To further reduce the complexity of the coder, the best codebook vectors and the 

corresponding gain values are determined sequentially. Typically? the best adaptive 

codebook vector is determined first, followed by the stochastic codebooks. However, 

this sequential search method is suboptimal. A simple improvement can be achieved 

by re-optimizing the gain values after the ACB and the SCB vectors are determined 

The input speech is processed on a frame by frame basis. The CELP encoder 

divides the input speech sa~nples into a series of analysis frames which are further di- 

vided into a number of subfran~es. LP analysis is performed once every analysis fram:. 

while the excitation parameters are determined once every subframe. In the follow- 

ing sections, we describe in detail the various major components of the complexity 

reduced CELP encoder. 

3.1.1 Linear Predict ion Analysis and Quantization 

For every analysis frame, an L-th order LP analysis is performed to obtain the optimal 

LP coefficients, w h i ~ b  are used to construct the L-th order short-term synthesis filter. 
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cuj denotes the . 
solve for the optimal LP coefficients: 

j-th LP coefficient, the following system of equations can be used to 

for k = 1,2, .  . . , L. This is a system of L linear equations with L unknowns (i.e., cu,'s) 

which are called the Wiener-Hopf or Yule-Walker equations. This system of equations 

can be solved efficiently using the Levinson-Durbin algorithm [16]. 

Before quantization and transmission, the LP coefficients q ' s  are converted into 

Iine spectral pair (LSP) parameters. The LSP paratneters have better quantization 

properties than LP coefficients [SO]. Tree searched multi-stage vector quantization 

(TS-MSVQ) is used to quantize the LSP parameters 1511. TS-MSVQ is a novel tech- 

nique to reduce the complexity of the quantization procedure. 

In order to ensure a smooth transition between adjacent sets of LP coefficients, the 

coefficients are interpolated in the LSP domain. Linear interpolation is clone every 

subfrarne as follows: 

z i 
LSPi(j) = (1 - -)LSP,(j) + -LSP,(j) (3.4) 

Nsub Nsv b 

where Nsub is the total number of subframes in an analysis frame 

LSPi(j) is the j-th LSP for the i-th subframe 

LSP,(j) is the j-th LSP of the previous analysis frame 

LSP,(j) is the j-th LSP of the current arlalysis frame. 

3.1.2 Adaptive and Stochastic Codebooks Search 

As described earlier, the excitation signal is formed by the sum of the scaled contri- 

butions from the adaptive codebook (ACB) and stochastic coclebooks (SCBs). In the 

following sections, the structure of the ACB and SCBs are described, followed by a 
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codebook. This approach was introduced by Singhal and htal  1521 and then further 

developed by Rose and Bar~iwell [53]. For a given kp7 the ACB generates excitation 

samples of the form 

u&) = gaup(n - kp) ( 3 . 5 )  

where % is the ACH excitation, g, is the optimal gain value for the given k p ,  ancl 2, 

is the past excitation. Typical values of kp ranges from 20 to 147 samples [5]. 

Stochastic Codebook 

In a full complexity CELP encoder, the stocl~astic codebook(s) can be generated using 

a random Gaussian numher generator with zero mean and unit variance. However, 

in our complexity reducecl system, a special form of SCB is used contai~ling sparse 

and overlappecl shift by -2 codevectors wit11 ternary-valued samples (i.e., -1, 0, 1). 

Figure 3.3 shows the structure of the SCB. As indicated in the diagram, if the j-th 

SCB vector is defined as 2 j ,  then the ( j  - 1)-th vector is defined recursively as 

for i = 3, . . . ? k where k is the dimension of the excitation vector. sj-l ( I )  and 14-, (2) 

are found by shifting in the next two samples of the codebook. The sparsity of 

the coclebook is defined as the percentage of zero entries in  the codevectors. In our. 

complexity reduced system, the sparsity is 77%. The SCB can be generatecl iu three 

steps: 

Generate an SCB using a ra~ldoin Gaussian number generator; 

Center clip the SCB (i.e., set the value of an entry to zero if its magnitude is 

smaller than a thresholcl) with a threshold determined by the desired sparsity 

of the SCB; 

Quantize the SCB to three levels : -1, 0, and 1. 

The special SCB structure allows end point correction as explained below and 

thus reduces the computational load significantly [54]. If the filter's ZSR y . due to an 
-3 

excitation zl, has been determined, y due to can be found by first shifting y . 
-3-1 -3 

by two as follows: 

y . {i) = y .(i - 2 )  -3-1 -3 (3.7) 
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Figure 3.3: Structure of au overlapped shift stochastic codebook 

for i = 3 , .  . . , k ,  and setting y (1) and y . (2) to zero. The filter's correct ZSR 
-3-1 -3-1 

is then obtained by convolving only the new excitation samples gj-l (1) and gj-1(2) 

with the filter's impulse response and adding the results to y . found in (3.7). Hence, 
-3-1 

with end point correction, only two convolutions are required for each codebook vector 

(except the first vector). In addition, because of the sparsity of the SCB, y - , ( l )  and 

t ~ ~ - ~ ( 2 )  are zero most of the time. In those cases, no convolutions are required. 

Therefore, a significant amount of cornputat ions are saved. 

Computation of Best Excitation 

As mentioned earlier, the best excitation vectors are determined sequentially. Usually, 

the best ACB vector is deter~nined first, followed by the SCBs. For the ACB, the best 

excitation is determined as follows. 

Since H,(z)  is a linear filter, its output response yi as a result of an ACB excitation - 

vector & can be separated into the ZSR and ZIR 

yi = $, + - (3.8) 

where y . is the ZIR response, yi is the ZSR response due to the excitation gb, and 
-ZIT -&ST 

gi is the corresponding gain. The ZIR is the output of the synthesis filter with zero 

input wfrile the ZSR is the output of the synthesis filter with an excitation and zero 

filter memory (i-e., zero initial conditions). Thus, the ZIR is independent of i while 

each $ will result in a differeut ZSR. 
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If we define an M x A4 matrix H as 

where A4 and h ( n )  are the order and the impulse response of the synthesis filter 

respectively, (3.8) can be written as 

i 
y = gzi, +fi:Hu:. - (3.10) 

If we define a vector t = 3' - y . in which p' is a subframe of speech samples filtered 
-ZtT 

by W ( z ) ,  the optimization problem becomes finding the and g, that minimizes the 

square error 

t = - f i b ~ ~ h j l ' .  (3.11) 

By differentiating (3.11) with respect to gi and equating the resulting expression to 

zero, the gain value for a partici~lar codebook vector can be found to be 

and (3.1 1) becomes 

2 (t H U ~ ) "  
f = llifl - (3.13) 

IlHui,1l2 
' 

The first term in the above equation does not depend 011 the index i. Hence, the 

optimization problem is equivalent to maximizing 

. . 
The && that maximizes (3.14) is the best excitation. 

After the best ACB excitation is determined, a new target vector pl = t-g:pt HUzpt 

is used for selecting the first stage best SCB excitation. The latter SCB stages' best 

excitations are then 01 3tained in the same fashion. After all the ACB and SCB best 

excitations are determined, the gain values are reoptimized t o  obtain a smaller t. For 

example, if there are one ACB and one SCB, the encoder's objective is to minimize 
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By equating the partial derivatives of (3.15) with respect to g:Pt and g,"Pt to zero, a 
*. 
ilnear system of two equations with two unknowns is obtained. By solving the system 

of equations, the  gains that minimize (3.15) can be obtained. 

3.1.3 Gain Quantization 

After the codebook gains are obtained, they need to be quantized. In order to re- 

duce the complexity, we use a shape-gain/multistage vector quantizer (VQ) to jointly 

quantize the codebook gains. In a shape-gain VQ, the source vector is normalized 

by a gain value gn,,,,, to obt air1 a normalized source vector g,z,,,, . Thils. the  prob'tem 

becomes quantizing the scalar gain value g, , , ,  and the shape vector g,,,r,,z. The op- 

eration of a shape-gain VQ is shown in Figure 3.4. The reason for using a shape-gain 

VQ is that the same pattern of variation in a vector may recur with a wide variety of 

gain values. This technique enables the VQ to l~ancfle a source with a wide dynamic 

range without having a huge VQ codebook. 

The VQ for quantizing the oor~nalized codebook gain vectors is implemented r~sing 

a multistage VQ. In a rndtistage VQ, the quantization task is divided into successive 

stages. The first stage performs a relatively crude quantizatiar~ of the source vector. 

Then, the second stage quantizer operates on the error vector between tile original 

and the quantized first stage vector and so on. The reconstructed vector is the sum of 

the quantized outputs of all the stages. The operation of a two-stage VQ is illustrated 

in Figure 3.5. 

Assiming that there is one ACB and one SCB in the CELP encoder, the coctebuok 

gain vector can be defined as G = (&pg, &"]. The correspondkg normalization factor 

for each cornpo~ient of is defined as [%] 

where and are the target vector a d  the excitation vector defined in section 3.1.2 

respectively? N, is the number of samples in a subframe, and gfi,, is the gain of 

the synthesis filter. Since the values of all the parameters in (3.16) except gjr.,, are 

known in both the encoder and the decoder, only gj,,, is needed to  be quantized and 

transmitted. The gf,,, is quantized in the logarithmic domain by a scalar quantizer. 
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Then, the normahzed gain vector G?,,,, is quailtized by the multistage shape gaia 

quantizer. In our tramplexit? reduced system, the n~axirnum mamber of stages in the 

shapegain quantizer is two. However, con~plexity can be further reduced by having 

more stages. The reconstrtxcted vector (i-e., found by su~mniug the quantized output 

of the fiwt and second stage codehooks j that best represents G,,,, is found using an 

;If - L search tgsftniqtre. Starting with the first stage codebook. the 111 codewctors 

which achieve the lowest errors using the mini~numn-square-error (MSE) criterion 

= I~G,, - Bill2 (3.17) 

in  which C;;'s are the code\..ertors, are selectect and $3 error vectors are computed. 

The second stage eodebuok is se;lrchetf M times. For each codebook search, the L 
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3.2 Variable Rate CELP Coders 

In the design of con-t-entional speech coding systems, it is often assu~ned that the 

speech coder operates at fixed rate. However: this approach does uot exploit two 

important characteristics of speech signals: speech pauses and large variance in the 

short-term entropy of the speech signal due to its non-stationary cfiaracteristic. In 

normal telephone conversations, it has been found that about 60% of the time is 

spent in silence [56]. These in termit teat and entropy-varying properties cafi often be 

utilized to design speech communication systems, such as digital cellular networks, 

more efficiently. Moreover. in certain applications, the channel capacity is actually 

variable, such as in packet networks. Hence, speech coders that operate at variable 

rates are desirable. 

Variable rate speech coders can be divided into two distinct categories: 

r s90u~r-carclroll~d variable rate speech coders, where the coding rate is a function 

of the timevarying artivitits of the speech signal; 

r iVetwork-cont-oIIed variable rate speech coders, where the coding rate is deter- 

mined by an external control signal, such as one generated by the comxnunication 

network in response to the ~~etwork traffic condition. 

There are two types of net\?-ork-controlied variable rate coders: milltimode and 

embedded variable rate coders. For ~nultimode coders, a different mode of encoding 

is yerforr~tecl for each bit rate option. Each e~lcodiug mode may have different bit 

allocations or even eetirely distinct coding algorithms. In embedded coders, a single 

coding algorithm generates a fixed-rate data. stream from which one of the several 

d u d  rate data sigrials can be extracted by a simple bit-dropping procedure. Thus, 

lower rate signals are embedded in the higher rate data bit stream. 

11 this thesis, our interest is in neo -co~ i t ro l l e c l  variable rate speec11 coders. 

B a s s  an CELP. 1.e haw cmstructed both a rnu!timobe ai;d an embedded variable 

rate coder. They are described in detail in the following sections. 
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3,2,1 Multimode CELP coder 

111 this thesis, we have built a multimode variable rate CELP coder based on a modular 

CELP coder that can be adjusted to operate at 12.8, 9.6, 8.0, and 5.0 kbit/s. Different 

bit rates are obtained by using different bit allocations. However, tbe short term 

filter and adaptive codebook remain the same regardless what the bit allocation is. 

Figure 3.6 shows the structure of the inultirnode variable rate coder. An external 

signal is sent to the bit rate control unit and then an appropriate coder is selected. 

The bit allocations of the nlulti~node coder at, different bit rates are shown in Table 

3.1 to Table 3.4. 

Speech 

Multimode 

CELP 

Coder 

Rate Allocation 

I 

9.6 kbit/s OL Decoder 

Figure 3.6: Black diagram of the rnultimode CELP coder 
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Table :3.1: 12.8 kbit/s CELP (multimode) configuration 

ACB/SCB 
201~ 

1 pitch for ACB 
(pitch: 20 to 147) 

6 SCB stages 
(5,5,5,4,5,5 bits) 

Full Search 

= 5 111s 
1 ACB gain 

1 gain 6 SCB gain 

~Vethod Autocorrelation/ 
Scalar Quantization I 1st gain I/&: 

ACB + 3 SCB gains 
2 stages ( 5 3  bits) 
2nd gain VQ 
3 SCB gains 
2 stages (4,6 bits) 
1st gain VQ: 40 
2nd gain VQ: 40 

4400 

I 
Bits Per Frame LP: 24 

9 jrnme: 8 
Rate 1600 

ACB index: 28 
SCB indices: 116 

i t  I 

TOTAL = 12800 bit/s 

Table 3.2: 9.6 kbit/s CELP (multimode) collfiguratio~l 

ACB/SCB Gain VQ 
20/4 = 5 ms 

I pitcli for ACB 1 ACB gain 
(pitch: 20 to  147) 4 SCB gaia 

4 SCB stages 
(5,5,5,5 bits) 
Full Search 1st gain VQ: 

ACB + 4 SCB gains 
2 stages (7,6 bits) 

ACBindex:28 1stgainVQ:52 

I I  

Parameters 11 10 LSPs/ 

II 
Method )I Aut.ocorrelation/ 

11 Scalar Quantization 

I 
Bits Per Frame I LP: 24 

SGB indices: 80 
5400 2600 
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Table 3.3: 5.0 kbit/s CELP (multirnode) configuration 

Parameters 

Update 
Parameters 

Method 

Bits Per Frame 

Rate 

Method 

Bits Per Frame 

TOTAL = 8000 bit/s 

LPIg f r a m e  

20 ms 
10 LSPs/ 

1 gain 

Autocorrelation / 
Scalar Quantization 

LP: 24 
Y j m m e :  8 

1600 

L P / ~  f Tarn, ACBISCB Gain VQ 
20 ms 2014 = 5 ms 

f 0 LSPs/ 1 pitch for ACB 1 ACB gain 
1 gain (pitch: 20 to 147) 1 SCB gain 

1 SCB stage 

ACB/SCB Gain VQ 
2014 = 5 nis 

1 pitch for ACB 
(pitch: 20 to 147) 

3 SCB stages 
(5,5,5 bits) 
Full Search 

ACB index: 28 
SCB indices: 60 

4400 

1 ACB gain 
3 SCB gain 

1st gain VQ: 
ACB + 3 SCB gains 
2 stages (5,s bits) 
1st gain VQ: 40 

2000 
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3.2.2 Embedded CELP coder 

In this thesis, we have corlstructed an embedded variable rate CELP speech coder that 

can operate at 12.8, '3.6, 8.0, 7.0, 6.0, and 5.0 kbit/s. The embedded coder generates 

a fixed rate data strearn at 12.5 kbit/s. Lower rate data streams can be obtained 

by droypi~~g some bits from the fixed rate data strearn. Iu other words, a lower rate 

clata strearn is embedded into a higher rate clata stream. Therefore, a communication 

system with an ernbeclded speech coder can drop bits without inforrnirlg the encoder. 

For example, in case of a network overloaci. the  letw work can clecicte to reduce the 

network load by droppkg some of the bits. This is illustrated in  Figure 3.7. 

The basic structure of tbe CELP coders used in  the ~l~ultimocle and embedded 

coders are identical. Irt the multimocle coder, all the ACB and SCB excitations are 

used for updating the ACB menlory and the short-term filter memory. On the other 

Band, in the ernlmldecl coder. only the excitations required for obtaining the lowest 

rate encoclecl speech (i-e., 5.0 khit/sf are used for updating the memories. Thus, 

altl~ough the embedded encoder always encodes the speech signal at 12.8 kbit/s, the 

decoder's memories will not lie different from those in the encoder as loug as the 5.0 

kbitls data are received. The receiver can enhance the quality of the reconstructed 

speech by using informat"ian in adclitional to those in the 5.0 kbit/s data stream. The 

bit allocations of the ernbedded coder at, different bit rat.es are s h v n  i11 Table 3.5 to 

Table 3.10. 
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Speech Embedded 
Speech 
Encoder 

Rate Allocation - 
I 
I 

Channel - - - - - - - -  Embedded 
Speech 

Decoder 

Combiner Splitter 

Reconstructed 
Speech 

Avaihble Data Speech Coding Rate 
A 5.0 kbitls 
A,B I 6.0 kbit/s 

A&C 7.0 kbitls 

A B G D  8.0 kbitls 

A,B.C,DE 9.6 kbitls 

A,B,CD,EP 12.8 kbitls 

Figure 3.7: Block diagram of the embedded CELP coder 
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Table 3.5: Bit allocat.ion of the 12.8 kbit/s embedded CELP coder- 

L P / g f r r r m e  ACB/SCR Gain VQ 
Update 20 ms 20/4 = 5 ms 

I 

Parameters 10 LSPsf 1 ACB gain 
6 SCB gain 1 

I 
Met hod 

Bits Per Frame 

1 gain 1 (pit.&: 20 to 147) 
I 6SC:Bstag-es 

(5,5,5,4,5,5 bits) 
Autocorrelation f Full Search 

Scalar Quantization 

I 

LP: 21 I ACB index: 28 
~ j r o n r e :  8 SCB indices: 116 

Rate 1600 7200 
TOTAL = 12800 bit 1s 

1st gain VQ: 
ACB + 3 SCB gains 
2 stages (53 bits) 
2nd gain VQ 
3 SCB gains 

1st gain VQ: 40 
2nd gain VQ: 40 -I 

Table 3.6: Bit allocation of the 9.6 kbit f s  embedded CELP coder 

I ACB gaiil 
1 SCB gairl 

Vpdate 
Parameters 

Method 1st gain t/Q: 
ACB + 3 SCB gai~is 
2 stages (5,5 bits) 
2nd gain VQ 
1 SCB gain 
1 stage (4 bits) 
1st. gain VQ: 40 
2nd gain V&: 16 

2800 

LP/Y j,,r,i, 

20 111s 

10 LSPs/ 
1 gain 

Aut ocorrelation/ 
Scalar QuanP.ization 

ACRfSCB I Gain VQ 
20/4 = 5 ms 

1 pitch for ACB 
(pitch: 20 to 147) 

4 SCB stages 
(5,5,5,4 bits) 
Full Search 
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Table 3.7: Bit allocation of the 8.0 kbit/s e~nbedded CELP coder 

LP/gjmmne 
Update 20 ms 

Parameters 10 LSPs/ 
1 gain 

Met hod Autocorrelation/ 
Scalar Quantization 

ACB/SCB Gain VQ 
20/4 = ti ms 

1 pitch for ACB 1 ACB gain 
(pitch: 20 to 147) 3 SCB gain 

3 SCB stages 
(5,5,5 bits) 
Full Search 1st gain VQ: 

ACB + 3 SCB gains 
2 stages (5,5 bits) 

SCB indices: 60 
4400 2000 

1 Bits Per Frame I/ 
I I 

LP: 24 
gjrcmze: 8 

Rate 1600 
I 

TOTAL = 8000 bit/s 1 

Table 3.8: Bit allocation of the 7.0 kbit/s embedded CELP coder 

ACB/SCB I Gain VO LPIgfm7ne 
Update 20 ms 

I w 

2014 = 5 ms 
1 pitch for ACB I 1 ACB gain Parameters 10 LSPs/ 

1 gain (pitch: 20 to 147) 2 SCB gain 
2 SCB stages 

(5,5 bits) 
Full Search 1st gain VQ: 

ACB + 2 SCB gains Scalar Quantization 
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Table 3.9: Bit allocation of the 6.0 kbit/s embedded CELP coder 

Update 
Parameters 

Method 

Bits Per Frame 

Rate 

Lplgjrame ACB/SCB Gain VQ 
20 ins 2014 = 5 111s 

10 LSPs/ 
1 gain 

Autocorrelation/ 
Scalar Quantization 

LP: 24 
- 8 frame. 

1600 

1 pitch for ACB 1 ACB gain 
(pitch: 20 to 147) 1 SCB gain 

1 SCB stage 
(5 bits) 

Full Search 1st gain VQ: 
ACB + 1 SCB gain 
2 stages (5,s bits) 

ACB index: 28 1st gain VQ: 40 
SCB indices: 60 

TOTAL = 6000 bit/s 

Table :3.10: Bit allocation of the 5.0 kbit/s embedded CELP coder 

Update 
Parameters 

Method 

Bits Per Frame + 

LP/gframe ACB/SCB I Gain VQ 
20 ms 2014 = 5 111s 

10 LSPs/ 1 pitch for ACB I ACB gain 
1 gain (pitch: 20 to  147) 1 SCB gain 

1 SCB stage 
(5 bits) 

Autocorrelation/ Full Search 1st gain VQ: 
Scalar Quantization ACB + 1 SCB gain 

1 stage (5 bits) 
LP: 24 ACB index: 28 1st gain VQ: 20 
gjrame: 8 SCB indices: 20 

1600 2400 1000 
TOTAL = 5000 bi t ls  





CHAPTER 4 

VARIABLE RATE CHANNEL 

CODING 

For most low rate speech coders, speech quality degrades s ignificantly due to trans- 

mission errors. For mobile communications, the transmission channel is characterized 

by severe disturbauces. In this thesis, forward error correction (FEC) is considered 

as the channel protection scheme. In particular, rate compatible punctured convolu- 

tional (RCPC) codes with block interleaving are adopted. 111 this chapter: the general 

convolutional code and RCPC codes are described. Then: the performance of the 

RCPC codes at various code rates under -flat fading charmel is presented. 

4.1 Convolutional Codes 

In recent years, convolutional codes with Viterbi decoding have becoxne one of the 

most widely used forward error correction techniques. Convolutional codes are well 

known as good random error correcting codes. Together with interleaving, they can 

be used for channel coding in mobile communications. In addition, soft decision 

decoding can be easily incorporated into the Viterbi decoding algorithm. Potentially, 

the decoding gain can be Increased by approximately 3 dB, as compared to hard 

decision decoding [X, 381. This is why convolutional codes with Viterbi decoding arc 

widely used for error protection in various applications [40, 13, 171. 

A convolutional code can be specified by a state diagram or a trellis diagram. 

Figure 4.1 shows the state diagram of a simple rate 1/2 convolutional code with a 
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Figure 4.1 : State diagram of a rate 1/2 co~tvc~lutianal code 

Input - Output 

Figure 4-2: Block diagram of a rate 1/2 convolutionaf code erlcoder 
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constraint length of 2. The rorrcspontlil~g encoder is also sltown i ~ i  Figure 4.2. A t  

tile beginning of encoiiinq. tile cor~voiutioriai encocier a i w y s  start at state 00. Then, 

depending ou tht. input itit*. the iwxt sfate will bc either stat-c 00 or state 10, wi th  

outputs 00 or I 1  respt*ctively. and so 011.  At the encl of a data fsamc, the enr-oder is  

reset t.o the initial state 00 by er~rotfi~iq a n~~rnl>cr of zcros. 111 otlm words, thc trellis 

or the state cliagram is termjnatccl at the state 00. Tfic t~imitm- of zcros rtaqlriretl is 

4.2 Rate Compatible Punctured Convolutional 

Codes 

The design of ao crror prutcction scheme ~lsr_tally (*ortsists of s c i c ~ t  irsg a f i w c l  chitrr~td 

code with a certairr coal plexity and corrcctiorr capabili~y. Tlw sitirrc* cuclc* is t h i  

iiwd for all data at any itmtant. liow*ver. it is sunwt inws  fir-sirttl~it* 10 Irizt'e diffcrrcnt 

ckgrc~rs of  error protection for tfiffererlt kinds o f  data a d  at rlitfcwrit iastances. For 

the  ESI of the rIat a, a c.lmtlnt-I coder that is c.apalde of oyc~ati~rg at rliffererrt, (.ode 
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seems natural to use a block charnel coding scheme. LJariable rate block codes have 

been studied in literature following the work of Masnick and Vdolf [573. However, 

these block codes cannot easily accommodate broadly varying unequal error yrotec- 

t j m  r~mds within one ~oder~orc.1. They are also not easily decodable if soft decision 

decoding is employed. In a mobile fading d~annel, considerable coding gain can be 

achieved by soft decision decoding. Therefore: Hagenauer proposed the use of rate 

compatible puactrtred conk-olutional (RCfPC) codes [41f. The FEPC codes are easily 

axparabed. In addition, only one erlcoder/decoder is required even if the code rate 

changes several times withiil a speech frame. tVith RCPC codes. Cox has built a 

speech trarmnission system irr which different speedi bits that have different error 

semsitivities are protected i ~ y  RC'PC codes at different code rates. This technique is 

known as u~~eqr~af error protection (13EP) aid  a gain of 5 dB in chamel SNR (com- 

paring to rmilorln error protection) has been found [I 31. Hence, we suggest the use of 

RCE'C cades as our variable rate clrannel coding sct~eme. 

In OCIP stucI_~, both variable rate chaunel coding in the speec.11 frame level aacl the 

system level have bei t  cmsiderd. hi the spwclr frame lerel, encoded data is catego- 

rizcd into a few dasses and dIRert.rrt dasses of data are proIected WPC codes at 

different code rates (i-e.. UEP]. In the system level, the bit allocativir between speech 

rocling and channel coding i s  adjusted according to the mobile chanrrel condition. 

4.2.1 Constructing RCPC Codes 

Psmctrrring is a metlrod of obtaining higher rate conrolutio~~al codes from a lowr rate 

mat her code [X]. EM a rate I In motlter code wit11 coust mint Ieirgth I, the gelrerator 

matrix is 



where gij7s are the coefficients that specify the connections in the encoder. There is 

also a puncturing matrix 

a ( q )  = 

of size rr x y associatd wit11 eadl punrtureit code. In (-1.3). p is called t he  pulrcturing 

period and q,'s specify the  punctiiring rules. If nij = 0, the bit a t  that position in 

the encoded code sequence is  purrctured. Otherwise, the bit is transmitted. 

ff 71z positions in the punct~trirrg matrix are zeros, we oilttain a pimctured convo- 

lutional code of rate 

where g specifies the pn~cturing matrix ~ ( ' q )  used in obtaining the ptulcburecl code. 

Thus, we can obtain a family of higher rate codes based on a lower rate mother cocle. 

Figure 4.:) shows an elrcoder that ronstrricts RCPC codes at three different code rates. 

The emoder is based on a rate l jiL mother code. In order to obtain a rate 213 code, 

2 oat of every 8 oiityut bits are punctured. That meails for 4 input bits, there arc 

G output bits, whicl~ is the definition of a rate 2/8 cocle. A ratc -is3 code ciilr also 

Ire ol>tainecl in a similar fashion. It should be noted that the cncudcr uses the same 

shift register for all rates. Only the multiplexer rule i s  d~anged. a d  thc. multiplexer 

functions according to the pm~cturing rule iztq]. 

The parameter q can be changed during encocling as long as the cfecoder tmas 

the same sequence of pmcturiug rules for proper dernultiyl~sing. I t  also clesrribes 

the order of yrtncturing. It is advisable that the familv of R(:P(\rocles follow the 

so-called rate carnpaiilrilify rrstr-ictiorr [-I13 which states that if = 1 .  then 

a ,  = 1 for all q2 qD 2 1 ;  (4.5) 

and the ~ a l u e  of q is altvaxs increasing. That ~ i ~ e a m  if rr(q) rlmotes t he  nunrber of 1's 

in a[q) ,  then n(1)  <: nt2) < I I C Q )  and so an, which implies tliat the encoder always 

cha~lge f m i  a higher rate code ba a lower rate code within a data frame. A t  the e ~ l  

of the frame, the cafe is terminated by encoding a number of zeros (see= section 4 1 ) .  
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Input 
1100  Output 

- means no output 

a(q1 

d3t 

Figure 4.3: Opeeat ion of a punctured tonwolutio~lal encoder with p = 8 

Rate 

In 
Output 

A - > l 1 0 0 0 1 1 0  
B - > l o 0 1 1 1 1 0  
A - > 1 1 0 - 0 1 1 -  
B - > l o - 1 1 1 - 0  

A - > 1 1 0 - 0 1 1 -  
B - > I  - - 1  1 - - 0  

a m  2f3 

f f f 0  415 



In this t-hesis, we use the family of codes suggested by Hagenauer [41] and ~0111~ 
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Table 4.1: Rate-compatible punctured co~wolutional codes 

RCPC Code Generator Matrix 

I = 4 , p = 8  G =  1 1 1 0 1  {:::::I 

of the codes are listed in Table 4.1. The mother code here is a rate 1/3  convolutio~lal 

Code Rate 

(I 

Puncturing Matrix 

4 2 )  

Free Distance 

code with the generator matrix as shown in Table 4.1. The coustraint length is 4 and 

the puncturing period is 8. The free distance of the codes are also shown in Table 4.1. 

The free distance is defined as the minimum Hamming distance between the all-zero 

path and any other path. The larger the free dista'nce, the better the code is. 

1/3 
4 

1111 1111 
1111 1111 
11 11 11 11 

11 

. 1/2 
3 

1111 1111 
1111 1111 
0000 0000 

7 

2/:3 
2 

1111 1111 
1010 1010 
0000 0000 

4 

415 
1 

1111 1111 
1000 1000 
0000 0000 

3 
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4-2.2 Decoding RCPC codes 

At the receiver, the Viterbi algorithm is used for decoding. The basic Viterbi decoding 

algorithm can be found in many books that cover convolutional codes [37, 38, 361. In 

the Viterbi algorithm, the path metric for a given path in the trellis is 

D ll. 

7?Zp = E X &  

where D is the decoding depth 

?a is the number of bits at each trellis branch 

j3ij is t.he metric of the i-tll bit at the j-th trellis branch 

a;j E (0.1) is the corresponding entry in the puncturing matrix 

It;j E (+I ,  -1) is the i-th code hit at the j-th trellis branch 

cl;j is the cie~xlodulator output for the i-th code bit at the j-th trellis brancli. 

For hard decision decoding, djj E ($1, -1) which corresponds to {1,0) in binary 

number representation. For soft decision decoding, cl;j is the unquantized output of 

the demodulator, which is a real number. The path that has the maximum Tn,, is the 

~naxintum likelihood path and the code bits along that path are considered to be the 

best. estimate of the transmitted data. Figure 4.4 illustrates the Viterbi algorithm for 

decoding a simple sequence. The data are encoded by the rate 112 encoder as shown 

in Figure 4.2. The darkened path in Figure 4.2 is the ~naxinlum likelihood path. In 

order to demonstrate the error correcting capability of the code? an error is inserted 

in the fourth bit of the coded data. It can be seen that the correct data is decoded. 

Since the modulation format is QPSK (see Chapter 2), two data bits are rep- 

resented by a single charmel symbol. With a typical QPSK constellation, we can 

separate the effect of the real and imaginary part of the complex modulation signal. 

Suppose two data bits ( zk1 ,xk2 )  are modulated into a single QPSK sy~nbol. If the 

received sy~nbof is r k 7  the output of the dernodulaior is 
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Metric of the trellis branch 

- - - - -t Code bit : -1 ____C Code bit : + 1 

Original Data -1,  +I .  -1, +1, -1 

Coded Data -1. -1, +l.  +I ,  +1, - I .  -1, -1. + I ,  -1 

Received Data -1.-1, + l .  -1 ,  + I ,  -I. -1, -1,+1. -1 

Decoded Data -I> + I .  -1. +I.  -1 
Single bit error 
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for soft decision decoding and 

where sign(.) gives the sign of the argument, for hard decision decoding. 

4.2.3 Interleaving Strategy 

Since KCPC codes are random error correct iug codes, their performar~re clegrade - tv hen 

errors l~appen ir i  bursts. Therefore, an interleaver is required to cfecorrelate the er- 

rors. Strictly speaking, an irrterleawr with an illfinite depth (i-e., ideal interleaving) 

guarantees tht- errors to be independent. I n  reaiity, Fung llas fouud that a u  iuttr- 

leaving depth rougfi!~ ~quivalent to the duration of a quarter fade cycle is sufficient 

to pmdnce the same effect as isleai interieaviog f58], A fade cycle is tiefilled as tllc 

reciprocal of the norrnalize.cI fade rate fnT. 

Sttppose the vehicle is traveling at a spid of 90 km/h. For a. 900 MHz carrier aucl 

ari aggregate transmission rate of 48 kbitls. fDT is about tl,003. Then,  a quarter of 

the facling cycle is 0.2-5/ frJT ==: 83 symbols, which is equisalc~~t to 166 bits. A i h c - k  
Snterieaver with an interlixwing depth af 166 hits will irttrorhtce art intulerabie delay 

for speech transnrissions. 

As mentioned in Chapter 2. the transrnissior~ rate per use-r is c-ither 9.6 or 12.8 

kiiitls. Siace each frame Is -10 ms long, tllere are 384 kits and 512 bits per franw 

far a trans~rrission rate of 9.6 kbiils and 12.8 kbitls rmpectisely. We tmxs chosc~t 

an interleaving depth of 16 bits (d synrhals) such that the interlt.avirrg cfcptl~s art- 

4.2.4 Performance of RCPC Codes in Rayleigh Flat 

Fading Channels 

We I.t;rvc examinert the  bit error perfornlaoce of the RCPC codes (listed in Table 4.1) 

with an interleaving depth of 16; bits irnd they are shown in Figure 4.5. A full precision 

-mft decision Vitabi dec-arfef with a dewding depth (i-e., D in (4.6)) of 50 hits Ira5 



4.3 Summary 

gwd error performalace for the range of cl~anrrel SKR t bat are of interet  in  inobil~ 

camm~naicakicurr~ 



CHAPTER 5 

VARIABLE RATE SPEECH 

AND CHANNEL CODING 

In the previous chapters, discussed the basics of the speech and chamlel coding 

techniques used in this study. In this chapter, we will show the design procedure of 

variable rate combined speech and channel coders. In this study, both variable rate 

coding in the speech frame level arid the system level have beer] considered. Sectio~i 

5.1 describes variable rate coding in the speech frame level by means of unequal error 

protection. Section .5.2 describes variable rate coding in the system level by means of 

adaptive assignnlent of speech and channel coding rates. 

5.1 Combined Speech and Channel Coding 

5.1 System Description 

As discussed in Chapter :3, a CELP coder can produce good quality speech at rates as 

law as 4 kbit / s  in the absence of channel errors. However, the reconstructed speech 

quality degrades cframatically in the presence of channel errors. In particular, rnobile 

radio channels are very noisy due to fading. The impact of channel fading can cause 

a very high bit error rate which results in a speech conlnlunication system that is of 

anacrept,able quality. Hence, an efficient forward error correction system is required 

to afleviabe channel errors., 

Our experiments indicate that some output bits of our CELP coders are very 
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sensitive to channel errors, wbile the otllers are not. A bit is sensitive to channel 

errors if a trarismissio~~ error in that particular bit causes a large degradation in the 

reconstructed speech quality. An efficient error control system is to protect the output 

of the CELP coder with an ux~eclual error protection scheme in which different speech 

bits that have different sensitivities are protected by error correcting codes at  cliffercnt 

code rates [13]. 

Figure 5.1 shows the block ciiagra~rl of our cornbi~rrd speech and chaunrl c-odvr. 

In the trarislnitter, the speech is first, processed by the CELP encoder on a frame by 

frame basis. The clata tvitliin a sptech frame is thcn classified into three different 

groups. The first two groups, whidi con ta i~~  data that are inost sensitive to cllannel 

errors, are protected Ijy H( :PC: codes a t  different code rates. The rernai~li ng group, 

which contain clata that a,re least sensitive to channel errors, are left unprotected. 

The above arrangeruents arc necessary i n  orctcr to maximizing the effectivei~ess of 

channel codi~rg with a 1imitt.cl channel band wid tli. The error y rotec tetl speech is t hell 

interleaved and sent to the receiver wliere various decoding opcxratious iLre perforlned 

to recorlstruct the speech signals. 

After evaluating the performance of t l~c  R(:P(: codes under a rtayleigll fadiug 

channel (see Figure 4.5). we haw dccidtd to ~ isc  tllc rate 1 1 3  and ratc 2/3 c-odes. 

The rate 1/3 code can yrovidtk very good error protection to the most scnsitivt. hits 

in the CELP corler oiitpiit cven at very low c.llanrle1 signa.1-to-uois rittio (SNK). 0 1 1  

the  other Itand: the rate 2 / 3  code can proviclc ample protection for the less sc~isitivt-1 

hits a t  n~oderate ci~annel SNK. 

5.1.2 Evaluation of Bit Error Sensitivity 

As explained in Chaytm 3, in a CELP encoder, the spcech signal is arialyzed frame 

1 q  frame attd rep resented by the linear predict ion coeff-icients, the adaptive and tlw 

stoclmstic cocfebook excitations, and their correspondilig gai~i \.alws. These param- 

eters are either scalar qua~rt~izecl or wctor cpantized, and the cociebook jodices of 

the quiantizers are t rms~ni~tec i  t o  the cfccocier through a pirysical channel witti iloise 

&st urlanrres, 

On a clean clrarine12 the tra~,sntittect and received indices are identical. However, 

on n noisy channel, the received indices may be different from the tra~ismitted ones. 
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Consequently, the parameters used to synthesize the speech signal at the decoder are 

different fro111 the chose11 ones at t11e encoder. This can cause a large degradation in 

the quality of the recoustructed speech. 

We 11ave observed tha.t errors occur at different indices and at different positions 

within an index have different levels of influence on the quality of the reconstructed 

speech. That is, some bits in the CELP coder output are more sensitive to cha1111e1 

errors than the others. As rnentior~ect earlier, unequal error protection (UEP) can be 

utilized to protect the CELP coder's output from chamel errors efficiently. 111 order 

to apply UEP, the error sensitivity informati011 (ESI) of our different CELP coders 

are evaluated. In this section, the ES1 of our embedded CELP operating at 8.0 kl>it/s 

coder is shown. However, the procedure in obtaining the ESI is identical to every 

coders and the ESI of the remaining coders are shown iu Appedix A. 

The error sensitivity of a particular bit within a CELP speech frame is determi~iecl 

by introducing an error in that particular bit and keeping the remaining bits error- 

free. The segmental signal-to-noise ratio (SEGSNR) between the original speech and 

the reco~istructed speech is then measured. The resulting SEGSNR can be used as 

an indication of the error sensitivity of that particular bit. As mentioned in Chapter 

3, the SEGSNR is a better indicatior? of the objective quality of tlie reconstructed 

speech signal t ha11 the 11orrna1 SN R criterion. 

Figure 5.2 indicates tile Lit error sensitivity for ciifferent bits of a speech frame 

from the 8.0 kbit/s ernbetided CELP coder. The ESI test has  been done on 625 frames 

of speech spoken by both male and female spealters. More sensitive bits haw lower 

SEGSNC. For the 8.0 kbit/s embeddecl codes, there are 160 bits per frame ant1 thc 

correspondence between the bit number and the encoder parameter is also sllown in  

Figure 5.2. From the graph, it can be observed that tlie bits representing tlie various 

gain values and the aclaptiue codebook indices are more sensitive to errors than the 

other parameters. 
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Bit &or Sensitivity of the 8.0k Embedded CELP 
I I I I I I I I 

Bit Number 

Parameters Bit Numbers 
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5.1.3 Optimal Code Rate Allocation 

The objective of this section is to discuss the issue of deternli~ling the opti~nal channel 

code rate allocation fix. ,  I:EP) strategies for the CELP speech coders. A full search 

lnethod has been used to obtain tlie optimal rode rate allocations using the SEGSNR 

criterion. 

Recall that the total hit rat.e for romLined speech and channel coding is eitlier 

12.8 kbit/s or 9.6 kliitfs. Table 5.1 and 5.2 sli~llmarize the infclrmatiou about the 

different combined speech and dlarlnel coders evaJuatec1 in this thesis. For example, 

for the 8.0 kbit/s ernbetided CELP coder: t i i~re  are 160 hits in e a d ~  speech frame of 

20 ms. For a combined speech and cilaii~~el coding rate of 12.8 kljit/s: there are 256 

bits altogether in  each error protected speech frame, of which 96 t i ts  are used for 

error protection. We arrange the 96 rcdunda~lt bits among the 160 speech output, hits 

according to their l i t  error sensitiviti~s, The data within a speech Erame is arranged 

in an order as shown in Figure -7.3. The leftmost bit is the least sensitive bit, and the 

rightmost bit is the most ser~sitive bit. The error sensitivity Itvcl of the bits fro111 left, 

to right is increasing. 

We have considered 2 levels of error protection in this thesis. The data within a 

CELP speech frame is classified into 3 groups, i11 which t tw of ttreir~ are protected h\; 

the rate 1 /2 and rate 2/13 RCTPC: codcs and the remaining o w  is left unprotected. More 

levels of error protection could be considered. However, i t  will lead to an i~ltractable 

amount of co~npu tation time for performing the optimal code rate allocation search. 

Our objective is to fil~d out the  rode rate allocatiou that optimiws tllc pdormaaf-e 

d a  combined CELP/RCPC' coder rinder the SEGSNR c-riteriou. A direct way elf doing 

this is through an ~rihatlstive search of a11 the possible corit~ ratc allocations. Since 

tlaere are only three groups af data, it is plausible to perform a full search. 



Table 5.2: Configurations of combined nwltirnocle speech and clmmtl coders 

Table -5.1 : Co~~figurations of combined embedded speech and channel coders 

Channel Coding Rate 

[bit/s] 

0 
4500 
7800 

0 
1600 
2600 

Speech Coding Rate 

f I 
Coder 

6 

Combined Rate 

I 
3600 

9600 .5000 4600 

1 I 
j 2 

3 
4 
w 

-3 

6 
7 
I 

[bi t/sj I fbit/s] 

12800 12800 
! 28W SO00 1 2 2800 5000 

I 9600 9600 
9600 8000 
9600 7000 
9600 6000 



Data 
Frame 1 2 3  k-1 k 

- Error Sensitivity i- 

Figure 5.3: Grouping of irtfr,rrnation hits in each frame arcorcling to tltrir error setisi- 

5-1.4 Optimal Code Rate Search 



CHAPTER 5- VARL4BLE RATE SPEEM AND CHANNEL CODING 7 1 

and the number of possible code rate allocations is 39. Results of the optimal code 

rate alfocatio~~ searches are shown in Table 5.3. Although the code rate allocatio~l is 

a function of the channel SNR, we found that it is insensitive to changes in channel 

SXR. Therefore, we assumed the channel SNR to be 23 dB and obtained the results 

Table X3: Result of the optimal code rate searches 

C'ader Surnber of Searches Results 

39 31 56 'Z3 i 3 8 67 32 I 
j 3 1  I I 3 40 I17 
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5.2 Variable Rate Combined Speech and Channel 

Coding 

5.2.1 System Description 

Figure 5.4 shows the block diagram of our adaptive variable rate combined speech 

and channel coding system. In our system, adaptive error control is achieved by 

using the combined speech a11d channel coder that has the best performance at a 

given channel signal-to-noise ratio (SXR,). Different combined :peed and channel 

coders that have good performance over the typical range of channel SNEt have been 

designed as described in Section 5.1. 

After the CELP and RCPC encoders, the encoded binary digits are used to mod- 

ulate a carrier signal using the QPSK modulation format (see Section 2.4). The 

modulated signal is transmitted over a mobile radio channel modelled as a Rayleigh 

flat fading channel with a superimposect long-term fading (see Section 2.5). That 

means the tratlsmitt.ed signal is subjected to both random amplitude and phase dis- 

tortions that vary at a rate proportio~lal to t.he vehicle speed. As ~neutio~lecl in Section 

2.4, we have assumed that both the amplitude and phase distortions introduced by 

the  channel can be perfectly estimated at tbe receiver. 

At the receiver? a channel state estimator is required. In addition to estimating 

the carrier phase, the channel estimator also estimates the long term facling statistics 

of the channel. Esthnation of the long term statistics are sent periodically by the re- 

ceiver to the transmitter through the reverse channel. Those informatio~l are required 

for selecting an appropriate comhinecl CELPJRCPC coder for the prevailing channel 

SKR. Given that the transmitter has selected the appropriate coder, t'he receiver can 

decode the received inforxnatioxl by selecting the correct decoder. The informat ion 

contained in the header of an error protected speech fratne is used to identify the 

appropriate decoder at  the receiver. 
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Original Speech Reconstructed Speech 
I 

CELP CELP 
Coder 

4 
Decoder 

A 

4 1 Reverse 

RCPC Rate Allocation Channel Channel State - - - - - - -  - Viterbi 
Encoder C- 

Control Estimator Decoder 

4 4 

v 
QPSK Mobile 1 L) QPSK 

Modulator Channel 
* 

Demodulator 

Figure 5.4: Block diagram of the variable rate system with feedback channel 

5.2.2 Channel State Estimation 

Before demodulation can take place at the receiver, the channel state estimator in  

Fig. 5.4 will first have to estimate the received signal e~lveloye d( t )  in (2.13) or equiv- 

alently d(z)  in (2.17). For this purpose, we assume that pilot symbols are inserted 

periodically into the transmitted data stream. Since these syrnbols are known to the 

receiver, it allows the latter to esti~nate the fading envelope by comparing the values 

of the transmitted aud the received pilot symbols. As shown in [42], very reliable 

estimates can be obtained this way. 

As pointed out earlier, the fading envelope d ( x )  is the product of the short term 

fading process cE,(z), wliere it is assumed to be Rayleigh distributed with a mean 

of unity, and the long term fading process d l ( z ) .  The long term fading process can 

be estimated from d(z) (which under the ideal condition, is the output of the pilot 

symbol assisted estimator) according to the following f59] : 

where &z) is the estimate of dl(%) and 2C is the window size used in the averaging 



process. The ahove at-erager operates on the principle that dl (a) remains more or less 

constant over tile span of the x-incfow .. 
If the length ( is choseu properly. the estimate loug term fading process cll(.c) will 

approach d(z). This implies that 

We can determine the length < that satisfies (5.5) by computi~lg the estimation vari- 

In 1.591, Lee has provided a detailed description of the procedure used to obtaiu (5.6) 

with different values of <. He has found that a length of between 20X and 40X, where X 

is the wavelength of the  carrier. is tlw proper length for averaging the fading envelope. 

5.2.3 Protocol for Coder Selection 

Once 4 ( x )  is estimated- the receiver transmits the estimate to the  transmitter over 

the reverse channel. Ggon receiving the estimate, the transntitter selects the most 

appropriate combined CELP/RCPC coder. In  the lteatler of every error protected 

speech frame, there is a field inc1icat.ing the coder used to e~lcode this particular frame. 

Since the maxinlum number of con~binect coders at each combined rate is 5,:3 bits are 

sufficient to inclicate the selected coder. The receiver then uses this informatio~~ to 

select the appropriate decoder. The sugested protocol is shown in Figure 5.5. 

As shown in section -5.2.2, the proper. window size for estimating the long term 

statistics (i-e., 2(;) is between 20 to 40 wavelengths. For a YOOMHz carrier, the wave- 

length is approximatelj- 0.:33 meter. Tlterefore, t l ~ e  range of '2C is from 6.66 meters 

to 13.2 meters. For a vehicle speeds of 90 km/h, the above values corresponcl t,o an 

estimation interval of between 0.27 atid 0.54 s. Since there are 23 frames/s in our 

variable rate system. a proper combined C:ELP/RCPC cocler sho~xltl be selected every 

T to I3 frames. 

5.2-4 Simulation Model fur Channel Condition 

In order to  compare the performance of our adaptive variable rate coders with their 

non-adaptive counterparts, a profile of variations iu channel condition (i.e.. changes 
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Estimated Channel Condition 
(via the reverse chmnell =.J 

Transmitter Receiver 

Indicating the coder used to 
encode this particular frame 

Figure 5.5: Suggested protocol for coder selection 

in channel SNR over time) is required. Hence, we have derived a simple tnodel for 

simulating the variations. The si~nulatecl channel variations were then used to adjust 

the speech/channeI c o r h g  bit allocatio~l of our adaptive variable rate coders. 

As shown in Figure 5.6: we have assumed a circular coverage area with a radius H. 

ant1 an inner circle with a radius A that contains no users. If the users are ii~ziformly 

distxibuted within the cell, the fraction of users within the i-th ring is 

In accordance with the commonly used inverse 4th power law f27], the power at  a 

distance x away from the transmitter is inversely proportional to s4. Then, thc sig~ial 

power at distance re away from the base statiorl is 

P ( x )  = P ( A )  - 40(log(:c) - log(A)) x 2 -4 (5.8) 

where P(.), i11 dB, is the received power at a certain distance from the  base station. 

Let the power Pfs) iu linear scale be L(s).  The channel SNR as a fur~ctiou of rc is 

then equivalent t o  
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Vdue of ~arameters in the simulation model 

R A I"(A) Cf 

10 km 1 km 50dB 8dB 

Figure 5.6: Model fur simulating the variatkm in c h a i l d  SXR 
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whwe cis is tire i;triari,ir. of the short term fading process and is normalized to unity, 

1% is the power specr-ia! density of the channel AWGN, and B is the equivalent noise 

bandwidtll. For every point s in the coverage area, we assume that L ( x )  is log-normal 

distributed with a standard cfeviation of a dB. Then, the probability density function 

(PDF) of the channel S N 3  in ctB is given by 

h'rrng 1 ( S N R  - P(z;))" 
y(S:VR) = 

fidw. 
e x y { -  

i=l 20" 1 

where Nri,, = ((1 - A )  f (2A) is t h e  number of rings within the cell. 

For example, if the parameters shown in Figure 5.6 are assumed, the simulatio~l 

model results in approximately an overall log-normal distribution (for the entire cov- 

erage area) with a mean of 22.3 cfR and a standard deviation of 12.9 dB. Values in 

Figure 5.6 are clioseir in a way such that the mean of the resulting PDF is approxi- 

mately 23 dB, which is the typical SSR, of interest for mobile commui~ications. 

5.3 Summary 

In this chapter, we described in details the design procedure of combined CELP/RCPC 

mrlers. We described the method in obtaining the optimal RCPC code rate allo- 

cation strategies f ~ r  the CELP speech coders, and thus obt+ained sets of combined 

CELP/RCPC coder with a combineel rate of 12.8 and 9.6 kbit/s. We also cfescribed 

the various compoaents of our adaptive variable rate combined CELPJRCPC sys- 

tems. In order to evaluate the performance of our variable rate combiiled coders, we 

have derived a si~~~ulatiorr model for chamei SNR. I t  has been found that the channel 

variations usixlg this model approximately follow a log-normal distribution. 



CHAPTER 6 

EXPERIMENTAL RESULTS 

I11 last chapter, we ctescriI>ecl the design procedure of combi~led CELPIRCPC coders 

as well as the structure of the adaptive variable rate combined CELP/RCPC system. 

In this chapter, we wilt evaluate the performace of various combined CELPJRCPC 

coders operating at 12.8 and 9.6 kbit/s under the Rayleigh flat fading chatlnel. Then, 

the procedure for obtaining the adaptive coders and their performance will be shown. 

6.1 Combined Speech and Channel Coders 

6.1.1 Performance of Combined Speech and Channel Coders 

With the optimal code rate allocations as shown in Table 5.3, we have evaluated the 

performance of different combined ClELP/RCPC coders over different channel SN R. 

Table 6.1 summarizes the sinmlatio~ parameters and the simulation results are shown 

in Figure 6.1 to 6.4. 111 Figure 6.1 to 6.4, the vertical scale is the segmental signal-to- 

noise ratio (SEGSNR) which indicates the quality of the reconstriicted speech. The 

SECSNR. values were averaged over 625 frames of speech with both male arid female 

speakers. The horizontal scale is the channel SNR. 

As st;own in Figure 6.1, the cocler that has the best perfor~nance above a charinel 

SBR of 25 dB is coder #I: whicll is the ul-tcoded 12.8 kbit/s embedded speech coder. 

However, its performance degrades drastically as the channel SNR cfecreases. 011 

the other hand, coder #:3 , which is the 5.0 kbit/s embedded CELP cocler with 7.8 

kbit/s of error protection, still performs reasonably we11 below a channel SNR of 10 
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dB. However, its performance at higher channel SNR is significant worse than coder 

#l. For example, at  a channel SNR of 40 dB. coder #1 outperforms coder # 3  by 

about 4.5 dB in SEGSNR which indicates a significant difference in the quality of the 

reconstructed speech. 

If the channel SNR varies over a wide range, using coder #1 will result in a speech 

corn~nunication system with unacceptable quality at low channel SNR. On the other 

hand, using coder #3 will result in a speech co~n~nu~licatioo system that reconstructs 

speech with quality worse than necessary most of the time. The same scenario can 

also be observed in Figure 6.2, 6.3, and 6.4. 

In addition, the simulation results indicate that for the same transmission rate 

and rate partitioning between speech and cha~mel coding, combined coders using 

~nultimode speech coclers are better thau those using embedded speech coders. This 

result is expected because of the constrained characteristics of the embedded coders. 

Table 6.1: Summary of simulation parameters 

Parameter 

Modulation Method , Carrier Frequency 
Vehicle Speed 
Aggregate Transrnissio~l Rate 
Normalized Fade Rate 

Value 

QPSK 
900 MHz 
90 km/h 
48 kbit/s 

0.003 
16 bits 
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I 
I , Solid : Coder # 1 

I 
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I 
Dash,x : Coder # 2 

I 
I , Dash.0 : Coder # 3 

I 
- 

6 
r 
I 
1 t 1 I I I 1 I 

Coder Speech Coding Rate 
[bi t/s] 

12800 
so00 
5000 

Channel Coding Rat P 

[bit /sj 

0 
4800 
7500 

Figure 6.1 : Performance of combirwci ernl~edcied C'Et i:'IK(IPC' cotiers for combiwd 
rate = 12.8 kbit/s 
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Coder Speech (fading Rate Chamel Coding Rate 
[bit/s] [bit/.] 

I 

Figure 6.2: Performaucr of combined multin~ode CELP/RCPC coders for combined 
rate = 1'2.8 IcbitJs 
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6.2 Variable Rate Speech and Channel Coders 

6.2.1 Selection of the Appropriate Combined Coder 

iigurr* 6.5 is irfmticaf Icr Figme 6.1 except that a curve indicating the ideal perfor- 

itrarir-t. crf an ailajjtivt* varialrjc rate system is shown. A s  shown in the graph; an 

6 5  c-crrrcq~orrtl t o  t!ifferr~at. crossover points of the performance curves shown in Figure 

fi. 1 t o  6.4. "Tlris ilrtlarrs fhat rate change is triggered by crossing thresholds. 



Figure 6.3: fcleal Performance of an adaptive coder operating i l t  1Z.S icl)ii,/s 
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Tal~le 6.4: Cto~lfigr~rat ion of the 9.6 kbi t/s ernbedcted adaptive coder 
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'1 Ialrlr 6.5: ('onfiguration of the  9.6 kbitjs multimode adaptive coder 



6.2.2 Performance of Variable Rate Combined Speech 

and Channel Coders 

111 order to evaluate the perforiiiance of our adaptive \.ariai>lc rate c.ocIr-ss, a j~sofilt- of 

c-hannel SXR variations over time is required. Wit11 t l l ~  cliaruicl SNII ~notlrl tlrsc~ihc~l 

in section 5.2.4: an awrage cha~mel SNR value is generated at rit~tdoiii for t d ~  f~.it~l\('. 

Tliis ranclom SXR is then used to cor~trol the variance of tlw shurt, f v r r ~ ~  frtdittg pronw 

and to select the niost appropriate combi~~ed cod(-r to cwc.oclc t 11t. fra t w  of s ~ ) t ~ ~ c ~ l ~ .  '111111 

corresponding receivecl signal is decoded and the quality of tlw rc~o~is t  rit(.t,cd slw(v.l~ 

is evaluated in terms of the SEGSNR and the Ineat] opinio~l sc-cm. (MOS). X sc*;tlv of 

1 (for pool qualityj to 5 (for escelle~lt quality) is used for MOS iw~ir~;zt,io~l ; t r t c l  1,111. 

reconstructed speech is considered to have toll quality i f  t,lirs h4OS is I ) c % t , c ~  t11itti '1.0. 

In our channel S S R  model, the average channel SN R val 1c.s arc. gi.lwrat,c.cI itl(lc*pc,~i- 

dently. However, in reality, consecutive sa~riplcs of the long ter~rt fatiing c-om porit>~rt 

(i-e., the average chamel SNR) art. highly correlated. 1 t can IJP msi ly sllowi~ tl~iti, 1,110 

SEGSNR is unaffected Ly this simula.tion moclel. 011 the othrr Itand, t , l l t> sttt)jcv.t,ivc. 

MOS woulcl be different if the average SNR in successivc~ fran1c.s arc3 cc~rrc4al,cvl. '1'1111s 

a proper way to interpret our MOS results is to view t11c.m as rc~+ltlts gca~lc*rxi,cvl 1111(1(.r 

the idealistic co~ldition of infinite i~~terleaving at the frame irvt4. 

Table 6.6 compares the performance of adaptive and non-adapt,ivt. cwtlcrs opt-r;ttc~l 

at  various combined rates and with the sirnulation parametc~rs sliowr~ i l l  ' l ' ; ~ l , l t ~  6.1. 

The average channel SNR experienced by each frame is ratlclor-rlly gmc~it  tc~l .  '1'11(. 

SEGSNR values were averaged over 625 frames of speech spokell I)y I)ot.i~ ~ r ~ ; t l ( .  i ~ t ~ ( l  

female speakers. The MOS were obtained tlirougll an il~formd MOS t ~ ~ s f ,  c.o~tclt~c.t,c~cl 

with 10 untrained listeners. As shown in Table 6.6, a11 irnprovtw1cw1, of lip to l .:I5 

dB in SEGSNR and 0.9 in M0S (for a comltined ratt  of 12.8 kljit,/s 11sir1g c.otr~l)i~~c.tl 

embedded CELP/RCPC coders) is obtained when adaptive co(ling is c~~trpIc,yc~(l. 

In addition, Table 6.6 indicates that combined coders with c~nlmlcl(vl (:ISI,l' t -o ( Ier  

are ~riuch inferior than those with multimode CELP coder. For examplc~, at a. r.01r1 l ) i  nc.il 

rate of 12.8 kblt/s: the adaptive coder with multimode (:ELI-' c o c h  or~t,j~c-rfor~ns t , I ~ t *  

coder with embectdeci CELP coder by 0.77 ciB in SE(:SNR and (J.4 i r ~  MOS. ' l ' t ~ c ~  

degradation in performance suggests that the CELP structurc~ may ~ ~ o t  lir* suil,a,l)lc 

for imylemefiting embedded coders. 



' l ' a l ~ l c ~  6.6: I'r~riorrnanee of coclers obtained with the chaunel SNR simulation rnodel 

Speech (:ocler 1 Cornbird  l,,it,sl Rate 1 T Y P  1 sE:TR 1 
Em bedded 1 2800 Adaptive 7.40 
En~bcddecl 1 12800 ( Fixed 1 6.05 1 

Adaptive 
Fixed 

8.11 
6.89 

Em beclded 
E~nbedcled 

MOS 1 

9600 Adapti-ve 5.58 
9 600 / Fired 1 4.42 1 

Adaptive 
Fixed 

6.54 
5.13 



6.3 Summary 

111 this chapter. the performance of various coinbilled ('EI,l'/l<('t'(' c - c t c i c w  \sc'rt' 

shown. We found that both uncoded and error protc'c-tetl n ~ i l t  i~nvclc. c-ocltw I ~ ; t i . c *  

better perforniarice than tlieir embedded roitnterparts. 111 additio~r. \R. also t l t w r i i ~ t . t l  

the procedure in obtaining the adaptive varial~lr. ratc cot~ll,iric.tl ('EI,t'/li( 'IZ(' cwtliv.s 

and evaluated their performance wi'i~11 the cllati1ir4 S N  R sin~ulat io11 1 t l o d t . 1  cliw-rilwt l 

in Chapter 5. We fou~icl that the adaptive cwclers ptdor~-tr sigeiific-antly t)tattt~ t I I ~ I I  

their fixed rate cou~iterparts. This is particularly true for c-odt~x ttpc~ra!in,q at 12.8 

kbitfs. An improvement of 1.35 dB in SEGSNR and 0.9 i l l  MOS was ol,t,aincvl wit,h 

the  adaptive coder operating at 12.8 kbit/s. 



CHAPTER 7 

CONCLUSIONS AND 

SUGGESTIONS FURTHER 

WORK 

%his thesis has co~~siclerecl variable rate co~nbi~lecl speech and channel coding over 

rrlohilt. radio channels. The speech coclers are cqable of operating at differeut rates 

arid t11c.y arc ali 1mst.d on code excited linear prediction (CELP). In particular, two 

tliff;mwt types of varial>lc rate CXLP coder have been considered : ~nultiniode and 

cr~~I~t&lccl variable rate coders. For cltannel coding, we have adopted the rate com pat- 

ildt. jrun~=t;urtd convotutional (RCPC) codes with block interleaving. A single RCPC 

ctlcsdt~r/tlecocter can encode/decocle RCPC codes at different code rates. Sir~ce the 

c-ot1c rat(* can I>c c-hanged within a single frame, unequal error protection (UEP) is 

erlrployd to effectively protect the speech data from cha~lnel errors. With the variable 

nrt t- f 'ELP aud RCPf ' coclers, we have proposed four adaptive variable rate systems 

that c~perate at combined rate of 9.6 kbit/s and 12.8 kbit/s. The adaptive systems 

can acijttst the bit rate partitioning between speech and channel coding dynamically 

in  at-c-ordance with the charmel condition. Two of these systems employ ~nultimode 

C'ELP coder tviriie the remaining two systems employ embedded CELP coder. 

M-e found t,hat atfaptive coders based on multimode CELP coders are better than 



7.2 Suggestions for fiture Work 

Some sqgestions for farther work are as follows: 

I .  The performarrct~ of r lre ariaptiw curlers i l l  this tlwsis art* c ~ d 1 1 ; 1 1  ( * ( I  1 1  r r t l t v  i t  

Kayleigl~ flat facling channel. Furtlrtv fcsts of tlw syatv~~r ~wrfor~rra~~c-t. i t 1  ;I 

frequency selective facling d~annel rail i>c consitfcrcd. 

2. In thir thesis, ihe c*oii~lririecf rates arc fisd 1'0 Iw i-itlwr !)A or I2.S klil/s. 

Systems that are capai>le of varying tlw sprcclr a r t 1  c-lrarrrwl coilitig r;tf,cl.; w i f . l ~ o ~ ~ l .  
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Bit Error Sensitivity of CELP 
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Bit Error Sensifivizy of the 9.6k Embedded CELP 
I D 1 I I I 

Bit Number 

1 
I Parameters I Bit Numbers 1 

Fic$ure A.2: Error sensitivity of the 9.6 khit/s embedded CELP coder 

LSP I I - 1 2 , 6 9 - 8 0  
A(33 41 - 68 

I 
SCB 

Yjrsme 

GairrVQ 

81 - 156 
1 3  - 20 

21 - 40, 157 - 192 



Bit Error Sensitivity of the 7.0k En~bedded CELP 
I I I I T - - - -  

Bit Number 

I I Parameters I Bit Numbers I 

Figure A-3: Error sensitivity of the 7.0 kbit f s  ernl.m!r!ec! CELP curir*r. 

LSP 
ACB 
SCB 

1 - 12, 69 - 80 
41 - 68 
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~ T ~ T I L P  I 
1 3  - 20 

GainVQ 21 - 30. 121 - 140 



A PYKVIIIX A. BIT E K K O N  SEiYSITIlri'ITY OF CELP SPEECH CODERS 

Bit Error Sensitivity of the 6.0k Embedded CELP 
I t I 

LSP 
ACB 



Bit Error Sensitivity of the 5.0k Embedded CELP 

I 

Bit Number 

Parameters 

LSP 
ACB 
SCB 

Sjrame 

GainVQ 

Bl t Num hers 

1 - 12, 69 - 80 
41 - 68 
81 - 100 
1 3  - 20 
21 - 40 

F i p e  A.5: Error sensitivity of the 5.0 kbitfs ernbedded CELP c:oilrtr 
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Bit Error Sensitivity of the 12.8k Multimode CELP 
r I I I I I 1  

Bit Number 

Parameters 

LSP 
ACB 
SCB 

g f rame 

GainVQ 

Bit Numbers 

1 - 12, 69 - 80 
41 - 68 
81 - 196 
13 - 20 

21 - 40, 197 - 256 

Figure A.6: Error sensitivity of the 12.8 kbit/s multimode CELP coder 
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Bit Numbers 

1 - 12, 77 - 88 
49 - 76 
89 - 168 
13 - 20 

21 - 48, 169 - 192 

Figure A.7: Error sensitivity of the 9.6 kbitls multimode CELI' corlcv 
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Bit Error Sensitivity of the 8.0k Multimode ClELP 
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Figure A.8: Error sensitivity of the 8.0 kbit/s multimode CELP coder 



Bit Error Sensitivity of the 5.0k Multilllade CELP 

Bit Number 

Figure A.9: Error sensitivity of the 5.0 kbit/s multimode CELP coder 
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