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Abstract 

The prevalence of large-scale anthropogenic and natural disturbance has increased in 

recent decades around the world. For example, over 50% of the world’s large rivers are 

currently dammed and the frequency of large wildfires has nearly quadrupled in western 

North America since the mid-1980s. Disturbances such as these are principal drivers of 

change in lotic ecosystems and we seek to improve our understanding of how they affect 

recipient ecosystems in the context of fisheries management and conservation. 

My thesis research combines empirical studies and modeling to improve our ability to 

predict and measure the effects of several major types of natural and anthropogenic 

disturbance in lotic ecosystems. In Chapter 1 I improved the accuracy of hydrodynamic 

habitat models for juvenile salmon by up to 10% by applying Akaike information criterion 

and model averaging. In Chapters 2 and 3 I applied multiple regression and bioenergetic 

models to illustrate how wildfire, by burning riparian vegetation, can elevate stream 

temperatures by up to 0.6°C adding ~5 kJ of metabolic costs to salmonids. As well, I 

found concentrations of food web resources such as nitrate and fine particulate organic 

matter increased in burned compared to unburned regions by 244% and 44%, 

respectively, and I found significantly greater seasonal changes in terrestrial and aquatic 

invertebrate abundance than changes attributable to wildfire. Despite similar regional 

invertebrate prey abundance, Bayesian stable isotope mixing models revealed seasonal 

and regional differences in salmonid diets, with higher trophic level prey contributing 

more to diets in the burned compared to a reference region. Lastly, in Chapter 4 I found 

that forest harvest and rising air temperatures are warming waters in the Fraser River 

basin at 0.07°C per decade on average by applying Spatial Stream Network models. 

In total, my thesis research builds on previous work and illuminates how disturbance can 

affect abiotic and biotic responses in lotic ecosystems at spatial scales ranging from less 

than 10 m2 to over 200,000 km2. Thus, results from my thesis research will aid fisheries 

management and conservation by improving our understanding of how natural and 

anthropogenic disturbance may alter streams and rivers in our future. 

Keywords:  River networks; climate change; riverscape; perturbation  
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Glossary 

Anthropogenic Originating in human activity 

Cover In Chapter 1, Cover refers to wood >7.5 cm diameter, vegetation 
>50 cm above ground, overhanging vegetation <50 cm from 
water’s surface, boulders >17.5 cm diameter, undercut banks, 
and/or large bedrock crevasses. 

Disturbance Any discrete environmental fluctuation that disrupts ecosystem 
communities and populations, ecosystem resources, or the 
physical template upon which ecosystems are built. 

Kappa statistic Measures of all possible outcomes of presence or absence that 
are predicted correctly, after accounting for chance predictions. 

Lotic Flowing water. 

Relative community 
homogeneity 

A scalar between zero and one based on Shannon beta diversity, 
where zero indicates that the communities are distinct and one 
indicates that the communities are identical. 

Sensitivity In Chapter 1, sensitivity is the proportion of true positives 
correctly identified. 

Substrate In Chapter 1, substrate refers to the inorganic material 
composing a river bed. 
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1. General Introduction 

Disturbance is considered one of the dominant organizing forces in stream ecology 

(Resh et al. 1988). Broadly defined, disturbance constitutes a discrete environmental 

fluctuation that disrupts ecosystem communities and populations, ecosystem resources, 

or the physical template upon which ecosystems are built (Pickett and White 1985, Resh 

et al. 1988). There are myriad natural and anthropogenic sources of disturbance in lotic 

ecosystems such as flooding and drought (e.g., Townsend 1989, Gasith and Resh 1999, 

Lake 2000, Power et al. 2008), landslides and debris flows (e.g., (e.g., Lake 2000, 

Dunham et al. 2007), wildfire (e.g., Minshall et al. 1989, Gresswell 1999, Verkaik et al. 

2013), dams and river regulation (e.g., Ward and Stanford 1995, Poff et al. 2007, Poff 

and Zimmerman 2010), along with many other forms. In response, lotic systems are 

shaped into a dynamic mosaic of abiotic and biotic conditions to which species, 

populations, and communities are locally adapted (Resh et al. 1988, Poff and Ward 

1990, Allan 2004, Lytle and Poff 2004, Power et al. 2008). As such, a robust 

understanding of how disturbance affects lotic ecosystems is required for effective 

management and conservation (Resh et al. 1988, Fausch et al. 2002). 

The effects of natural disturbance in lotic ecosystems can be observed across broad 

spatiotemporal scales (Resh et al. 1988, Poff and Ward 1990, Fausch et al. 2002, Miller 

et al. 2003). For example, annual floods can shape the physical features of streams and 

rivers such as riffles and pools (e.g., Montgomery and Buffington 1997), and drive 

behavioural responses or short-term fluctuations in organism abundance (e.g., McElravy 

et al. 1989, Power et al. 2008). Biological recovery from these low-magnitude and short-

term perturbations is relatively rapid (Poff and Ward 1990). In contrast, during the 

Pleistocene ice age the Pacific Northwest was perturbed by a series of catastrophic 

‘megafloods’ that followed broken ice dams (Waitt 1985, Smith 2006, Waples et al. 

2008), some of which carried an amount of energy comparable to a hydrogen bomb 

exploding every 36 hours for 10 days (Allen 1984). Research suggests that these large-
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scale disturbance events are responsible for shaping the ~670,000 km2 Columbia River 

watershed (Allen 1984, Waitt 1985, Smith 2006) and for driving the evolutionary history 

of Pacific salmon (Waples et al. 2008). The contrast between natural annual flooding 

and the ‘megafloods’ of the Pleistocene help highlight our need to view disturbance at an 

various spatial and temporal scale in order to obtain a holistic understanding of the 

possible physical and biological responses (Wiens 1989). 

The effects of anthropogenic disturbance on recipient ecosystems can be markedly 

different than that of natural disturbance. For example, natural disturbance such as 

wildfire and flooding drive spatial heterogeneity in streams and rivers (Resh et al. 1988, 

Miller et al. 2003, Allan 2004, Dunham et al. 2007, Verkaik et al. 2013a). Anthropogenic 

disturbance by contrast, can disrupt the geomorphic processes underpinning the 

physical complexity of rivers often resulting in homogenized and degraded habitat (Allan 

2004). The construction of dams and regulation of rivers are some of the more common 

forms of anthropogenic disturbance that fundamentally alter the natural process by 

which streams and rivers maintain their heterogeneity (Poff et al. 1997, 2007, Lytle and 

Poff 2004). Currently, over 50% of the world’s large rivers are dammed (Nilsson et al. 

2005) resulting in a broad regional-scale homogenization of river processes on a global 

scale, thus prompting critical conservation concerns (Poff et al. 2007). As well, stream 

ecologists increasingly suggest that anthropogenic disturbance is one of the greatest 

threats to the ecological integrity of lotic ecosystems in our future (Allan et al. 1997, 

Townsend et al. 2003, Strayer et al. 2003, Allan 2004). As such, there is a growing need 

to better understand how anthropogenic disturbance affects recipient lotic ecosystems. 

Managing and conserving perturbed ecosystems is challenging partly due to the diverse 

spatiotemporal scale and effect size of different disturbance types. The biological 

response to disturbance can be equally diverse and is often challenging to predict (e.g., 

Power et al. 2008). These challenges are exacerbated by the fact that streams and 

rivers are inherently difficult to study (Fausch et al. 2002), and because much of the 

previous research aimed at aiding managers has been focused on spatiotemporal scales 

that are inadequate for the management goals in question (Wiens 1989, Fausch et al. 

2002). Thus, there is a need for additional research that may improve our understanding 

of how natural and anthropogenic disturbance affects ecosystems across multiple 
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temporal and spatial scales. Such an effort will aid the development of a more holistic 

management and conservation strategy that considers the positive and negative effects 

of disturbance (Hobbs and Huenneke 1992, Poff et al. 1997). 

My PhD research focuses on the dynamics of large-scale natural and anthropogenic 

disturbance in lotic ecosystems. In total, my thesis research combines empirical 

research and modeling to examine multiple abiotic and biotic responses to disturbance 

in lotic ecosystems at spatial scales ranging from less than 10 m2 to over 220,000 km2. 

The overarching goal of my thesis research is to improve our ability to measure and 

predict the effects of disturbance on recipient ecosystems by applying quantitative tools 

such as information theory, model averaging, Bayesian stable isotope mixing models, 

and stream network models.  

In my first chapter I address a need to improve existing hydrodynamic habitat models 

that are frequently used by resource managers to examine the effects of river regulation 

on salmon habitat. Specifically, I quantitatively compare two competing multivariate 

habitat models for juvenile Chinook salmon (Oncorhynchus tshawytscha) in a Central 

Valley California regulated river. The aim of this project was to provide resource 

managers with adequate information regarding the trade-offs between alternative habitat 

modeling methodologies. I built one habitat model using Akaike information criterion 

(AICc) and model averaging, and a second model using a standard method of 

aggregating univariate habitat models. Using a suite of model diagnostics I compared 

the ability of each model to predict juvenile salmon presence and absence. As well, 

across nine simulated river discharges I estimated the amount of useable habitat for my 

study system using both competing models, and I calculated the uncertainty around 

those estimates. The results from this chapter increased the amount of information 

available to resource managers, thus facilitating their evaluation of competing habitat 

models.  

I examine the effects of wildfire in stream ecosystems in my second and third chapters, 

which is a prevalent form of natural disturbance in lotic ecosystems throughout regions 

with Mediterranean climates (Verkaik et al. 2013a). As well, the frequency of large 

wildfires has nearly quadrupled in western North America over the last few decades 
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(Westerling et al. 2006), thus highlighting our need to better understand how this form of 

disturbance effects recipient lotic ecosystems. In chapter two, I examined the short-term 

effects of a wildfire on temperatures and Steelhead/Rainbow Trout (Oncorhynchus 

mykiss) bioenergetics and distribution in a California coastal stream. Results from my 

second chapter demonstrate that wildfire can generate thermal heterogeneity in aquatic 

ecosystems and drive short-term increases in stream temperature, exacerbating 

bioenergetically stressful seasons for coldwater fishes (Beakes et al. 2014). My third 

chapter broadly examines stream food web responses to wildfire. Specifically, I 

measured seasonal changes in nitrate (µM NO3-), suspended fine particulate organic 

matter (FPOM; cg·L-1), δ13C and δ15N stable isotopes, terrestrial and aquatic 

macroinvertebrate abundance and community composition, and Steelhead/Rainbow 

Trout (Oncorhynchus mykiss) inferred diet composition. Although I observed increased 

nutrient and FPOM concentrations in burned regions of the watershed relative to a 

reference region, results from my third chapter indicate that California stream food webs 

are driven primarily by seasonal climate forcing, and the effects of wildfire are minor by 

comparison. 

In chapter four I apply a novel Spatial Stream Network (SSN) model to the Fraser River, 

one of North America’s largest rivers without dams on its mainstem (Nilsson et al. 2005). 

The central aim of this chapter was to assess the effects of landscape change and 

climate on water temperatures in the Fraser River. Specifically, I fit a generalized linear 

mixed effects model to analyze the relative effects of summer month, mean monthly air 

temperature (°C), and upstream area logged or burned by wildfire (km2) on water 

temperatures in the Fraser River. Results from my third chapter indicate that logging 

practices and warming air temperatures are contributing to a trend of warming waters 

throughout the Fraser River basin, thus aiding resource managers by identifying how 

landscape change and climate warming may alter the thermal future for the Fraser River. 

More generally, this study improves our understanding of how natural and anthropogenic 

landscape disturbance and climate warming may act in concert to warm freshwaters. 

Collectively my thesis explores several predominant types of natural and anthropogenic 

disturbance. Generally, my research has shown that disturbance can drive spatial 

heterogeneity in abiotic and biotic responses such as water temperature and fish 
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distributions and that these responses can vary in magnitude across spatial and 

temporal scales. As a result, my thesis research has improved our understanding of how 

disturbance affects recipient lotic ecosystems, thus aiding the development of a holistic 

disturbance-based management and conservation framework. 
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2. Evaluating statistical approaches to 
quantifying juvenile Chinook salmon habitat 
in a regulated California river1 

2.1. Abstract 

Decisions on managed flow releases in regulated rivers should be informed by the best 

available science. To do this, resource managers require adequate information 

regarding the trade-offs between alternative methodologies. In this study, we 

quantitatively compare two competing multivariate habitat models for juvenile Chinook 

salmon (Oncorhynchus tshawytscha), a highly valued fish species under serious decline 

in a large extent of its range. We conducted large-scale snorkel surveys in the American 

River, California, to obtain a common dataset for model parameterization. We built one 

habitat model using Akaike information criterion analysis and model averaging, ‘model 

G’, and a second model by using a standard method of aggregating univariate habitat 

models, ‘model A’. We calculated Cohen’s kappa, percent correctly classified, sensitivity, 

specificity and the area under a receiver operator characteristic to compare the ability of 

each model to predict juvenile salmon presence and absence. We compared the 

predicted useable habitat of each model at nine simulated river discharges where usable 

habitat is equal to the product of a spatial area and the probability of habitat occupancy 

at that location. Generally, model G maintained greater predictive accuracy with a 

difference within 10% across the diagnostic statistics. Two key distinctions between 

models were that model G predicted 17.2% less useable habitat across simulated flows 

and had 5% fewer false positive classifications than model A. In contrast, model A had a 

 
1 A version of this chapter is published as Michael, P.B., Moore, J.W., Retford, N., Brown, R., 

Merz, J.E., and Sogard, S.M. 2014. Evaluating statistical approaches to quantifying juvenile 
Chinook salmon habitat in a regulated California river. River Research and Applications 30: 
180-191. 
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tendency to over predict habitat occupancy and under predict model uncertainty. The 

largest discrepancy between model predictions occurred at the lowest flows simulated 

and in the habitats most likely to be occupied by juvenile salmon. This study supports 

the utility and quantitative framework of Akaike Information Criterion analysis and model 

averaging in developing habitat models. 

2.2. Introduction 

With over half of the earth’s large river systems currently dammed (Nilsson et al. 2005), 

there is an increasing need for robust quantitative tools that can predict the impacts of 

flow regulation on riverine ecosystems (Petts 2009). Dams can allow water managers to 

control when and how much water flows downstream. As such, these quantitative tools 

must be able to provide resource managers with information that accurately reflects the 

trade-offs and their uncertainties between resource use and any potential ecological 

impacts of flow regulation. Understanding the ecological consequences of different flow 

releases can help balance the needs for energy generation, water storage, flood control, 

and downstream aquatic communities. 

Over the last few decades, numerous competing techniques have been developed to aid 

managers in predicting how changes in river flow will modify inhabitable space for 

riverine species downstream of dams (Manel et al. 2001, Ahmadi-Nedushan et al. 2006, 

Mouton et al. 2010, Dunbar et al. 2012). These statistical techniques range considerably 

in complexity, but the common aim is to estimate how flow regulation alters physical 

characteristics of rivers (e.g. velocity and depth) and predict how those changes will 

impact individual species. For example, Bovee (1986) developed a statistical method 

where several habitat variables (e.g. depth, water velocity, cover or substrate) are 

parameterized independently and then combined as univariate model estimates into a 

composite index of habitat suitability (CSI). The CSI can be constructed by one of 

several available methods (e.g. geometric mean, arithmetic mean and product). The CSI 

approach has historically been integrated into a physical habitat simulation (PHABSIM), 

which is a fundamental component of the instream flow incremental methodology (IFIM). 

The IFIM and PHABSIM are used to inform management decisions in regulated river 
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systems, such as setting minimum flow standards and quantifying flow regulation 

impacts on aquatic habitats (Stalkner et al. 1995, Waddle 2001). The CSI approach is 

still integrated into IFIM and contemporary management decisions and is published in 

peer-reviewed literature (e.g., Ayllón et al. 2010, Boavida et al. 2010, Lee et al. 2010, Im 

et al. 2011). However, this method has several key assumptions that have been subject 

to considerable criticism over the last few decades. Specifically, the CSI approach 

requires assumptions that each parameter is selected independently by the target 

species (Bovee 1986), that each variable is equally important and that the covariance 

structure among variables is negligible (Mathur et al. 1985, Leclerc et al. 2003, Jowett 

and Davey 2007, Beecher et al. 2010). Furthermore, the CSI approach often ignores any 

uncertainty in model predictions (Burgman et al. 2001). 

In contrast to the CSI approach, more complex techniques that allow numerous 

parameters to be estimated simultaneously have been developed in the past decade, 

such as generalized linear models (GLMs; Guisan et al. 2002). GLMs have only recently 

been applied in aquatic habitat modelling (Labonne et al. 2003, Ahmadi-Nedushan et al. 

2006), but many of the statistical flaws and assumptions of the CSI approach are 

addressed with this technique; thus, our ability to describe ecological data has greatly 

improved (Guisan et al. 2002, Ahmadi-Nedushan et al. 2006). In addition, previous 

research has demonstrated that multivariate methods produce dissimilar predictions of 

usable habitat in comparison with a CSI method, and multivariate techniques provide a 

greater amount of information (Vismara et al. 2001). However, resource managers have 

been slow to adopt new methods, and multivariate techniques have received relatively 

little attention (Vismara et al. 2001, Dunbar et al. 2012). 

The slow progression of new methods into the management community may be a result 

of inadequate information allowing resource managers to distinguish the trade-offs 

between alternative techniques. For example, Manel et al. (2001) reviewed 87 articles 

published in ecological literature between 1989 and1999 and reported that over 67% of 

the studies using presence–absence models failed to attempt any kind of model 

evaluation. In addition, there are relatively few published articles focused on aquatic 

habitat models that compare competing methodologies on a common data set (Ahmadi-

Nedushan et al. 2006). As a consequence, there is a paucity of knowledge to make 
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informed decisions about methodologies for estimating how flow regulation alters aquatic 

habitat. 

The aim of this study is to quantitatively compare two statistical methodologies and 

examine the potential role of Akaike information criterion (AICc) and model averaging 

(Akaike 1974, Burnham and Anderson 2002) in aquatic habitat modelling. This study 

builds on comprehensive reviews of the variety of methods available to resource 

managers by Manel et al. (2001), Ahmadi-Nedushan et al. (2006), Mouton et al. (2010) 

and Dunbar et al. (2012), and submits a novel application of AICc model averaging for 

estimating the impacts of flow regulation on habitat for the juvenile life stage of Chinook 

salmon (Oncorhynchus tshawytscha), a highly valued fish species under serious decline 

in a large extent of its range (Myers et al. 1998). We use AICc analysis and model 

averaging to construct a multivariate GLM and develop a second habitat model, 

following the CSI approach, comprised of aggregated univariate models. We compare 

the models with five diagnostic statistics deemed appropriate for gauging model 

performance during model development (Mouton et al. 2010). In addition, we include 

estimates of uncertainty around each model’s predictions and extrapolate these 

predictions under several flow scenarios to gain perspective on the trade-offs between 

selecting one model over the other. We hypothesize that the AICc-averaged habitat 

model will have greater predictive accuracy and provide a more robust and conservative 

prediction of the relative impact of flow regulation on juvenile salmon habitat. Therefore, 

results from this study aim to advance an existing foundation for hydrodynamic habitat 

model development and application (Petts 2009). 

2.3. Methods 

2.3.1. Study system 

This study was conducted in the Lower American River (LAR), which is primarily a snow-

fed system, draining approximately 4900 km2 of the Sierra Nevada Mountains in 

Northern California. Like other California Central Valley rivers, the American River has 

been highly modified from its historic state, including flow regulation and diversion, water 
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pollution, gold and gravel mining, hydropower and floodplain development, and the 

introduction of numerous non-native aquatic species (McEwan 2001, Williams 2001, 

Moyel 2002). Just downstream of the American River north and south fork confluences, 

Folsom Dam was completed in 1955, blocking upstream habitat for migratory fishes 

such as anadromous salmonids. The Bureau of Reclamation currently operates the dam 

for flood control, water storage and hydroelectric generation. The LAR is defined as the 

37 km of unobstructed channel that flows downstream of Nimbus Dam, which is located 

approximately 11 km downstream from Folsom Dam. This portion of the river still 

provides spawning and rearing habitat for anadromous steelhead (Oncorhynchus 

mykiss) and Chinook salmon (Yoshiyama et al. 2001). American River fall-run Chinook 

salmon typically spawns from late September to December, with juvenile rearing from 

early January to June. Our study reach is approximately 800 m long and located within 

the Sacramento city limits, just downstream of the American River Parkway, Sunrise 

recreation area (Figure 2.1). 

 

Figure 2.1. Map of study reach in the American River, California. Thiessen 
polygons (inset) encompassing the nodes generated in River 2D were used 
to estimate the area around each point for integration of the Hydrodynamic 
and habitat model estimates. Waters edge from the lowest (33.98 m3·s-1) 
discharge model outlined in white and the direction of flow indicated by 
bold black arrows. 
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2.3.2. Fish and habitat surveys 

Following methods of Gard (2006), we attained our habitat occupancy data via large-

scale snorkel surveys conducted from February to July (2009, 2010) across as many 

different accessible habitat types as feasible (e.g. riffles, runs and backwater habitat). 

We conducted the snorkel surveys during daylight along a linear transect from 

downstream to upstream and marked occupied locations of juvenile Chinook salmon 

(fork length >40 mm, <95 mm) with flagged weights. Fish sizes were visually estimated 

to the nearest 5 mm fork length. Regardless of the number of fish at occupied locations, 

each observation counted as a single statistical unit in our common dataset and 

analysis. When depth and velocity were too high to allow unaided upstream snorkelling, 

we used fixed ropes to facilitate our upstream movement. We then measured physical 

habitat characteristics (i.e. velocity, depth, cover and substrate) in flagged locations. 

Depth was measured as the distance from the water surface to the riverbed to the 

nearest centimetre, and velocity was measured to the nearest centimetre per second 

with a portable electromagnetic velocity flow meter (Marsh-McBirney, Flo-Mate) at 60% 

depth. Substrate diameter was visually estimated to the nearest centimetre except for 

particles less than 1 cm, which were classified as sand (0.25 cm) or fine sediment (0.025 

cm). At regular intervals along each snorkel transect (10 or 20 m), we randomly selected 

unoccupied locations using a random number generator, excluding locations less than 

1m from occupied locations, and measured the same suite of habitat characteristics as 

those measured in occupied locations. These data collection efforts thus resulted in a 

series of fish presence–absence data with associated habitat attributes. 

We mapped dominant habitat cover into polygons using two categories (with and without 

cover) over the entire study reach. These cover types were similar to those described in 

Gard (2006). We identified locations with cover when they were within 50cm of large 

woody debris (>7.5 cm diameter), tall vegetation (>50 cm above ground), overhanging 

vegetation (<50 cm from water’s surface), large boulders (>17.5 cm diameter), undercut 

banks, large bedrock crevasses or combinations of these cover types. Areas without 

cover included characteristics such as small vegetation, small substrate (<17.5 cm 

diameter) or filamentous algae. We used tools in ArcGIS (Version 9.3) to spatially join 



 

 

  
12 

cover attributes from delineated polygons to every node, or point, in the hydrodynamic 

model. 

2.3.3. Competing habitat models 

We analysed the binary occupied and unoccupied snorkel survey data via polynomial 

GLM with a logit link function (i.e., multiple logistic regression) in program R (R 

Development Core Team 2013), which estimates the probability of habitat occupancy as 

a function of the predictive habitat variables. Logistic regression has been used for 

similar modelling exercises in numerous studies and is arguably the most appropriate for 

presence–absence data (Ahmadi-Nedushan et al. 2006). 

We used two competing methods to develop habitat models that predict the probability 

of habitat occupancy by our study species. In the first method, we estimated the 

probability of habitat occupancy for depth, velocity, substrate and cover independently of 

one another. We assumed that the logistic relationship for velocity, depth and substrate 

was parabolic and thus assigned a quadratic term to each variable (e.g. 

velocity+velocity2). In addition, we tested all possible interactions among velocity, depth 

and cover, of which none were significant predictors of habitat occupancy (p > 0.05) and 

were subsequently excluded from further analysis. We selected statistically significant 

univariate habitat occupancy models and aggregated them by taking the geometric 

mean of the model predictions for each corresponding variable at a point in space. This 

method is comparable with the CSI approach, supported by the US Fish and Wildlife 

Service standards for habitat suitability index model development (USFWS 1981), 

recommended in contemporary habitat modelling software (e.g. River 2D) and applied in 

recent field studies (e.g., Ayllón et al. 2010). We estimated upper and lower confidence 

limits for this model by adding 1.96 standard errors, estimated with the ‘predict’ function 

in program R, to each point-specific probability of habitat occupancy. We refer to this 

model as ‘model A’ (for aggregated) hereafter. 

We developed a second model with information theory via AICc and model averaging 

corrected for small sample sizes (Akaike 1974, Hurvich and Tsai 1989, Burnham and 

Anderson 2002). We compared the most complicated model with all possible model 
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combinations that did not include interaction terms to rank them in order of model 

parsimony. A difference greater than four AICc units between models can be interpreted 

as evidence for model superiority (Burnham and Anderson 2002). For each model and 

corresponding AICc score, we calculated an AICc weight, which is an estimate of the 

relative support for each model across all the models compared. The sum of all model 

weights equals 1; thus, an AICc weight of 0.25 is analogous to having 25% of the 

relative support across models. We averaged model coefficients across the 95% 

confidence model set (summed weight) because the AICc weight of the ‘top’ model was 

<0.9 (Grueber et al. 2011). Specifically, we averaged the parameter coefficients of the 

full model proportionally to the coefficients in the 95% confidence model set based on 

the AICc weight and relative support of each model. The main function of model 

averaging was to avoid losing information explained by any of the competing models. As 

such, the parameter coefficients of the averaged model represented a weighted average 

of the coefficients of all candidate models based on their relative support, or AICc weight 

(Burnham and Anderson 2002). By model averaging, we allowed for comparably 

supported models to influence the parameter coefficients of the global model and less 

supported models to have limited effects on the global model. We estimated upper and 

lower confidence limits for this model by adding 1.96 standard errors to each point-

specific probability of habitat occupancy. We refer to the AICc averaged model as ‘model 

G’ (for global) hereafter. 

2.3.4. 2D hydrodynamic model 

We used a two-dimensional depth-averaged hydrodynamic model (River 2D), following 

methods described in Steffler and Blackburn (2002), to estimate point-specific values of 

depth and velocity at different flow rates within our study reach. River 2D is based on the 

St. Venant shallow water equations for shallow flows in natural streams, in conservation 

form (Steffler and Blackburn 2002). The key parameter inputs include a digital elevation 

model (DEM) of the study reach, estimates of riverbed roughness height and measured 

water surface elevations (WSELs) at the modelled discharge. The modelling process 

includes the development of a triangulated irregular network between points (‘nodes’) 

that are overlaid on top of the DEM at a user specified density. By spatial linear 

interpolation of the DEM, each node is assigned x, y and z coordinates and an estimate 
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of bed roughness height. The user inputs the WSEL at the upstream and downstream 

boundaries along with the corresponding discharge. The River 2D software then solves 

a hydraulic algorithm using Manning’s N and the conservation of mass and momentum 

at each node. The end result is an estimate of velocity and depth, for a specified 

discharge, at each node in the study reach. For greater detail in the modelling procedure 

and model output, see Steffler and Blackburn (2002). 

We constructed our study site DEM with topographic data that were previously collected 

on the LAR and enriched this data set with additional topographic surveys (2009, 2010). 

All additional topographic data were collected with a Topcon brand survey-grade RTK 

GPS in NAD (1983) State Plane, California Zone II, FIPS 0402 (Feet). We removed 

erroneous topographic points with spatial tools in ArcGIS (version 9.3). The average 

topographic survey density for the study reach was 0.13 points·m-2, and the 

hydrodynamic model node density was consistent between models and comparable with 

the topographic point density at 0.15 (nodes·m-2). 

We mapped median riverbed substrate (D50) over the entire study reach to characterize 

bed roughness in the 2D hydrodynamic model. We encompassed homogeneous regions 

of substrate with a large polygon, delineating the boundaries with the RTK GPS. In 

highly heterogeneous areas, we took point measurements and developed Thiessen 

polygons to encompass these points in ArcGIS. Using the equation from Thompson and 

Campbell (1979), we estimated bed roughness height (ks) as ks = 4.5·D50. We used 

spatial join functions in ArcGIS to assign bed roughness height to each topographic point 

in the consolidated topography dataset. 

We measured WSELs at four discharges (49.84, 55.39, 111.63 and 131.74 m3·s-1) and 

extrapolated WSELs for discharges of 33.98, 70.79, 87.78, 144.42 and 169.90 m3·s-1. 

We considered these flows to be within a conservative range of interpolation and 

extrapolation from our measured WSELs and discharges. These flows were 

representative of the mean daily flow frequency distribution post dam construction during 

salmonid rearing months, February to July. We then completed the modelling procedure 

in River 2D for each flow level. 
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We gauged the River 2D model performance on the basis of three criteria. First, we 

determined if a stable hydrodynamic solution was reached by evaluating the change in 

model variable estimates between the final model iterations. Specifically, the difference 

of the square root of sum of squares for all hydrodynamic model variables between the 

final model iterations needed to be less than 0.1% (Steffler and Blackburn 2002). 

Second, simulated outflow (m3·s-1) was within 1% of the measured inflow (m3·s-1) for all 

discharges modelled. The third criterion was the absence of supercritical flow, or low 

Froude (ratio of inertial force/ gravitation force) throughout the modelled reach; in natural 

systems, Froude numbers rarely exceed 1.0 (Grant 1997). The resulting hydrodynamic 

model was combined with each of the habitat models described previously to develop 

estimates of usable habitat at different discharges. 

2.3.5. Model performance 

To compare the performance of the competing habitat models (model A versus model 

G), we used program R (R Development Core Team 2013) and the ‘PresenceAbsence’ 

library (Freeman and Moisen 2008) to calculate optimized thresholds for models A and 

G. We set the threshold value where Kappa was maximized for both models and used 

this threshold value to estimate Kappa and three additional model performance 

statistics. Each statistic is a measure of the capacity to accurately discriminate the 

correct outcome of our habitat occupancy data, where probabilities that exceeded the 

threshold would be classified as occupied (positive) and those below the threshold would 

be classified as absent (negative). We evaluated model performance using Cohen’s 

Kappa statistic, percent correctly classified (PCC), sensitivity, specificity and the area 

under a receiver operator characteristic (AUC). The Kappa statistic is a measure of all 

possible outcomes of presence or absence that are predicted correctly, after accounting 

for chance predictions; it is generally accepted as a conservative and standardized 

metric for comparing the predictive accuracy of binary models regardless of their 

statistical algorithm (Manel et al. 2001). PCC compares the proportion of outcomes 

correctly classified. In this application, sensitivity represents the proportion of true 

positives correctly identified, and specificity is the proportion of true negatives correctly 

identified, where 1 - specificity is the proportion of false positives. Kappa, PCC, 

sensitivity and specificity are all threshold dependent statistics, so we also included AUC 
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as a threshold independent statistic for model diagnostics. AUC is a measure of model 

accuracy across all potential thresholds in binary models. In our study, an AUC value of 

1 is equivalent to perfect model agreement between observed and predicted habitat 

occupancy outcomes. An AUC value of 0.5 is approximately equal to random predictions 

of habitat occupancy. 

2.3.6. Model extrapolation and usable habitat 

To be useful in management, these models must be able to identify areas most likely to 

be occupied by a target species and to predict how the total area that is likely to be 

occupied will change as river flow is changed. To do this, we calculated the point-

specific predictions from each habitat model and extrapolated those predictions over 

space for several flow scenarios. We constructed three quantitative comparisons 

between models. First, we plotted all point-specific probabilities of each model’s 

predictions against one another to determine if there were systematic differences 

between competing models. Second, we calculated and plotted the absolute difference 

in point-specific model predictions for several flows to identify spatial disparities among 

flow scenarios. Third, we estimated the total usable habitat predicted by each model and 

included estimates of uncertainty around those predictions. 

To extrapolate habitat model predictions across space, we first developed Thiessen 

polygons in ArcGIS for each node in all nine hydrodynamic models (one for each 

discharge level) to estimate an area around each node (Figure 2.1). We used the 

estimated velocity, depth and cover at each node across the study reach, for all nine 

simulated discharges, as independent parameter inputs for both habitat models 

mentioned previously and predicted a probability of habitat occupancy for each node. By 

multiplying this probability by the area encompassing each node, we calculated the 

usable habitat for each polygon and then summed the resulting values across the entire 

study reach to quantify the total usable habitat for each discharge. However, we 

restricted extrapolation to velocities <120 cm·s-1 and depths <113 cm to avoid 

extrapolating model predictions beyond the physical conditions observed in our habitat 

data. By multiplying the upper and lower confidence limits of each predicted probability 

by the area encompassing each node, we calculated the minimum and maximum 
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estimates of usable habitat for each polygon and again summed the resulting values 

across the entire study reach for each discharge to estimate uncertainty around usable 

habitat predictions. Our aim was to identify any systematic difference in model 

predictions across space and under different river flows, thereby providing a context for 

determining the trade-offs of using one model or the other in river management. 

2.4. Results 

2.4.1. Habitat occupancy 

Our snorkel surveys covered a total area of approximately 182,000 m2 along a total of 

approximately 22.5 river kilometres, and we observed a mean fish density of 0.005 

juvenile Chinook·m-2. The mean stream temperature we observed during the dates of 

our snorkel surveys was 12.9 C (± 1.5°C S.D., United States Geologic Survey Station ID. 

11446500, Fair Oaks Ave, California). We observed 88 habitat locations occupied by 

juvenile Chinook within our target size class and 391 unoccupied habitat locations. 

These data provided a common dataset for habitat model development and testing. 

2.4.2. Model A 

Independent factors of velocity, depth and cover were significant (Table 2.1, p < 0.05) 

predictors of habitat occupancy. There were no significant interactions between any 

variables, and they were excluded from further analysis. In addition, substrate was not 

significantly correlated with habitat occupancy (Table 2.1, p > 0.05) so it was excluded 

from model A. However, large substrate (>17.5 cm diameter) was included as a type of 

cover and thus included in the cover variable. The predicted optimal depth (33.8 cm) and 

velocity (36.7 cm·s-1) maintained a probability of habitat occupancy of 23.1% and 23.0%, 

respectively (Figure 2.2). In the absence of cover, the predicted probability of habitat 

occupancy was 16.9%, which increased to 27.7% in the presence of cover (Figure 2.1). 
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Table 2.1. Model A coefficients, standard errors and p-values for each 
independently fit polynomial logistic regression. In all analysis, ‘Cover’ is 
categorical and unitless. Specifically, ‘Cover’ is defined as the presence or 
absence of one or more cover types (e.g. large wood, overhanging 
vegetation). Except for cover, we assumed that the correlation between 
habitat occupancy and our predictor variables was non-linear and thus 
included a quadratic term with each parameter. 

Parameter Coefficient S.E. p 
Intercept -1.7393 0.2380 < 0.001 
Velocity  0.0290 0.0143 0.043 
Velocity2 -0.0004 0.0002 0.020 
    
Intercept -2.1877 0.4523 < 0.001 
Depth  0.0582 0.0254 0.022 
Depth2 -0.0009 0.0003 0.010 
    
Intercept -1.1098 0.3266 < 0.001 
Substrate -0.1133 0.0846 0.180 
Substrate2  0.0060 0.0046 0.187 
    
Intercept -1.5921 0.1311 < 0.001 
Cover  0.6324 0.3066 0.039 
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Figure 2.2. Univariate logistic regression (solid line) plotted as the predicted 
probability of habitat occupancy for (A) velocity, (B) depth and (C) cover. 
The fine dashed lines indicate the 95% confidence intervals (CI) of model 
predictions, estimated with the predict function in program R. 

2.4.3. Model G 

There were six candidate models that were comparably supported by AICc analysis 

(ΔAICc < 4). The top-supported model, with an AICc weight (wi) of 0.34 or 34% of the 

relative support, was velocity+velocity2+depth+depth2+ cover (Table 2.2). All but one of 

the top six models (ΔAICc 4) were multivariate, with a collective 81% of the total support, 

indicating that a combination of predictor variables was far more supported than the 

univariate models. In total, multivariate models received 88% of the total support within 

the 95% candidate model set (Table 2.2). 
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Table 2.2. AICc 95% candidate model set and corresponding AICc score and AICc 
weight (Wi). A change greater than 4 AICc units (∆ AICc) is evidence of 
model superiority. The AICc weight is a proportional measure representing 
the relative support estimated with AIC analysis for each competing model. 

Model Rank Model Parameters AICc ∆AICc Wi 

1 V + V2 + D + D2 + C 449.86 0.00 0.34 
2 D + D2 + C 450.64 0.78 0.23 
3 V + V2 + D + D2  451.71 1.85 0.13 
4 D + D2 452.09 2.23 0.11 
5 V + V2 + D + D2 + S + S2 + C 453.45 3.59 0.06 
6 V + V2 + C 453.55 3.69 0.05 
7 D + D2 + S + S2 + C 454.12 4.26 0.04 
8 V + V2 + D + D2 + S + S2 454.44 4.58 0.03 

We adjusted the coefficient estimates in the global model for further analysis on the 

basis of the AICc weight of the 95% confidence model set (Table 2.3), thereby 

accounting for the relative support of each model. 

Table 2.3. Model averaged coefficients and standard errors for model G. We 
cannot calculate a p-value for each of our parameters using model 
averaging and information theory so it is not provided. The coefficients are 
calculated as a weighted average of coefficients from each model in our 
candidate model set 

Parameter Averaged Coefficient Standard Error 

Intercept -2.2724 0.4876 
Velocity   0.0293 0.0157 
Velocity2 -0.0004 0.0002 
Depth   0.0511 0.0268 
Depth2 -0.0008 0.0003 
Substrate -0.0727 0.0927 
Substrate2  0.0042 0.0049 
Cover  0.6316 0.3263 

Depth was the most strongly supported variable in AICc analysis, with relative variable 

support of 95%. Cover and velocity were also strongly supported variables at 72% and 

62%, respectively. The inclusion of substrate as a predictor variable had the least 

support at 13%. The maximum predicted probability of habitat occupancy for model G 

was 34.9%, with velocity at 41.2 cm·s-1, with depth at 32.7 cm, with substrate at 20.32 

cm and with cover present. The probability of habitat occupancy increased with 

increased substrate size. However, the probability of habitat occupancy changed by less 

than 2% at the smallest and largest substrate sizes in our model. The presence of cover 
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increased the probability of habitat occupancy by up to 9.5% when depth and velocity 

were at their optimal level (Figure 2.3). To illustrate the general correlation between the 

continuous variables in model G, we predicted the probability of habitat occupancy when 

depth was held constant at 2.5, 32.5 or 62.5 cm, substrate constant at 7.62 cm, with and 

without cover (Figure 2.3). 

 

Figure 2.3. Multivariate logistic regression (solid line) plotted as the predicted 
probability of habitat occupancy for velocity (x axis), at depths of (A and B) 
2.5 cm, (C and D) 32.5 cm and (E and F) 62.5 cm, (A, C and E) with cover 
and (B, D and F) without cover. Substrate size was held constant at 7.62 cm 
for (A–F) all model iterations. The fine dashed lines indicate the 95% 
confidence intervals (CI) of model predictions, estimated with the predict 
function in program R. 

2.4.4. Model Performance 

The optimum threshold values for models A and G were similar and estimated at 0.201 

and 0.231, respectively. We estimated each performance statistic using the optimized 

thresholds and our presence and absence dataset. Model G had the highest Kappa 

statistic and correctly predicted 20.3% of all possible presence and absence data, 

adjusted for correct predictions by chance. In contrast, model A had a Kappa statistic of 
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18.9%. Model G also had a higher PCC statistic compared with model A at 75.2% and 

72%, respectively. Model G predicted 37.5% of the true positives (sensitivity) correctly 

and 83.6% of the true negatives correctly (specificity), with a false positive classification 

of 16.4%. In contrast, model A predicted 43.2% proportion of the true positives 

(sensitivity) correctly and 78.5% of the true negatives correctly (specificity), with a false 

positive classification of 21.5%. The AUC value, a threshold independent statistic, for 

models G and A was 0.649 and 0.647, respectively, indicating that both models 

maintained fair predictive ability above random chance. 

2.4.5. 2D hydrodynamic model 

All hydrodynamic solutions reached a stable solution, indicating little change in the River 

2D spatial algorithm solving for depth and velocity between solution iterations. The 

average end solution change was 0.18%, with minimum and maximum solution changes 

of 0.02% and 0.38%, respectively. The mean difference between the measured inflow 

and modelled outflows across the nine levels of discharge was 0.07%, with minimum 

and maximum differences of 0.03% and 0.10%, respectively. Within wetted regions, the 

average area with a Froude number ≥ 1, or supercritical flow, was 11.77 m2 with 

minimum and maximum estimates of 0.00 and 26.00 m2, respectively, or 0.00% and 

0.04% of the wetted area. The model projections for velocity, depth and inundated area 

were qualitatively consistent with field observations and intuitive predictions, where all 

three variables increased positively with discharge. We could not obtain several 

modelled discharges to converge on a more stable solution and below our threshold of 

0.001 even after following the prescribed QA/QC procedures in Steffler and Blackburn 

(2002). One potential, and likely, explanation is that one or more shallow nodes were 

oscillating between wet and dry status through different iterations of the hydrodynamic 

solution, thereby increasing the final solution change (Steffler and Blackburn 2002). We 

carefully examined the entire study reach for all modelled flows and could not find any 

sign of hydraulic anomalies (i.e. super critical flow and erroneous flow direction). The 

difference between measured inflow and modelled outflows was far below our threshold 

(< 1%), and at least 99.96% of the modelled space maintained physically natural 

velocities (Froude < 1.0). As such, we are confident that each discharge modelled was 

accurately estimating the depth and velocity across the study reach. 
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Modelled discharge altered total wetted area, where the total wetted area for flows of 

33.98, 111.63 and 169.90 m3·s-1 was 63,501.5, 78,437.3 and 90,965.9 m2, respectively. 

Increasing flow from 33.98 to 111.63 m3·s-1 resulted in a net increase of wetted area by 

14,935 m2 or 19.0%. Increasing flow from 111.63 to 169.90 m3·s-1 resulted in a net 

increase of wetted area of 12,528.6 m2 or 13.8%. At higher flows, the wetted surface 

area increased by roughly 10.5% per additional cubic metre of water compared with the 

lower flows. 

2.4.6. Comparing model predictions and calculating usable habitat 

Over the three quantitative comparisons between competing models, we found clear 

systematic differences between model predictions. Model A generally estimated a higher 

probability of habitat occupancy for a point in space; however, the relationship between 

point-specific model predictions was non-linear and at the highest probabilities of habitat 

occupancy model G predicted higher probability (Figure 2.4). The greatest differences in 

model predictions occurred at intermediate and higher probabilities of habitat occupancy 

(Figure 2.4). In general, there was very little agreement between point-specific model 

predictions, and agreement only occurred where the probability of habitat occupancy 

was approximately 18%. 

 

Figure 2.4. Point-specific estimates for model G (x axis) and model A (y axis) for 
all nine simulated flows. Model predictions are equal where they intersect 
with the dashed line. 

To examine model comparisons in space, we calculated the difference between the 

point-specific predictions of each model for three of the nine flows we modelled (33.98, 
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111.63 and 169.90 m3·s-1). Disparities in model predictions covered the greatest area at 

the lowest flows we modelled (Figure 2.5) and decreased as flows increased; however, 

discrepancies in model predictions remained high in areas that were most likely to be 

occupied by juvenile Chinook (Figure 2.5). Specifically, model disagreement remained 

high in the stream margins and over the floodplain.  

 

Figure 2.5. Estimated percent difference in model predictions plotted for the study 
reach at three simulated flows: (A) 33.98, (B) 111.63 and (C) 169.90 m3·s-1. 
Dark grey shades indicate space where model G estimated a higher 
probability of habitat occupancy than model A. Light grey shades indicate 
space where model A estimated a higher probability of habitat occupancy 
than model G. 
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We calculated total usable habitat across all nine flows simulated for models G and A 

(Figure 2.6). The relationship between usable habitat and discharge was non-linear 

differed between models. On average, model G predicted 17.25% less habitat than 

model A across the flows we simulated. Importantly, there was a high degree of 

uncertainty around the estimates of usable habitat, and model G had higher uncertainty 

than model A. At low flows, model G predicted 20.6% less usable habitat than model A; 

however, this difference decreased to 14.7% at higher flows. In addition, each model 

predicted a different change in habitat resulting from a change in flow indicating that 

extrapolation of either model over time would produce dissimilar habitat-flow, 

associations (Figure 2.6). 

 

Figure 2.6. Estimated usable habitat based on predictions from competing 
hydrodynamic habitat models, A (grey circles) versus G (white circles). 
Error bars represent the minimum and maximum predicted usable habitat 
based on the upper and lower confidence limits of each respective model. 
X axis is slightly jittered (± 2 m3·s-1) to avoid overlap. 

2.5. Discussion 

The results of our diagnostic statistics indicate that model G correctly predicted a greater 

proportion of the outcomes in our habitat occupancy data compared with model A, 

commonly used in habitat modelling. However, the competing models were somewhat 

comparable in overall predictive accuracy and maintained slight to fair predictive 

capacities based on the Kappa statistic and AUC value. As well, the total usable habitat 
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estimated by each model was similar given the degree of uncertainty around the model 

predictions. Despite these similarities, there were several important differences. 

First, the models differed in the proportion of false positives and false negatives. Model 

A had a higher proportion of correctly identified occupied locations but at the cost of an 

increased proportion of falsely identified unoccupied locations. As a result, model A had 

a greater tendency to overestimate habitat occupancy, whereas model G tended to 

underestimate occupancy. Second, the difference between model predictions was 

greatest at the lowest flows we modelled and in the physical locations most likely to be 

occupied by juvenile Chinook salmon. Third, the amount of uncertainty around model 

predictions was much greater for model G than that for model A. 

The relative consequence of using the aggregated (i.e. CSI method; model A) versus the 

global model (i.e. GLM; model G) in a management scenario is largely dependent on the 

differences between the model predictions. For example, each model had a clear bias 

between under-predicting and over-predicting habitat occupancy. If the management 

goal is to minimize habitat lost by flow regulation, then we posit it is more important to 

design a habitat model that has the lowest false positive rate. In other words, the best 

predictive model is one that accurately identifies habitat that will not be occupied by the 

target species. In this modelling exercise, our results support the conclusion that model 

G more accurately identified unoccupied locations. In this context, resource managers 

would have a better estimate of flow regulation effects using model G. In addition, the 

greatest differences between model predictions occurred in the stream margins and 

floodplain, which are known to be important rearing habitats for juvenile salmon 

(Sommer et al. 2001, Beechie et al. 2005). As such, our results indicate that model G 

had a higher overall predictive ability and therefore provides resource managers with a 

better tool for predicting how flow regulation will impact those important habitats. In total, 

the overall accuracy between the models was similar; however, the global model (G) is 

better suited for management applications and predicting the impact of flow regulation 

on rearing habitat for juvenile salmon. 

The disparity in the amount of uncertainty around model predictions is one of the most 

important differences between the competing models. As suggested in previous 
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research, by aggregating univariate models, the modeller must assume each parameter 

is independent, and thus, the error is also independent (Mathur et al. 1985, Leclerc et al. 

2003, Jowett and Davey 2007, Beecher et al. 2010). As such, taking the geometric mean 

of multiple univariate model predictions does not correctly propagate the uncertainty 

between model parameters in the aggregated prediction. In this study, we posit that 

model A considerably underestimated the error around model predictions while 

simultaneously overestimating habitat occupancy. It is quite possible that this flaw would 

magnify when additional parameters are added and model complexity increases. For 

habitat models to be useful management tools to guide flow releases, it is imperative 

that they accurately reflect the uncertainty in parameter estimation. In doing so, resource 

managers would be better equipped to identify potential consequences arising from flow 

regulation within the full range of uncertainty in model predictions. 

Some of the uncertainty in each model was due to low salmon densities and the high 

frequency of unoccupied habitat locations in our data. It is possible that the high 

proportion of unoccupied locations was a result of low salmon returns in the LAR during 

the period of time this study was conducted (Carlson and Satterthwaite 2011). The lower 

the salmon population, the more difficult it is to parameterize the types of models we 

used in this study. As numerous salmon populations are currently depressed (Nehlsen et 

al. 1991, Gustafson et al. 2007), this is a concern and possible problem for future 

modelling in other watersheds. Our results lend further support for a more conservative 

statistical approach that more accurately incorporates uncertainty, such as AICc model 

averaging. 

There were several candidate multivariate models with similar AICc scores in this study, 

but generally, multivariate models far outperformed the univariate models in predicting 

our observed patterns of occupancy by juvenile salmon. These results indicate that 

habitat occupancy is controlled by a combination of variables. Here, our study is limited 

to several key physical habitat variables that have repeatedly been reported to affect 

densities of aquatic species, including Chinook salmon, specifically water depth (Geist et 

al. 2000, Kynard et al. 2000, Guay et al. 2000, Beecher et al. 2002), velocity (Peeters 

and Gardeniers 1998, Geist et al. 2000, Kynard et al. 2000, Mallet et al. 2000), substrate 

size (Knapp and Preisler 1999, Vadas and Orth 2001) and physical cover (Vadas and 
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Orth 2001, Gard 2006). However, we recognize there are a number of additional habitat 

characteristics that are hypothesized to be important for functional salmonid rearing 

habitat, such as prey availability, stream temperature and dissolved oxygen (Hill and 

Grossman 1993, Braaten et al. 1997, Malcolm et al. 2003, Hayes et al. 2007). 

Furthermore, it is likely that interactions between parameters (e.g. temperature and 

velocity) will strongly influence the probability of habitat occupancy. Within the AICc 

framework we have presented, additional parameters and interactions can be easily 

integrated into predictive models and their relative importance balanced by model 

averaging. 

We propose that the use of AICc and model averaging may be a valuable tool in 

producing objective and robust models of physical habitat for juvenile Chinook salmon or 

other species. Our results support the use of multivariate models over a CSI-based 

method for predicting the effects of habitat variables on the probability of habitat 

occupancy. We encourage the use of Cohen’s kappa and other diagnostic statistics in 

model comparison and fully considering the context and consequences of model 

selection. Future research and management practices should carefully examine the role 

of multivariate dynamics and consider the implications of excluding them. Fresh water is, 

and will increasingly be, a limited resource throughout many areas of the world (Richter 

et al. 2003, Poff et al. 2003). Wise management of aquatic resources within highly 

regulated river systems is required to support ecosystem services and maintain quality 

of life for the people relying on such services (Arthington et al. 2006). Therefore, the 

decision on how to best manage flow releases for downstream organisms is critical and 

needs to be informed by the best available science. This study illustrates the importance 

of analytic approaches in developing habitat models that support effective management 

of flow in regulated river systems. 
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3. Wildfire and the effects of shifting stream 
temperature on salmonids2 

3.1. Abstract 

The frequency and magnitude of wildfires in North America have increased by four-fold 

over the last two decades. However, the impacts of wildfires on the thermal 

environments of freshwaters, and potential effects on coldwater fishes are incompletely 

understood. We examined the short-term effects of a wildfire on temperatures and 

Steelhead/Rainbow Trout (Oncorhynchus mykiss) bioenergetics and distribution in a 

California coastal stream. One year after the wildfire, mean daily stream temperatures 

were elevated by up to 0.68°C in burned compared to unburned pools. Among burned 

pools, light flux explained over 85% of the variation in altered stream temperatures, and 

76% of the variation in light flux was explained by an index of burn severity based on 

proximity of the pool to burned streamside. We estimated that salmonids of variable 

sizes inhabiting burned pools had to consume between 0.3–264.3 mg of additional prey 

over 48 days to offset the 0.01–6.04 kJ increase in metabolic demand during the first 

post-fire summer. However, stomach content analysis showed that fish in the burned 

region were consuming relatively little prey and significantly less than fish in the 

reference region. Presumably due to starvation, mortality, or emigration, we found a 

significant negative relationship between the change in total salmonid biomass over the 

post-fire summer and the average energy costs (kJ·g-1·day-1) within a burned pool. This 

study demonstrates that wildfire can generate thermal heterogeneity in aquatic 

 

2 A version of this chapter is published as Beakes, M.P., Moore, J.W., Hayes, S.A., and 
Sogard, S.M. 2014. Wildfire and the effects of shifting stream temperature on salmonids. 
Ecosphere 5(5):63. http://dx.doi.org/10.1890/ES13-00325.1 
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ecosystems and drive short-term increases in stream temperature, exacerbating 

bioenergetically stressful seasons for coldwater fishes.  

3.2. Introduction 

The frequency and duration of large wildfires in Western North America has increased 

by nearly four times over the last two decades (Westerling et al. 2006). This dramatic 

increase could be driven by altered land-use, changes in patterns of precipitation, and 

increases in temperature (Westerling et al. 2006). Under current IPCC climate scenarios, 

the frequency and duration of wildfires in North America is expected to continue 

increasing (Running 2006, Meehl et al. 2007). For example, wildfire burn areas are 

predicted to increase by an additional 78–118% over the next century in Canada 

(Flannigan et al. 2005); thus, we need to better understand how wildfire affects 

ecosystems and vulnerable species. In this warming world, how do wildfires contribute to 

warming temperatures for thermally sensitive species? 

Wildfire can increase temperatures in aquatic ecosystems from 0° to 15°C on short and 

protracted time scales (Gresswell 1999, Isaak et al. 2010), via different putative 

mechanisms (Gresswell 1999, Dunham et al. 2007). For example, immediate 

temperature change in aquatic systems during a wildfire is controlled by convection, the 

fire’s intensity, and the volume of water in the burned region (Rieman and Clayton 1997). 

The degree of protracted warming, in contrast, is hypothesized to depend on burn 

severity, stream channel reorganization, the volume of burned riparian vegetation, and 

the subsequent increase in solar radiation (Minshall et al. 1989, Rieman and Clayton 

1997, Gresswell 1999, Dunham et al. 2007). However, the effects of wildfire across a 

burned landscape are often heterogeneous, leading to disparate local alterations in 

stream temperatures. For example, Dunham et al. (2007) analyzed a set of temperature 

data collected before and after wildfires in the Boise River Basin of central Idaho, USA 

and found that fire heterogeneously increased stream temperatures from 0.4° to 3.7°C. 

The authors hypothesized that the variation among sites was partly attributed to 

secondary disturbances such as channel reorganization and changes in channel 

morphology, as well as to spatial variability in burn severity and degree of recovery of 
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streamside vegetation (Dunham et al. 2007). Studies similar to Dunham et al. (2007) that 

have temperature data from both before and after a wildfire are uncommon. As such, our 

understanding of the short- and long-term effects of wildfire is based on limited 

information, especially regarding the conservation and management of thermally 

sensitive species (Minshall et al. 1989, Dunham et al. 2003). 

Salmonids are ecologically important and thermally sensitive stream fishes (Baxter et al. 

2004, Meissner and Muotka 2006, Isaak et al. 2010, Wenger et al. 2011). Populations of 

numerous salmonid species are declining throughout their historical range due partly to 

thermal exclusion from spawning and rearing habitat (Gustafson et al. 2007, Isaak et al. 

2010, Wenger et al. 2011). Although wildfires usually do not cause direct mortality of 

salmonids, they can contribute significantly to warming waters well after the fire is over 

(Gresswell 1999, Dunham et al. 2007, Isaak et al. 2010). For example, Isaak et al. 

(2010) found that both large-scale climate forcing and wildfire were associated with 

warmer headwater streams in the Boise River basin Idaho, USA, and predicted that 

these temperature changes have resulted in the loss of 11–20% of spawning and rearing 

habitat for Bull Charr (Salvelinus confluentus) over the last two decades. In that study, 

wildfire contributed to approximately nine percent of the warming trend in burned regions 

(Isaak et al. 2010). Thus, climate warming and wildfire additively elevate temperatures in 

coldwater habitats, which will likely affect thermally sensitive species (Rieman et al. 

2003, Isaak et al. 2010, Mahlum et al. 2011). Consequently, several species of trout and 

salmon in the USA are expected to lose between 11% and 77% of suitable coldwater 

habitat due to climatic warming by the 2080s; however, the role of wildfire in contributing 

to shifting thermal environments remains uncertain (Dunham et al. 2003, Isaak et al. 

2010, Wenger et al. 2011). 

Here we examine the short-term effects of wildfire on temperatures and 

Steelhead/Rainbow Trout (Oncorhynchus mykiss) bioenergetics and distribution in a 

California coastal stream. A wildfire in 2009 burned a major tributary of the Scott Creek 

watershed in central California that we were actively studying, thereby providing the 

opportunity to compare mean daily stream temperatures before, during, and after a 

wildfire at numerous locations in the burned region (Figure. 3.1). We asked three 

interrelated questions: How does wildfire alter stream temperatures? Does spatial 



 

 

  
32 

variation in fire intensity drive spatial heterogeneity in stream temperatures and fish 

bioenergetics? How do coldwater fishes respond to fire-mediated temperature changes? 

This case study provides a close look at the effects of wildfire on local temperature 

dynamics and illuminates linkages between disturbance and abiotic and biotic 

responses. 

3.3. Materials and Methods 

3.3.1. Study system 

The Lockheed wildfire burned approximately 41% (32 km2) of the Scott Creek watershed 

from August 12 to 23, 2009 (Figure. 3.1). Scott Creek is a precipitation-dominated 

central California coastal stream that drains 78 km2 of the Santa Cruz Mountains into the 

Pacific Ocean and contains Endangered Species Act (ESA)–listed Steelhead/Rainbow 

Trout (O. mykiss, listed as threatened) and the southernmost population of Coho Salmon 

(O. kisutch, ESA listed as endangered). The drainage area, mean annual discharge, 

riparian vegetation, and fish communities of Scott Creek are similar to other small 

coastal streams in California (Sogard et al. 2012). We conducted our study over the 

summer, during which California coastal streams are considered stressful for salmonids 

due to low flow, low prey availability, and seasonally high water temperatures (Grantham 

et al. 2012, Sogard et al. 2012, Sloat and Osterback 2013). Previous studies have 

reported negative growth rates and low survival of young-of-year salmonids during 

California summers partly due to bioenergetic stress, highlighting that small temperature 

changes may have important consequences for growth and survival (Hayes et al. 2008, 

Sogard et al. 2009, Sloat and Osterback 2013). We focus on six stream pools within the 

burned area that we had been monitoring prior to the wildfire (Figure. 3.1B, Big Creek 

tributary; pool length 11.3 ± 1.4 m [mean ± SE]) and six pools that were at least 1 km 

from the wildfire burn perimeter (Figure. 3.1C, Upper Scott Creek; pool length 9.2 ± 1.8 

m). Prior to the wildfire, the pools in the burned and reference regions had similar 

canopy cover and morphology, and they were located in tributaries with similar aspect 

and catchment areas (Figure. 3.1). Thus, this disturbance presented us with a natural 
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‘‘experiment’’ to examine the effects of wildfire on stream temperatures and salmonids in 

a representative California coastal stream. 

 

Figure 3.1. Map of Scott Creek, California, and study pools labeled 1–6 in the 
burned region and unlabeled reference pools located outside the indicated 
burn region (A). Unlabeled pools in the burned area were added in summer 
of 2010. The burn extent of the Lockheed wildfire (2009) is outlined in a red-
hatched polygon. Also depicted are images of a (B) burned pool and (C) 
representative reference pool. 
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3.3.2. Wildfire and abiotic responses 

We collected hourly temperature (°C) and light (lumen·m-2) data before, during, and after 

the wildfire in burned and unburned pools with Onset corp. HOBO Pendant 

Temperature/Light Data Loggers. For analysis, we focus on three periods during the 

summer months, ‘‘pre-fire’’ (July 8–August 11, 2009), ‘‘during fire’’ (August 12–23, 2009), 

and ‘‘post-fire’’ (July 15–August 31, 2010). Within each time period we compared mean 

daily stream temperatures from each burned pool to the average of mean daily stream 

temperatures across all unburned pools. Hereafter, we refer to the unburned pools 

collectively as the ‘‘reference region’’. Using multiple linear regression in program R (R 

Development Core Team 2013), we regressed the daily temperatures in the burned 

region against the daily reference temperatures, with categorical factors for the discrete 

time periods (i.e., pre- vs. post-fire ‘‘Fire’’) and individual burned pools (‘‘Pool ID’’). In 

essence, this approach uses the reference region temperatures as a control. Using 

Akaike Information Criterion corrected for small sample sizes (AICc), we compared the 

performance of the most complex model, including all factors and interactions between 

them, to a candidate set of sub models (Table 3.1). We identified models of greater 

parsimony by assuming that a lower AICc score is indicative of a better balance between 

model fit and model complexity. We accepted a more complex model only if the AICc 

score was more than four units lower than a simpler model (Burnham and Anderson 

2002) and used the most parsimonious model to estimate the degree of temperature 

change in burned pools relative to the reference region temperatures. 

Table 3.1. The competing models, ranked in order of AICc, used for predicting 
pool-specific changes in temperature after the wildfire. 

Model Rank Model Parameters df AICc ∆ AICc 

1 RT+ F + PID + F:RT + F:PID + RT:PID 15 -479.1 0 
2 RT+ F + PID + F:PID  14 -478.2 0.9 
3 RT+ F + PID + F:RT + F:PID + RT:R + RT:F:PID 25 -463.6 15.5 
4 RT+ F + PID 9 -314.0 165.1 
5 RT+ F 4 -254.4 224.7 
6 RT+ F + RT:F 5 -254.2 224.9 
7 RT+ PID 8 -81.5 397.6 
8 RT 3 -47.0 432.1 
9 Null 2 1005.2 1484.3 
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We compared changes in stream temperatures and light level to assess if changes in 

solar radiation were associated with changes in temperature, and we compared changes 

in light level with an index of burn severity to assess if the proximity of charring or burned 

vegetation to the stream was related to changes in solar radiation. Immediately after the 

wildfire (September 2009), we measured the minimum distance (meters, m) from the 

water’s edge of each pool in the burned region to the nearest indication of charring or 

burned vegetation; as such, the proximity of burn evidence served as an index of burn 

severity. We used linear regression to estimate how much of the observed variation in 

temperature change was explained by light flux (the difference in median light level 

between the pre- and post-fire time periods), and how much of the observed variation in 

light flux was explained by our index of burn severity. 

3.3.3. Salmonids and stream temperatures 

In the summer after the wildfire we conducted single pass electrofishing in burned and 

reference pools during two periods (June 2010 and September 2010) to collect, 

measure, and tag salmonids. We added four pools to the original six burned pools 

(Figure. 3.1A inset) and two pools in the reference region to bolster our dataset. We 

blocked each pool with small mesh nets at the upstream and downstream ends, and 

electrofished upstream from the tail of each pool. All captured salmonids were lightly 

anesthetized (MS 222) and measured (fork-length, mm, and weight, g). Single-pass 

electrofishing can provide relatively accurate estimates of fish abundance when 

sampling short reaches on small streams (Sály et al. 2009), but due to unknown capture 

probabilities among sites and regions we could not precisely estimate pool-level or 

regional fish densities. Thus, we consider the difference in total salmonid biomass in 

each burned pool between sampling events as an index of change over the post-fire 

summer. We also evacuated the stomach contents of salmonids longer than 55 mm fork-

length (FL) via gastric lavage to estimate prey consumption. Salmonids longer than 65 

mm were tagged with full duplex Passive Integrated Transponder tags (Allflex corp.). 

Recaptures in September allowed us to estimate individual growth over the summer. 

We used bioenergetics models to explore the energetic costs of fire to fish. With the 

algorithm and coefficients from Hanson et al. (1997), we estimated the specific rate of 
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respiration (R, kJ·g-1·day-1) for O. mykiss, where R is a function of the allometric mass 

function intercept (a = 0.00264, g·g-1·d-1), fish mass (W, g), the slope of the allometric 

mass function (b1 = -0.217), a temperature dependent coefficient of consumption (b2 = 

0.06818), water temperature (T, °C), and an oxycalorific coefficient (13.56, kJ·g oxygen-

1) to convert from consumed oxygen to consumed energy (Hanson et al. 1997; Eq 3.1). 

𝑅 = 𝑎𝑊!!×𝑒!!!×13.56 

Using pool-specific estimates of temperature change from before and after the wildfire in 

the burned region, we calculated the change in energetic costs (kJ) for salmonids in 

each burned pool. Specifically, we calculated daily values of R (kJ·g-1·day-1) using mean 

daily stream temperatures from July 15 to August 31, 2010 for the mass of each fish 

observed during the June and September electrofishing samples. We multiplied R by 

each observed fish mass to estimate kJ·day-1 for each fish, and we summed the daily 

energy cost (kJ·day-1) from July 15 to August 31, 2010 to estimate kJ expended by each 

fish over those 48 summer days. We subtracted the degree of pool-specific temperature 

change from July 15 to August 31, 2010 mean daily stream temperatures and repeated 

these bioenergetic calculations for each burned pool. We thus could back calculate the 

net change in energetic costs (kJ) for the fish we observed in the burned region. We 

calculated the kernel density (i.e., frequency distribution) of the net change in energetic 

costs to illustrate variability across individuals and pools; higher kernel density indicates 

more frequently observed energy costs. To contextualize our bioenergetic estimates, we 

calculated the minimum prey mass that must be consumed to offset increased energetic 

demands. We note that bioenergetics of salmonids depends on R and other factors such 

as population density, prey availability, and additional physiological functions. However, 

focusing on R avoids uncertain assumptions regarding fish activity levels, rates of prey 

consumption, and energy lost due to specific dynamic action, egestion, and excretion 

(Hanson et al. 1997). Our conservative analysis allows us to examine the minimum 

energy deficit fish accrued during the post-fire summer and provides insight into how 

much prey are needed to compensate for those costs. To examine the fish response to 

these energetic conditions, we used linear regression to estimate how much variation in 

the change in salmonid biomass between electrofishing surveys within each pool could 

be explained by the post-fire R for a salmonid of average mass. 
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3.4. Results 

3.4.1. Wildfire and abiotic responses 

Stream temperatures were variable during the wildfire and among years in both regions 

(Figure. 3.2). Prior to the wildfire, mean daily stream temperatures were 14.2°C ± 0.4°C 

(mean ± SD) and 14.9°C ± 0.9°C in the burned and reference regions respectively. The 

Lockheed wildfire increased stream temperatures in both regions during the wildfire, and 

reached a maximum of 16.5°C during the peak of the wildfire (Figure. 3.2A). Generally, 

stream temperatures were cooler in the burned (13.7°C ± 0.7°C) and reference (14.1°C 

± 0.9°C) regions over the post-fire summer (Figure. 3.2B). However, the temperature 

difference between regions was narrower after the wildfire (Figure. 3.2). 

 

Figure 3.2. Pre-fire, during, and post-fire (A and B) mean daily stream 
temperatures for the reference region (solid line), and the burned pools 
(dashed lines) and (C and D) temperature difference between the burned 
pools and reference region. The date range and corresponding water 
temperatures during the Lockheed wildfire are bound by vertical dotted 
lines. The left panels (A and C) show the summer of the fire (2009), while 
the right panels (B and D) show the summer after the fire (2010). 
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Wildfire associated changes in mean daily stream temperatures in the burned region, 

relative to the reference region, were dissimilar during and after the fire (Figure. 3.2C, 

D). Compared to reference temperatures, mean daily stream temperatures among the 

burned pools increased relatively homogenously by 0.56°C ± 0.03°C (mean ± SE) during 

the fire (Figure. 3.2C). During the post-fire summer, the difference in temperature 

between burned and reference pools indicated an average increase of 0.34°C ± 0.09°C 

in the burned region mean daily stream temperatures; however, there was a significant 

difference among burned pools (Figure. 3.2D and 3.3A, Table 3.2). For example, mean 

daily stream temperatures showed a relative increase of 0.6°C ± 0.03°C in pool 2 

compared to 0.04°C ± 0.05°C in pool 6 (Figure. 3.3A). Mean daily stream temperatures 

in the burned region were best explained by a multiple linear regression model that 

included the reference temperatures and factors for ‘‘Time,’’ ‘‘Pool ID,’’ and an 

interaction between ‘‘Time’’ and ‘‘Pool ID’’ (adjusted R2 > 0.95; Table 3.2). All factors 

were significant in the model (P < 0.05; Table 3.2). The top ranked model included two 

additional interaction terms (Table 3.1), but was more complex and only slightly more 

supported (∆AICc < 1), with a negligible change in explained variance (∆ adjusted R2 < 

0.001); thus, we used the simpler model that excluded uninformative parameters (Arnold 

2010). Lower ranked models were substantially less supported (∆AICc > 15) and were 

not considered in further analysis. 

Table 3.2. Regression coefficients obtained from the most parsimonious linear 
regression fit to estimate stream temperature change. 

Parameter Coefficient S.E. t P 
Intercept -1.37124 0.1755 -7.81 < 0.001 
Reference Temp 1.08065 0.01233 87.61 < 0.001 
Pre-Fire -0.60075 0.03421 -17.56 < 0.001 
Pool 1 -0.31614 0.03008 -10.51 < 0.001 
Pool 3 -0.12946 0.03008 -4.30 < 0.001 
Pool 4 -0.18643 0.03008 -6.20 < 0.001 
Pool 5 -0.25026 0.03008 -8.32 < 0.001 
Pool 6 -0.35941 0.03008 -11.95 < 0.001 
Pre-Fire: Pool 1 0.26311 0.04632 5.68 < 0.001 
Pre-Fire: Pool 3 0.19271 0.04632 4.16 < 0.001 
Pre-Fire: Pool 4 0.11176 0.04632 2.41 0.0162 
Pre-Fire: Pool 5 0.44549 0.04632 9.62 < 0.001 
Pre-Fire: Pool 6 0.56038 0.04632 12.10 < 0.001 
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Note: All pool specific levels of significance are based on the model confidence intervals 

and fit relative to Pool 2. 

 

Figure 3.3. Relationship between reference and burned pool (A) mean daily stream 
temperatures from the pre- fire (grey circles, July 8–August 11, 2009), 
during-fire (black circles, August 12–23, 2009) and the post-fire (white 
circles, July 15–August 31, 2010) time periods. Linear model fits (lines) are 
shown for the most (2) and least (6) burned pools. (B) The relationship 
between change in light flux and the estimated change in temperature for 
each burned pool. The line indicates the best linear model fit. (C) The 
relationship between proximity to burned vegetation or earth and change in 
light flux for each burned pool. We bound (B and C) the 95% CI of linear 
model fit with grey polygons and estimated (B) D degrees with error bars. 
Pool numbers (1– 6) are next to each data point in the plot. 

We observed increased instream light levels (lumen·m-2) during the post-fire summer 

(Figure. 3.4). During the wildfire our temperature and light data loggers were buried 
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beneath debris, which likely impeded light penetration to the data loggers. As such, we 

could not accurately measure the change in light during the wildfire. Within a few months 

following the wildfire most of the instream debris was transported downstream. The 

summer following the wildfire we measured an increase in the median light levels in the 

burned region and in the reference region to a lesser degree (Figure. 3.4B). The 

observed increase in the reference region median light levels was likely driven by one 

pool, where a redwood tree (Sequoia sempervirens) fell and opened the canopy. The 

flux in median light levels between the pre- and post-fire summers among burned pools 

was variable, ranging from approximately -410 to 2,150 lumen·m-2, and was associated 

with elevated mean daily stream temperatures (Figure. 4.3B). Specifically, we found a 

strong positive relationship between increased stream temperatures and light flux in 

burned pools (P < 0.01, adjusted R2 = 0.86; Figure. 4.3B). We observed more burned 

vegetation and fallen trees around pools that had a larger positive flux in light and 

change in water temperature. As well, we found that the proximity of burned vegetation 

or earth to the water’s edge in a burned pool was strongly and negatively related with 

light flux (P = 0.02, adjusted R2 = 0.76; Figure. 4.3C). 

 

Figure 3.4. Pre-fire, during, and post-fire instream light levels for the reference 
region (solid line), and the burned pools (broken lines). The date range and 
corresponding water temperatures during the Lockheed wildfire are bound 
by vertical dotted lines. The left panel (A) depicts the summer of the fire 
(2009), while the right panel (B) shows the summer after the fire (2010). 
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3.4.2. Salmonids and stream temperature 

The number and size of salmonids (O. mykiss) captured among regions in June and 

September varied (Table 3.3). In June 2010, we captured approximately 7% more fish in 

the burned region than in the reference region, and these fish were 15% longer and 46% 

heavier on average. In September 2010, the difference in the number of captured fish 

between regions increased to 58%. The increased difference between regions in 

September compared to June was due to a 28% increase and 14% decrease in 

captured fish in the burned and reference regions respectively. Although we captured 

more individuals in the burned region in September, the average length and mass of fish 

between regions was more similar in September compared to the average length and 

mass of fish in June (Table 3.3). We recaptured 8 of the 34-tagged fish from the burned 

region (mean individual mass change = -3.7% ± 8.8% [mean ± SD]; Table 3.3). The 

mass of 6 of these 8 recaptured fish decreased over the post-fire summer. In contrast to 

changes in individual fish mass, the mean fish mass in the burned region increased by 

approximately 14% between June and September. In the reference region, 2 of the 3 

recaptured fish gained mass (mean individual mass change = 9.9% ± 13.1%; Table 3.3). 

Similarly, the mean fish mass in the reference region increased by approximately 56% 

between June and September. 

The amount of prey found in O. mykiss stomachs differed between regions but not 

between survey months (Table 3.3). The average mass of stomach contents was 

influenced by individual O. mykiss with large prey items in their guts. For example, we 

found one fish in June with a 582 mg (dry mass) Pacific Giant Salamander 

(Dicamptodon spp.) in its stomach. After standardizing the mass of prey (mg) by fish 

mass (g), we found that both the mean and median amount of prey consumed per fish 

(prey (mg)·fish (g)-1) were similar between June and September within each region 

(Table 3.3). We found that the amount of prey consumed per fish in the burned region 

was significantly less compared to fish from the reference region (log(prey (mg)·fish (g)-1 

+ 1); GLM, P = 0.011; Figure. 3.5A). 
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Table 3.3. Summary statistics for salmonids captured during the electrofishing 
surveys in June and September 2010. Where applicable the mean (6 SD) 
across pools is reported. 

 Burned Region Reference Region 

Statistic June September June September 

Fish Captured 47 60 44 38 
Fork-Length (mm) 92.8 ± 39.9 99.6 ± 38.0 80.9 ± 34.0 97.6 ± 33.0 
Mass (g) 13.6 ± 17.8 15.5 ± 19.5 9.3 ± 10.2 14.5 ± 17.0 
Fish Tagged (N) 34 … 25 … 
Recaptured Fish (N)  … 8 … 3 
∆ Individual Mass (%) … -3.7 ± 8.8 … 9.9 ± 13.1 
Mean Prey (mg) 30.4 ± 114.8 13.6 ± 24.1 43.6 ± 136.6 27.6 ± 38.8 
Median Prey (mg) 6.7 4.6 10.6 13.1 
Prey (mg) per Fish (g) 0.99 ± 1.74 1.01 ± 2.09 2.03 ± 4.53 1.66 ± 1.94 

Note: Mean and median prey masses are dry weights of both terrestrial and aquatic 

sources found in the stomach contents. 

On average, the post-fire energy cost (R) for salmonids was 2.34% higher than pre-fire 

energy cost in the burned pools relative to the reference pools. The maximum predicted 

change in energy costs was in pool 2 at 4.0% (CI, 4.67–3.71%) and the smallest was in 

pool 6, where confidence limits overlapped with 0. Pools with larger post-fire 

temperature differences had kernel density distributions that were shifted towards larger 

increases in energy costs (Figure. 3.5B). Given that fish of different sizes have different 

energetic expenditures, the observed size distribution of fish also influenced the 

distribution of predicted changes in energy costs. For example, energetic costs in pool 2 

increased with fish size, estimated as an additional 0.19 kJ over the post-fire summer for 

a 1.1-g fish (5th percentile of fish size), 1.06 kJ for a 9.8-g fish (median fish mass), and 

4.96 kJ for a 70.1-g fish (95th percentile of fish size). Due to variation in temperature 

change and fish size, the estimated energetic costs to individual fish among all the 

burned pools ranged between 0.01 and 6.04 kJ. As such, we estimated that fish in the 

burned region needed to consume approximately 0.3–264.3 mg (dry mass) of additional 

prey over 48 days to offset those added metabolic costs, with larger fish burning more 

energy than smaller fish in the same water temperature and thus requiring more prey. In 

terms of prey items, 0.3–264.3 mg of prey (dry mass) equates to approximately 10 –

2,250 average-sized mayflies (Ephemeroptera spp.; Cummins and Wuycheck 1971, 

Benke et al. 1999; M. Beakes, unpublished data). 
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Figure 3.5. Kernel density distribution of (A) salmonid gut contents combined 
between sampling months for the reference region (dark grey polygon, n = 
48) and the burned region (light grey polygon, n = 72). This distribution 
shows variability across individuals; higher kernel density indicates more 
frequently observed stomach content measurements. (B) Kernel density 
distribution of estimated post-fire ∆ energy for each burned pool derived 
from R, the measured temperature change, and range of fish masses in the 
burned region. Thus, the observed size range of fish in the different pools 
drives the distribution in change in energy costs. Mean post-fire ∆ energy 
for each burned pool is marked by vertical lines and text. 

Within the burned region, total salmonid biomass change between June and September 

was negatively associated with increased post-fire summer energetic demands. Overall, 

we observed an increase in fish abundance and size between the electrofishing surveys 

in the burned region over the summer. However, specific pools had different patterns of 

change in total salmonid biomass, ranging from an increase of 78.7 g in pool 1, to a 

decrease of 41.9 g in pool 2 (Figure. 3.6). These post-fire changes in salmonid biomass 

were negatively correlated with the predicted metabolic cost of the pool (P = 0.034, 

adjusted R2 = 0.43; Figure. 3.6). We removed a single outlier pool from this analysis that 

had high residual variance (Studentized residual = -3.1); deviation from the model fit in 

this pool was driven by a single O. mykiss that was not recaptured in the September 

electrofishing survey and was the largest fish we observed during the course of this 

study. 
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Figure 3.6. Relationship between estimated energy cost of the pool and the 
observed change in salmonid biomass. Linear model fit and 95% CI (grey 
polygon) between energetic costs R for an average size fish (14.66 g) and 
over-summer change in salmonid biomass. Pool numbers (1–6) are next to 
each respective data point. The predicted change in energy costs scales 
with the size of each point except for pools added in 2010 summer (black), 
for which we could not estimate pre-fire costs. 

3.5. Discussion 

In a central California coastal stream we found that wildfire altered stream temperatures, 

which in turn led to elevated energetic needs for thermally-sensitive O. mykiss. Daily 

stream temperatures were 0.6°C warmer on average one year after the fire in the most 

intensely burned pool, relative to unburned regions. While this does not sound like much 

change, it is worth noting that this is the equivalent of approximately two decades of 

directional climate warming (Stefan and Preud’homme 1993, Meehl et al. 2007). We 

estimated that these shifts in relative temperature also increased bioenergetic costs for 

coldwater salmonids, and over the post-fire summer we observed that total salmonid 

biomass decreased the most in pools that had the highest energetic costs. Together, 

these data suggest that fire, through removing riparian vegetation, leads to increased 

light, thereby warming temperatures, which in turn drives local decreases in 

bioenergetically stressed salmonids. 

Our study illustrates how fine-scale heterogeneity in burn severity drives spatial variation 

in abiotic conditions. More severely burned pools had increased light, and this increased 

light was associated with relatively increased stream temperatures. Our results 
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corroborate observations from several other studies (e.g., Albin 1979, Amaranthus et al. 

1989, Royer and Minshall 1997, Hitt 2003, Dunham et al. 2007). For example, Isaak et 

al. (2010) estimated that 50% of the stream temperature warming within burned regions 

in Idaho, USA, could be accounted for by increased solar radiation associated with 

canopy and vegetation loss. Often, burn severity is measured on a categorical scale 

(e.g., moderate, stand replacing, etc.), which necessitates spatial averaging of fire 

intensity and implies a homogenous effect of the wildfire over large spatial scales. For 

example, based on the US Forest Service Burned Area Reflectance Classification 

(BARC) we would conclude that most, if not all, of our burned pools fell under the 

category of ‘‘moderate’’ burn severity, rendering the analysis presented in this study 

impossible. By integrating local measures of distance to burn in our analysis we have 

provided new empirical measures for how heterogeneity in burn intensity can generate a 

heterogeneous thermal environment even at small spatial scales. 

Our study illustrates how fire contributes to the temporal dynamics in stream abiotic 

conditions, over short time periods. The fire itself led to a short-term increase in 

temperature, and then the removal of riparian vegetation apparently led to increases in 

stream temperature that lasted for at least one year. Our evidence suggests that 

temperature is linked to light flux controlled by riparian vegetation. As streamside 

vegetation regenerates, stream temperatures will likely return to their pre-perturbed 

state, as suggested in previous research (Gresswell 1999, Dunham et al. 2007, Verkaik 

et al. 2013a). 

We estimated that energy costs increased by up to 4.0% in some burned pools, equating 

up to 6.04 kJ of added energetic expense for the largest fish over the post-fire summer. 

To offset these costs, individual fish would have to increase their prey consumption rate, 

lose energy reserves, or seek less energetically costly habitat. In general, prey available 

in the drift appears limited in California coastal streams during the summer and fall partly 

due to low base flows (e.g., Sogard et al. 2012), and our diet data indicate that most fish 

in the burned region were eating relatively little compared to fish in the reference region. 

Thermal heterogeneity caused by the wildfire was associated with shifts in O. mykiss 

biomass, perhaps due to individual mass loss, mortality, and potential emigration from 
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more energetically costly pools (Figure. 3.6). We suspect that insufficient prey 

consumption during the post-fire summer resulted in lost energy reserves for some fish. 

Negative summer growth estimates have previously been observed in this and other 

coastal California watersheds, reflecting overall poor growth conditions in the summer 

for age-1 and larger fish (Hayes et al. 2008, Sogard et al. 2009, Grantham et al. 2012). 

As such, this pattern of weight loss is not unique to the burned region of Scott Creek, but 

rather highlights that these populations must delicately balance energetic costs and 

energetic intake during the food-poor and warmer summer months. Some of the shifts in 

O. mykiss biomass we observed over the summer within burned pools and at the 

aggregate region scale may have also been influenced by movement. O. mykiss have 

been shown to move between habitats in search of more thermally suitable habitat on 

small spatial scales (Ebersole et al. 2001) or to habitats such as riffles where rates of 

prey delivery are greater (Smith and Li 1983). However, O. mykiss movement on large 

spatial scales can be limited in California coastal watersheds during the summer (Hayes 

et al. 2011). Resource limitation can lead to increased antagonistic behavior and 

territoriality (Grant and Kramer 1990, Keeley 2001, Harvey et al. 2005, Sloat and 

Osterback 2013), driving size-selective movement or mortality where smaller individuals 

perish or are forced to emigrate from resource limited habitats (e.g., Keeley 2001). 

Indeed, studies have shown that warm summer water temperatures can drive changes 

in the abundance and distribution of salmonids (Sestrich et al. 2011, Sloat and 

Osterback 2013). Although water temperatures throughout Scott Creek during and after 

the wildfire were well within the thermal limits of O. mykiss, our results do suggest that 

small-scale changes in temperature can influence these fish. 

The effects of wildfire on water temperature and fish are likely seasonally dynamic. In 

contrast to the dry, food-poor summer months, food availability and growth of both age-1 

and young-of-year California coastal salmonids generally increases in the winter and 

spring (Hayes et al. 2008, Sogard et al. 2009, 2012). Historically, however, winter/spring 

water temperatures in the upper watershed and in the burned region of Scott Creek fall 

several degrees below the optimal temperatures for O. mykiss food consumption and 

growth (Myrick and Cech 2000, Hayes et al. 2008, Sogard et al. 2012). If wildfire 

increases stream temperatures throughout the year, we hypothesize that wildfire may 

improve growth conditions in the food-rich winter and spring. 
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We focused on salmonids, their energetics, and their abiotic environment, but wildfire 

can also simultaneously affect other aspects of stream ecology. Generally, wildfire is 

considered to be among the most important forms of natural disturbance, with multiple 

direct and indirect affects on aquatic ecosystems (Gresswell 1999, Malison and Baxter 

2010a, Verkaik et al. 2013a). For instance, wildfire can act as a fertilizing agent in 

aquatic ecosystems. By burning vegetation in the riparian zone and surrounding areas, 

wildfires can increase nutrient availability and light, which subsequently stimulates 

primary production (Minshall et al. 1989, Gresswell 1999, Dunham et al. 2003, Verkaik et 

al. 2013a). In some aquatic systems, wildfires lead to greater benthic invertebrate 

production (e.g., Malison and Baxter 2010). Alternatively, many studies report that 

benthic macroinvertebrate production remains unchanged or declines initially and 

returns to pre-fire levels within a few years post-fire (reviewed by Minshall 2003, Verkaik 

et al. 2013). The production of invertebrate prey naturally fluctuates seasonally in burned 

and unburned watersheds, although peak production may become asynchronous 

relative to neighboring unburned systems (Malison and Baxter 2010b). As such, the 

long-term effects of the Lockheed wildfire on stream temperatures and fish in Scott 

Creek will likely be dependent on within season changes to the prey base and water 

temperature. 

Wildfire and climate warming can act in concert to warm waters. Small or isolated 

populations of coldwater species will be disproportionately affected by warming 

temperatures, especially those near the limits of their distribution (Isaak et al. 2010, 

Wenger et al. 2011). The net effect of wildfire on stream temperatures and fish will likely 

be spatially variable. Stream temperatures will increase more in areas of a watershed 

more intensely burned relative to those less intensely burned. As well, warming waters 

during food-poor seasons will carry greater bioenergetic costs, whereas warming during 

food-rich seasons may produce bioenergetically favorable conditions for accelerated 

growth. Our study illustrates how wildfire can drive short-term, highly localized increases 

in stream temperature with associated effects on the bioenergetics and distribution of 

salmonids. More generally, our study highlights the importance of considering the fine-

scale impacts of large-scale disturbances on the thermal environments of aquatic 

ecosystems. 
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4. Seasonality, wildfire, and shifting food webs 
in a coastal stream3 

4.1. Abstract 

Wildfire has increased in duration and frequency by nearly four-fold in Western North 

America over the last two decades. Our appreciation of wildfire as a principal driver of 

change in recipient ecosystems has grown with our knowledge of the myriad effects 

wildfire has on terrestrial and aquatic systems. In this study, we examined stream 

ecosystem elements that are putatively linked with terrestrial ecosystems in burned and 

unburned reference regions of a California coastal watershed for one year following a 

wildfire. Specifically, we measured seasonal changes in nitrate (µM NO3-), suspended 

fine particulate organic matter (FPOM; cg·L-1), δ13C and δ15N stable isotopes, 

invertebrate abundance and biomass, and Steelhead/Rainbow Trout (Oncorhynchus 

mykiss) inferred diet composition. In the burned region, we observed increased nitrate 

(244%) and fine particulate organic matter (44%) concentrations compared to the 

reference region, with these increases primarily associated with rainstorms. We also 

found enriched δ13C and δ15N levels in aquatic invertebrate and dissimilar seasonal 

isotope patterns in the burned region relative to the reference region. There were clear 

seasonal differences in terrestrial and aquatic invertebrate abundance and biomass but 

no differences between burned and reference regions. However, Bayesian stable 

isotope mixing models illuminated differences across seasons and between the burned 

and reference regions in inferred O. mykiss diets, with higher trophic level prey 

contributing more to diets in the burned compared to the reference region. This study 

suggests that fire can drive short-term changes stream food webs, but that the 

 
3 A version of this chapter is in preparation for publication with the following coauthors: Moore, 

J.W., Cois, C., Collins, A., Retford, N., Twardochleb, L., Hayes, S.A., and Sogard, S.M 
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magnitude of this type of disturbance may be relatively minor compared to the 

underlying seasonal changes. 

4.2. Introduction 

The frequency and duration of large wildfires in Western North America has increased 

by nearly four-fold over the last two decades (Westerling et al. 2006). Under current 

IPCC climate scenarios, the frequency and duration of wildfires in North America is 

expected to continue increasing (Running 2006, Meehl et al. 2007). For example, wildfire 

burn areas are predicted to increase by an additional 78% - 118% over the next century 

in Canada (Flannigan et al. 2005). Over the last four decades we have acquired 

considerable knowledge of the myriad effects wildfire has on terrestrial and aquatic 

systems (e.g., Attiwill 1994, Turner and Romme 1994, Gresswell 1999, Bisson et al. 

2003, Dunham et al. 2007, Verkaik et al. 2013). As a result, wildfire is now recognized as 

a principal driver of change in stream and river ecosystems (Malison and Baxter 2010a). 

Wildfire can alter key controls of ecosystems and food webs. By burning riparian 

vegetation and forests adjacent to lotic ecosystems, wildfire has been shown to increase 

the availability of light and nutrients (Gresswell 1999, Wan et al. 2001, Spencer et al. 

2003, Verkaik et al. 2013a) which can limit primary production. In some cases, 

phosphate and nitrate concentrations have increased up to 60-fold above background 

levels during large wildfires (Spencer et al. 2003). The effects of wildfire can also alter 

the abundance or distribution of invertebrate and fish predators (Malison and Baxter 

2010b, Sestrich et al. 2011, Beakes et al. 2014), of which some have the capacity to 

restructure stream and forest food webs through top-down forcing (e.g., Baxter et al. 

2004). As well, recent research suggests that wildfire may alter terrestrial carbon and 

invertebrate prey subsides to streams (e.g., Jackson et al. 2012). However, relatively 

few studies have examined the effects of wildfire on terrestrial-aquatic linkages and 

subsidies (Bisson et al. 2003, Dwire and Kauffman 2003, Malison and Baxter 2010a).  

The contribution of terrestrial resources to headwater streams is particularly prevalent as 

forests, riparian zones, and streams are tightly coupled (Vannote et al. 1980, Naiman 

and Henri 1997). In some cases, terrestrial nutrient and organic material inputs far 
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surpass instream production and availability (Fisher and Likens 1973, Boling et al. 1975, 

Polis et al. 1997). For example, Minshall (1967) found that 50-100% of herbivorous and 

omnivorous primary consumer diets in a small woodland creek were comprised of 

allocthonous organic material. Predatory stream fishes can also derive significant energy 

subsidies from terrestrial ecosystems, which can influence their growth and abundance 

(Nakano et al. 1999, Kawaguchi et al. 2003, Erős et al. 2012, Inoue et al. 2013). In some 

cases concerning trout and salmon, over 50% of the annual energy budget is obtained 

from seasonally available terrestrial arthropods (Wipfli 1997, Nakano and Murakami 

2001, Kawaguchi and Nakano 2001, Baxter et al. 2005, Wipfli and Baxter 2010, Inoue et 

al. 2013). Thus, we might predict that fire can dramatically alter food webs in headwater 

streams by disturbing riparian ecosystems. 

Perturbing forests and riparian zones can alter terrestrial resource subsidies in adjoining 

stream ecosystems. For example, wildfires can drive pulses of nutrients and organic 

matter into the streams of burned watersheds (Minshall et al. 1989, Gresswell 1999, 

Verkaik et al. 2013a). Inoue et al. (2013) found that terrestrial arthropod biomass 

available to Masu Salmon (Oncorhynchus masou) was 1.9-4.4 times higher in an intact 

forest compared to recently clear-cut sites in Shikoku, southwestern Japan. Similar 

effects were observed in watersheds naturally perturbed by wildfire, where Rainbow 

Trout (Oncorhynchus mykiss) stomach contents contained significantly greater 

proportions of aquatic prey sources and lower terrestrial sources on average in burned 

compared to unburned systems (Koetsier et al. 2007). However, it is important to note 

that the difference in terrestrial subsidies between the perturbed and intact forests 

reported in the studies above was mediated by underlying seasonal patterns of 

terrestrial subsidy availability (Nakano and Murakami 2001, Baxter et al. 2005).  

Stream food webs can be structured by seasonal fluctuations in abiotic drivers, 

especially in the fire-prone landscapes of Mediterranean climate ecosystems (Gasith 

and Resh 1999, Power et al. 2008, Verkaik et al. 2013a). Streams in Mediterranean 

climates regularly experience both extreme flooding and droughts during the 

characteristically wet winters and dry summers (Gasith and Resh 1999). These seasonal 

disturbances can drive dramatic shifts in biological communities and food webs 

(McElravy et al. 1989, Power et al. 2008, 2013). For example, in California’s South Fork 
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Eel River, bed-scouring winter floods can reduce the density of the river’s dominant 

invertebrate grazer by up to two orders of magnitude resulting in large algal blooms the 

following summer (Power et al. 2008). As such, the biota and food webs that typify 

Mediterranean streams represent artifacts of historic disturbances. Thus, examining the 

effects of other perturbations such as wildfire relative to seasonal disturbances provides 

a context for comparing the magnitude of their effects and their relative importance as 

drivers of stream ecosystem change.   

In this study we aimed to compare the relative influence of seasonality and wildfire on a 

Mediterranean climate stream food web. Specifically, we examined seasonal changes in 

nutrients, organic matter, δ13C and δ15N stable isotopes of primary and secondary 

consumers, invertebrate abundance, and Steelhead/Rainbow Trout (Oncorhynchus 

mykiss) diet composition in Scott Creek, a central California coastal watershed perturbed 

by wildfire. Using pre-fire data, and data collected in burned and unburned reference 

regions of the watershed over one post-fire year we ask, what is the relative influence of 

seasonality and wildfire on food webs and stream subsidies in Scott Creek? Specifically, 

our study was focused on four interrelated sets of response variables: 1) concentrations 

of nitrate and fine particulate organic matter, 2) the relative abundance and biomass of 

terrestrial and aquatic invertebrates, 3) isotopic signatures of sources and consumers, 

and 4) estimated contributions of terrestrial and aquatic prey sources to O. mykiss diets. 

This study provides insight into the effects of wildfire on basal resources, prey availability 

for fishes, and terrestrial subsidies in a California coastal stream. 

4.3. Materials and Methods 

4.3.1. Study system 

The Lockheed wildfire burned approximately 41% (32 km2) of the Scott Creek watershed 

from August 12 - 23, 2009 (Beakes et al. 2014; Figure 4.1). Scott Creek is a 

precipitation-dominated central California coastal stream that drains 78 km2 of the Santa 

Cruz Mountains into the Pacific Ocean and contains Endangered Species Act–listed 

Steelhead/Rainbow Trout (listed as threatened) and the southernmost population of 
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Coho Salmon (O. kisutch, listed as endangered). The drainage area, mean annual 

discharge, riparian vegetation, and fish communities of Scott Creek are similar to other 

small coastal streams in California (Sogard et al. 2012). We focus on eleven stream 

pools within the burned area (Figure. 4.1, Big Creek tributary; mean pool length 10.4m ± 

3.2m SD, depth 0.9m ± 0.3m SD) and eight stream pools located at least one kilometer 

outside the burn perimeter (Figure. 4.1, Upper Scott Creek; mean pool length 11.6m ± 

5.1m SD, depth 0.7m ± 0.4m SD). Prior to the wildfire, the pools in the burned and 

reference regions had similar canopy cover and morphology, and they were located in 

tributaries with similar aspect and catchment areas (Beakes et al. 2014; Figure 4.1). 

Thus, the burn pattern provided a contrast within a watershed to examine the effects of 

wildfire on stream food webs and terrestrial subsidies in a representative California 

coastal stream. 

The main contrasts of our study were the differences across season and across burned 

and reference regions. We collected data over 16 months from September 2009 to 

December 2010 starting immediately after the August 2009 wildfire. The frequency of 

sampling varied among nutrients, organic matter, δ13C and δ15N stable isotopes, and 

invertebrate abundance. We used pre-fire isotope data taken from O. mykiss tissues 

samples (2006) to examine pre-fire O. mykiss inferred diet composition. However, we 

did not have pre-fire isotope data for potential prey sources from the same year and 

season (2006, fall) so we used post-fire isotope data for prey sources taken from the 

reference region as a substitute. We assumed post-fire isotope signatures of prey 

sources in the reference region were similar to pre-fire isotope signatures of prey 

sources in the burned region. Differences across burned and reference regions were 

interpreted as potential effects of fire. We note that we have replication within each of 

these regions, however, without pre-fire data for both regions it is possible that the 

observed differences across regions were due to historic differences rather than the fire 

disturbance.  
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Figure 4.1. Map of Scott Creek, California, and study sites (white circles) in the 
burned and reference regions. The burn extent of the Lockheed wildfire 
(2009) is outlined in a white-hatched polygon. 

4.3.2. Nitrate and suspended fine particulate organic matter 

We sampled water in the burned and reference region to examine spatiotemporal trends 

in several key basal food web resources. Specifically, we analyzed water for 

concentrations of nitrate (µM NO3-) every month from September 2009 to December 

2010, and suspended FPOM (cg·L-1) from September 2009 to May 2010. In addition to 

monthly samples, water samples were collected before, during, and after rainstorms to 

capture changes due to run-off. We note that there are other important basal food web 

resources such as nitrite and phosphorous, and organic carbon from course and fine 
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particulate matter in the benthos. However, time and resource restrictions limited our 

study focus to nitrate and suspended FPOM, both of which are likely to respond to 

perturbations driven by wildfire (Gresswell 1999, Verkaik et al. 2013a). 

For nitrate analysis, we collected duplicate 150 ml water samples on a monthly schedule 

from September 2009 through October 2010. Samples were collected at depths of 

approximately 30 cm from the surface in triple rinsed high-density polyethylene (HDP) 

jars and stored on ice for transportation from the field. In the laboratory, particulate 

matter was removed by pumping water through 47mm GF/F filters (Whatman; pore size 

= 0.7 µm) into a 500 ml Erlenmeyer flask that was triple rinsed between samples with 

deionized water. We transferred filtered water samples to acid-rinsed HDP jars and 

stored them at -20°C until processing. Samples were analyzed for nitrate using a 

QuickChem 8000 Flow Injection analyzer (Lachat Instruments). 

We measured suspended FPOM (cg·L-1) in the burned and reference region on a 

monthly schedule from September 2009 to May 2010. Water samples (1-3 L) were 

collected in the same locations that water samples were taken for nitrate analysis. We 

filtered a known volume of water through burned (550°C) and pre-weighed 47mm GF/F 

filters (Whatman; pore size = 0.7 µm). We then dried the filters at 50°C, weighed them to 

the nearest microgram, and burned them a second time at 550°C to incinerate organic 

material. Burned samples were reweighed and organic mass was estimated as the 

difference between dried and ash-free dry mass. Data were log transformed (+1) prior to 

analysis to meet the assumptions of normality. Seasonal and regional differences in 

nitrate concentration and suspended FPOM were examined with a two-way analysis of 

variance (ANOVA) in program R (R Development Core Team 2013). 

4.3.3. Terrestrial and aquatic invertebrate abundance and biomass 

We collected terrestrial and aquatic macroinvertebrates over the first post-fire year in the 

burned and reference region to estimate seasonal changes in relative prey abundance 

and composition. Macroinvertebrate samples were collected at the pool level in each 

region in December 2009, February, May, July, and October 2010. We passively 

collected terrestrial macroinvertebrates infall using pan traps set streamside of each 
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pool. Each trap was made from clear 27 L storage containers (Sterilite corp.) with an 

approximate surface area of 0.24 m2. Each trap was filled to approximately 25% with 

stream water and 2-3 drops of unscented biodegradable soap to break surface tension. 

Within each region, all traps were deployed and collected after 5 days of sampling on 

average (± 3 days SD). The contents of each trap were strained through a 500 µm mesh 

lined funnel into individual 90 ml polypropylene specimen containers (Starplex Scientific 

Inc.). 

We collected aquatic macroinvertebrates at the head and tail of each pool using a 

Surber stream bottom sampler with a 0.31 m x 0.31 m quadrate frame and 500 µm mesh 

net. Substrate within the Surber quadrate was scrubbed by hand to dislodge 

macroinvertebrates. Once cleared of larger substrate, we thoroughly agitated bottom 

sediment within the Surber quadrate to stir-up the remaining benthic macroinvertebrates 

into the drift and Surber net. The net contents were spread onto a sorting tray, where we 

cleaned and removed small rocks and debris prior to straining the sample through a 500 

µm mesh sieve and transferring it to individual 90 ml polypropylene specimen 

containers. 

Terrestrial and aquatic invertebrate samples were stored in 75% ethanol prior to 

identification and processing. We counted all invertebrates in each sample and identified 

taxa to order, and individuals from Arachnida and Annelida to family. We measured the 

length of up to 20 individuals from each taxonomic group within a sample. Using the 

averaged length-mass relationships for taxa reported in Benke et al. (1999), length 

measurements were converted to estimates of dry mass; unmeasured individuals were 

assigned a pool/taxa-specific mean dry mass. We calculated daily terrestrial invertebrate 

biomass infall flux by dividing the estimated dry mass by the incubation time of each 

sample. Limited time and resources precluded the identification of invertebrates to a 

finer taxonomic resolution and measurement of more than 20 individuals of each 

taxonomic group within a sample. As such, our analyses related to differences in 

invertebrate abundance, biomass, and community composition in the burned and 

reference region are relatively course and should be interpreted with caution. Data were 

log transformed (+1) prior to analysis to meet the assumptions of normality. We analyzed 

seasonal and regional differences in invertebrate abundance with a two-way analysis of 
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variance (ANOVA). We compared the relative homogeneity of invertebrate communities 

between the burned and reference region based on Shannon beta diversity (Jost 2007) 

using the “vegetarian” package in program R (R Development Core Team 2013). In this 

analysis we estimated a scalar between zero and one of community similarity, where 

zero indicates that the invertebrate communities are distinct and one indicates that the 

communities are identical. We used bootstrapping to estimate uncertainty around 

relative community homogeneity calculations.  

4.3.4. Stable isotope analysis 

Stable isotope analyses have enabled ecologists to infer potential food web interactions 

within and between ecosystems (Martínez del Rio et al. 2009).  For example, Bayesian 

stable isotope mixing models quantitatively assign the proportional contributions of 

several sources to consumers within a food web (Phillips and Gregg 2003, Moore and 

Semmens 2008). This class of stable isotope models has been used to examine food 

web interactions within and between terrestrial and aquatic ecosystems (e.g., Sanzone 

et al. 2003, Paetzold et al. 2005, Moore et al. 2012). However, mixing models partly 

depend on temporally accurate estimates of stable isotope signatures for sources and 

consumers (Woodland et al. 2012b, 2012a).  

In this study, we used δ13C and δ15N stable isotopes to examine changes in isotopic 

signatures of terrestrial macroinvertebrates and aquatic macroinvertebrates in the 

burned and reference regions over time. Isotope samples of terrestrial 

macroinvertebrates were collected in September 2009, July and October 2010. Isotope 

samples of aquatic macroinvertebrates were collected in September 2009, March, July, 

and September 2010. We note that the collection of isotope samples immediately after 

the wildfire in 2009 was spatially and temporally restricted relative to later collection 

dates due to safety concerns in the burned region. In particular, the collection of 

terrestrial macroinvertebrate stable isotopes in September 2009 was limited to one 

sample within each the burned and reference region. These data were used as potential 

prey sources in a stable isotope mixing model for O. mykiss (see below). All samples 

used for isotope analysis were dried at 50°C prior to analysis. We haphazardly removed 

a subsample of terrestrial and aquatic macroinvertebrates from pan traps and Surber 
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samples taken over the first post-fire year from several pools in each region for isotope 

analysis. Aquatic invertebrates from the July and September 2010 samples were 

identified to the family level and analyzed at these taxonomic groupings. In addition, we 

partitioned invertebrates from the July and September 2010 samples into functional 

feeding groups based on their taxonomic grouping (Barbour et al. 1999, Tomanova et al. 

2006, Thorp and Covich 2009) and examined changes in isotope signatures between 

the summer and fall one year after the fire. For samples from other months, small 

invertebrates were aggregated to meet a target sample weight of approximately 1 mg 

dry mass, and larger invertebrates were homogenized with a mortar and pestle, with ~1 

mg withdrawn for isotope analysis.  

We used δ13C and δ15N stable isotopes to examine changes in isotopic signatures of O. 

mykiss in the burned and reference regions over time. O. mykiss fin tissue samples were 

collected in September and October 2009 (after the August 12, 2009 wildfire), and in 

March, June, July, and September 2010. A small piece of fin tissue was removed from 

the upper lobe of caudal fins from O. mykiss greater than 35 mm fork length (FL). Fin 

tissue was stored in polyethylene vials and dried at 50°C prior to analysis. Samples that 

weighed less than 1mg (dry mass) were used whole; otherwise we took a subsample 

from each sample for analysis. These data illuminate shifts in isotope signatures of O. 

mykiss over time and also provide the isotopic signature of consumers for a Bayesian 

mixing model analysis. 

Baseline pre-wildfire O. mykiss tissue samples were collected in fall 2006 in both the 

burned and reference regions. Tissue samples were taken from the left side above the 

lateral line and below the dorsal fin. Samples were freeze dried for 24 hours to rid 

samples of excess water and lipids extracted a Dionex ASE-200 Accelerated Solvent 

Extractor; lipids sequester lighter isotopes of carbon that potentially bias the isotopic 

signatures towards lower trophic levels. Samples were homogenized with a mortar and 

pestle and approximately 70 mg was used for isotope analysis. Baseline samples were 

analyzed at the University of California, Santa Cruz for δ13C and δ15N using a using 

Finnigan Delta Plus XT and 1108 Elemental Analyzer in which the eluted gas was 

analyzed to determine the isotopic ratios.  
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Post-fire invertebrate and O. mykiss tissue samples were sent to the Stable Isotope 

Facility at the University of California Davis, USA, where they were analyzed for δ13C 

and δ15N using a using a PDZ Europa ANCA-GSL elemental analyzer interfaced to a 

PDZ Europa 20-20 isotope ratio mass spectrometer (Sercon Ltd., Cheshire, UK). 

Samples were compared to at least two international standards including nylon, bovine 

liver, and USGS-41 glutamic acid and air to account for calibration, machine drift, and 

quality control.  The facility reports measurement error of this analysis as having a long-

term standard deviation of 0.2 ‰ δ13C and 0.3 ‰ δ15N. Tissue with higher per mil of the 

heavier isotopes is considered enriched, while lower per mil is depleted. Invertebrate 

samples were stored in 75% ethanol, which is known to cause isotope fixation, so we 

subtracted a constant correction factor of 0.39 ‰ from δ15N and 1.18 ‰ from δ13C since 

we did not have information of C: N values prior to fixation (Ventura and Jeppesen 

2009). 

Isotope ratios are expressed in parts per thousand (0/00) from standard references, 

(Vienna Peedee belemnite for carbon39 and nitrogen from the atmosphere for 

nitrogen40) set at a value of 0 0/00 by the following convention delta notation (Eq 4.1): 

𝛿𝑅 = [(𝑅!"#$%&)/(𝑅!"#$%#&%)   − 1]×10! 

Where R is 13C/12C or 15N/14N.  Rsample is the ratio of heavy to light isotope in the sample 

and Rstandard is the ratio for the standard. 

We used a two-way ANOVA to compare mean changes in seasonal δ13C and δ15N 

signatures of terrestrial and aquatic invertebrates among regions. Data were log 

transformed (+1) prior to analysis to meet the assumptions of normality. We used 

Tukey’s Honestly Significant Difference (HSD) where multiple comparisons were made.  

We used circular statistics to analyze directional changes in the stable isotope 

signatures of aquatic invertebrate functional feeding groups and O. mykiss between the 

summer and fall, 2010 (Zar 1999, Schmidt et al. 2007). This class of statistical analyses 

is generally used to examine circular data distributions such as compass directions or 

times of day. Here we calculated the change in mean δ15N and δ13C between the 

summer and fall 2010 of aquatic invertebrate functional feeding groups within each 
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region, and O. mykiss within each pool. The null expectation is that the direction of 

change is statistically uniform (i.e., all directions are equally probable) compared to the 

alternate hypothesis that change occurred in a consistent direction. We centered the 

summer isotope values on 0 and differenced the fall values to calculate circular vectors 

of change where δ15N (y axis) and δ13C (x axis) were either enriched or depleted from an 

origin of 0. We analyzed these data with Rayleigh’s test, which examines the distribution 

of angular vectors (Zar 1999). With this test statistic we ask if the mean angle of isotopic 

change is homogeneous (Zar 1999). A significant result implies that the distribution of 

isotopic change between summer and fall is non-random among functional feeding 

groups or O. mykiss within different pools.  

We used a Bayesian isotope mixing model (MixSIAR v1.2; Moore and Semmens 2008, 

Stock and Semmens 2013) to estimate the seasonal contribution of terrestrial and 

aquatic C and N sources to O. mykiss inferred diets and to estimate variation in inferred 

diet within each region and season at the individual and pool levels. In these analyses 

we assume there is no lag in time between the isotope signature of sources within time 

periods and isotope assimilation by consumers. We focused on isotope samples taken in 

the fall 2009 (September, October) following the wildfire and summer (June, July) and 

fall 2010 (September, October), one year after the fire. We also analyzed O. mykiss 

isotope samples from the burned region that were collected for an unrelated project in 

fall 2006. These pre-fire data provide insight into the contribution of terrestrial and 

aquatic C and N sources to O. mykiss inferred diets prior to the disturbance. 

Source and consumer isotope samples were paired by region and time period for 

Bayesian mixing models when possible. We used aquatic and terrestrial 

macroinvertebrates and small O. mykiss (< 65 mm FL) as possible sources and 

considered all O. mykiss as consumers. We note that signal crayfish (Pasifastacus 

leniusculus) and Pacific giant salamanders (Dicamptodontidae spp.) were found in O. 

mykiss diet contents during this study (Beakes et al. 2014; M. Beakes, unpublished 

data), and that crayfish and giant salamanders have δ13C and δ15N isotopic signatures 

similar to the small O. mykiss in this study (Bondar et al. 2005, Sepulveda et al. 2012). 

However, we did not have the stable isotope data for these species and therefore cannot 

distinguish them from O. mykiss as potential sources in mixing model analysis. We 
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assumed a δ13C trophic discrimination factor for O. mykiss of 1.9 ± 1.02 ‰ (average ± 

SD) and a δ15N discrimination factor of 3.2 ± 0.4 ‰ (McCutchan et al. 2003). Pre-fire 

source isotope data were not available from fall 2006. As such, for pre-fire mixing model 

analysis we used the mean and SD of sources from the post-fire fall (2009) reference 

region samples. Due to limited data in fall 2009 for both terrestrial sources and prey fish 

sources (O. mykiss < 65 mm FL), we used SD of δ13C and δ15N from the 2010 fall 

reference region samples. For fall 2009 mixing model analysis, we paired source and 

consumer data within each region, again using SD values of terrestrial and fish prey 

δ13C and δ15N from the fall 2010 samples. For summer and fall 2010 mixing model 

analysis, we paired source and consumer data within the burned and reference regions. 

We used a hierarchical model structure including both residual and process error terms, 

and coded individual fish and pools as random variables (Semmens et al. 2009, Parnell 

et al. 2010, 2013). MCMC sampling was conducted for each model using three 75,000 

iteration chains in JAGS via R (R Development Core Team 2013) with a burn-in period 

of 25,000 iterations, retaining every 25th sample, to generate a posterior density 

composed of 6,000 draws. We ran Gelman-Rubin, Heidelberger-Welch, and Geweke 

diagnostics to ensure the MCMC chains converged on a posterior distribution for model 

parameters. We report the median parameter estimate with the credible interval. The 

credible interval represents the region of the posterior distribution that contains a 

specified percentage of the probability of the distribution (e.g., 75%) that is bounded by 

values of equal probability (Bolker 2008).  

4.4. Results 

4.4.1. Nitrate and suspended fine particulate organic matter 

There were significantly higher levels of nitrate (µM NO3-) in the burned region (ANOVA; 

F1,46 = 7.65, P < 0.01; Figure 4.2A). The median concentration of nitrate was 244% 

higher in the burned region compared to the reference region over the first post-fire year. 

The median concentration of FPOM was 44% higher in the burned region relative to the 

reference region. However the difference in FPOM (cg·L-1) between the burned and 
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reference region was not significant (ANOVA; F1,23 = 0.54, P > 0.05; Figure. 4.2B). The 

larges differences in nitrate (µM NO3-) and FPOM (cg·L-1) between the burned and 

reference region were measured in the samples collected during and after rainstorms, 

and presumably due to increased runoff.  

 

Figure 4.2. Change in nitrate concentration (A), and suspended fine particulate 
organic matter concentration (FPOM; B) over time following the 2009 
Lockheed wildfire. Error bars encompass the range of observed values. 

 

4.4.2. Terrestrial and aquatic invertebrate abundance and biomass 

Terrestrial infall varied by season (Figure 4.3A), but the invertebrate community 

compositions were similar among seasons, burned and reference regions (Table 4.1). 

Within each region, the relative community homogeneity between sampling months was 

0.85 (± 0.05 95% CI) in the burned region, and 0.71 (± 0.04 95% CI) in the reference 

region. The relative community homogeneity between regions was 0.91 (± 0.02 95%CI) 
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with all monthly samples combined.  Over 91% of the terrestrial invertebrate abundance 

was composed of the Arachnida class, and Coleoptera, Collembola, Diptera, 

Homoptera, Hymenoptera, Lepidoptera, Megaloptera, and Psocoptera orders (Table 

4.1). The overall flux of terrestrial biomass infall between the burned and reference 

regions was not significantly different (ANOVA; F1,76 = 0.27, P > 0.05). As well, we did 

not observe significant differences between regions in terrestrial biomass infall flux within 

sampling months (Tukey HSD; P > 0.05). Terrestrial infall (mg·m-2·d-1) did vary 

significantly among seasons in both regions (ANOVA; F4,76 = 8.37, P < 0.001; Figure 

4.3A), such that the terrestrial in-fall generally increased from winter to fall and was 

highest in October (Figure 4.3A). We also found a significant interaction between 

sampling month and region (ANOVA; F4,76 = 0.69, P = 0.053), indicating that the effect of 

season on terrestrial in-fall flux differed significantly between regions. This result was 

partly driven by relatively larger seasonal changes in terrestrial in-fall in the burned 

region compared to the reference region (Figure 4.3A). 

Aquatic macroinvertebrate abundance varied by season (Figure 4.3B), but the 

invertebrate communities were relatively homogeneous between sampling months and 

between regions  (Table 4.2). Within each region, the relative community homogeneity 

between sampling months was 0.88 (± 0.01 95% CI) in the burned region, and 0.85 (± 

0.02 95% CI) in the reference region. The relative community homogeneity between 

regions was 0.92 (± 0.01 95%CI) with all monthly samples combined.  Over 88% of 

aquatic invertebrate abundance was composed of Diptera, Ephemeroptera, Plecoptera, 

and Trichoptera orders. We did not observe a significant difference in aquatic 

invertebrate biomass between the burned and reference regions overall (ANOVA; F1,176 

= 2.85, P > 0.05). As well, we did not observe significant differences between regions in 

aquatic invertebrate biomass within sampling months (Tukey HSD; P > 0.05). Similar to 

terrestrial infall flux, we found a significant seasonal difference in aquatic invertebrate 

biomass (ANOVA; F4,176 = 3.21, P < 0.05; Figure 3B), such that aquatic invertebrate 

biomass was higher in the summer and fall (i.e., June and Oct) compared to the winter 

and spring (i.e., Dec, Feb, and May). The seasonal patterns in aquatic invertebrate 

biomass did not significantly differ between regions (ANOVA; interaction F4,176 = 1.42, P 

> 0.05). 
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Table 4.1:  Summary table of dominant terrestrial invertebrates reported as N·m-

2·d-1 at the pool level (mean ± SD) during each sampling event in the burned 
and reference region. Note: We mark samples with an * where the number 
of individuals collected was insufficient for calculating pool level variance 
(SD). 

Taxa 2009  2010  

Region December February May July October 

Arachnida      
 Burned 1.2 ± * 0.6 ± 0.2 2.0 ± 1.1 1.8 ± 0.7 2.2 ± 1.3 
 Reference 2.6 ± 3.3 1.8 ± 1.5 2.7 ± 1.5  2.8 ± 1.1  6.8 ± 9.9 
Coleoptera      
 Burned 1.0 ± 0.3 0.9 ± 0.6 7.3 ± 3.3 5.5 ± 4.1 7.0 ± 5.2 
 Reference 1.4 ± 0.6 1.5 ± 1.5 7.9 ± 4.9 3.4 ± 1.8 8.3 ± 5.2 
Collembola      
 Burned 0.6 ± * 0.8 ± 0.5 5.2 ± 3.3 3.2 ± 2.1 6.4 ± 3.1 
 Reference 1.2 ± 0.5 1.1 ± 0.5 2.1 ± 1.1 2.1 ± 0.8 2.8 ± 1.2 
Diptera      
 Burned 0.7 ± 0.3 0.5 ± 0.2 5.2 ± 1.8 5.0 ± 2.5 3.6 ± 2.2 
 Reference 2.1 ± 1.6 1.3 ± 1.2 4.8 ± 2.7 3.9 ± 2.0 8.3 ± 6.2 
Homoptera      
 Burned 0.6 ± * 0.6 ± 0.2 4.2 ± 4.6 4.4 ± 2.7 2.8 ± 1.7 
 Reference 0.9 ± 0.4 0.4 ± * 3.1 ± 2.0 3.0 ± 1.8 5.2 ± 4.0 
Hymenoptera      
 Burned 0.6 ± * 0.6 ± 0.2 2.5 ± 0.6 3.2 ± 3.0 4.9 ± 6.7 
 Reference … 0.4 ± * 1.0 ± * … 3.1 ± 1.7 
Lepidoptera      
 Burned 0.6 ± * 0.6 ± 0.2 4.4 ± 1.8 3.9 ± 2.5 3.5 ± 2.3 
 Reference 1.3 ± 0.5 0.9 ± 1.1  4.7 ± 3.1 1.4 ± * 6.8 ± 5.3 
Megaloptera      
 Burned 0.7 ± 0.3 0.5 ± 0.2 4.7 ± 1.7 3.3 ± 2.3 3.3 ± 2.3 
 Reference 1.4 ± 0.6 1.2 ± 1.4 4.5 ± 2.7 1.4 ± * 7.6 ± 5.4 
Psocoptera      
 Burned 1.8 ± 1.1 0.8 ± 0.7 16.1 ± 15.0 10.3 ± 7.0 10.4 ± 5.7 
 Reference 0.6 ± * 0.4 ± * 1.6 ± 0.6 2.3 ± 0.8 31.1 ± 18.7 
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Table 4.2:  Summary table of dominant aquatic invertebrates reported as N·m-2 at 
the pool level (mean ± SD) during each sampling event in the burned and 
reference region. 

Taxa 2009  2010  

Region December February May July October 

Diptera      
 Burned 63.4 ± 115.5 101.6 ± 306.3 97.6 ± 116.8 90.6 ± 97.1 34.8 ± 26.2 
 Reference 44.9 ± 40.0 305.9 ± 841.2 49.2 ± 79.1 33.1 ± 19.4 56.3 ± 93.9 
Chironomidae      
 Burned 234.7 ± 541.6 52.2 ± 40.2 149.6 ± 185.5 194.3 ± 219.2 205.0 ± 268.6 
 Reference 176.1 ± 183.0 71.3 ± 58.1 89.1 ± 108.6 193.8 ± 298.5 491.8 ± 563.3 
Ephemeroptera      
 Burned 138.8 ± 143.8 128.0 ± 110.8 242.7 ± 170.1 381.4 ± 321.4 606.0 ± 877.7 
 Reference 240.7 ± 196.2 260.4 ± 213.8 255.0 ± 296.3 230.1 ± 222.9 875.9 ± 876.8 
Plecoptera      
 Burned 95.7 ± 89.8 21.5 ± 13.4 61.9 ± 72.7 234.9 ± 252.2 144.5 ± 205.1 
 Reference 104.6 ± 71.1 74.4 ± 56.4 55.8 ± 67.0 86.1 ± 85.0 40.0 ± 41.0 
Trichoptera      
 Burned 64.6 ± 66.5 46.9 ± 43.4 65.7 ± 79.7 74.8 ± 62.4 135.4 ± 180.9 
 Reference 92.4 ± 66.4 65.3 ± 77.1 118.4 ± 72.6 367.6 ± 556.4 329.4 ± 430.8 
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Figure 4.3. Change in the rate of terrestrial macroinvertebrate (A) in-fall (mg·m-2·d-

1), and aquatic macroinvertebrate (B) density (mg·m-2) measured following 
the 2009 Lockheed wildfire from December 2009 to October 2010. Error 
bars are approximated 95% CI of the mean (i.e., ± 1.96 SE). 

4.4.3. Stable isotope analysis 

The mean δ13C and δ15N signatures of terrestrial macroinvertebrates in the burned 

(Figure. 4.4A) and reference regions (Figure. 4.4B) were similar over the first post-fire 

year. We focus on the transition between summer and fall, 2010 due to limited sampling 

in fall, 2009 (aggregate sample, N = 1 per region). We found that terrestrial invertebrate 

δ13C did not vary significantly by season (Two-way ANOVA; F1,77 = 0.02, P < 0.05), 

region (ANOVA; F1,77 = 0.16, P < 0.05), or by season within region (ANOVA; interaction 

F1,77 = 0.63, P < 0.05).  Similarly, terrestrial invertebrate δ15N did not significantly vary by 

season (ANOVA; F1,77 = 2.79, P < 0.05), region (ANOVA; F1,77 = 0.05, P < 0.05), or by 

season among regions (ANOVA; interaction F1,77 = 1.30, P < 0.05).  
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In contrast to terrestrial invertebrates, we found δ13C of aquatic macroinvertebrates 

changed significantly among seasons (ANOVA; F3,223 = 12.87, P < 0.001), and between 

regions (ANOVA; interaction F1,223 = 32.77, P < 0.001). However, the seasonal 

differences in δ13C did not significantly differ across regions (ANOVA; F3,223 = 2.50, P > 

0.05). We observed similar patterns in benthic invertebrate δ15N signatures among 

seasons (ANOVA; F3,223 = 19.26, P < 0.001), and regions (ANOVA; F1,223 = 23.87, P < 

0.001). However, we also observed a significant season by region interaction (ANOVA; 

F3,223 = 3.10, P < 0.05) indicating that the δ15N of aquatic invertebrates in different 

regions had different seasonal patterns (Figure. 4.4). We observed depleted δ13C and 

δ15N aquatic invertebrate signatures in the burned region compared to the reference 

region in fall 2009. Both burned region δ13C and δ15N were enriched the following spring, 

and again by summer 2010 before depletion from summer to fall 2010 (Figure. 4.4A). In 

contrast, we observed a cyclical seasonal pattern of isotopic depletion and enrichment 

that generally rotated around a mean δ13C (-27.49 ± 1.65 ‰ SD) and δ15N (2.10 ± 1.98 

‰ SD) in the reference region (Figure. 4.4B).  

O. mykiss δ13C and δ15N displayed a cyclical seasonal pattern of depletion and 

enrichment in both the burned (Figure. 4.4A) and reference regions (Figure. 4.4B). On 

average however, O. mykiss in the burned region were significantly enriched in both 

δ13C (ANOVA; F1,219 = 5.06, P < 0.01), and δ15N (ANOVA; F1,219 = 41.98, P < 0.001). We 

found a significant seasonal difference in both δ13C (ANOVA; F3,219 = 14.80, P < 0.001), 

and δ15N (ANOVA; F1,219 = 4.33, P < 0.01) among regions. Generally, O. mykiss δ13C 

was depleted in the summer relative to the fall and spring, whereas δ15N was depleted in 

the spring relative to the summer and fall. The seasonal δ13C shift between spring and 

summer, and summer and fall, was more pronounced in the reference region (Figure. 

4.4), which likely drove the significant interaction between season and region (ANOVA; 

F1,219 = 5.06, P < 0.01).    
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Figure 4.4. Plotted mean δ13C and δ15N values for terrestrial macroinvertebrates 
(triangles) collected in 2009 fall (September; N = 2), 2010 summer (July; N = 
16), and fall (October; N = 65), aquatic macroinvertebrates (diamond) 
collected in 2009 fall (September; N = 7), 2010 spring (March; N = 7), 
summer (July; N = 105), and fall (September; N = 113), and O. mykiss 
(circles) collected in 2009 fall (September, October; N = 32), 2010 spring 
(March; N = 24), summer (June, July; N = 79), and fall (September; N = 83). 
The burned region (A) is represented with dark grey symbols and the 
reference region (B) by open symbols. Error bars on the x and y axis 
represent approximated 95% CI of the mean (i.e., ± 1.96 SE), and the 
ellipses encompass the 50% CI of the data range. 
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The shift in δ13C and δ15N values between summer and fall (2010) for aquatic 

invertebrate in the burned and reference region was different across functional feeding 

groups (Figure. 4.5A). Specifically, the shift in δ13C and δ15N of shredders, scrapers, 

collector-gatherers, collector-filterers, and predators was directionally cohesive 

(Rayleigh; Rbar = 0.93, P < 0.01), where δ13C and δ15N across functional feeding groups 

were depleted between the summer and fall in the burned region. In contrast, we found 

that the isotopic change between summer and fall of functional feeding groups in the 

reference region were statistically uniform (Rayleigh; Rbar = 0.50, P > 0.05), where δ15N 

was depleted for most functional feeding groups in the reference region but δ13C was 

depleted for some and enriched for others (Figure. 4.5A).  We found that the summer-fall 

isotopic shift was similar for predators and collector-gatherers in both regions. The most 

notable regional difference was observed in scrapers and shredders (Figure. 4.5A).  

Shifts in O. mykiss δ13C and δ15N between summer and fall, 2010 were statistically 

dissimilar at the pool level in the burned and reference regions (Figure. 4.5B). We 

observed unpredictable variation in isotopic change of O. mykiss in the burned region 

(Rayleigh; Rbar = 0.34, P > 0.05; Figure. 4.5B). In the reference region however, we 

observed a statistically cohesive shift in δ13C and δ15N between summer and fall 2010 

(Rayleigh; Rbar = 0.84, P < 0.01; Figure. 4.5B). The isotope signatures of O. mykiss in 

the reference region were generally enriched in δ13C between the summer and fall 2010 

but both enriched and depleted δ15N signatures in the fall (Figure. 4.5B).  
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Figure 4.5. Polar plots for aquatic invertebrate functional feeding groups (A) and 
O. mykiss (B) in the burned (black vectors) and reference (light grey 
vectors). Changes in the isotope signatures between summer and fall for 
invertebrate functional feeding groups are at the region level compared to 
O. mykiss, which were calculated at the pool level. 
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Bayesian isotope mixing model analyses illuminated potential differences across the 

burned and reference regions in both the proportional contribution of prey sources, as 

well as variation in inferred diet at the individual and pool level (Figure. 4.6). In the 

burned region, the contribution of each prey source to inferred O. mykiss diets was 

relatively balanced pre-fire (fall 2006) compared to post-fire estimates (Figure. 4.6A). In 

the reference region, the pre-fire consumer isotope signatures (fall 2006) resided outside 

of the source mixing space, so we did not make a direct regional comparison for this 

time period. Across all sampling periods (i.e., fall 2006, fall 2009, summer and fall 2010), 

we found that inferred O. mykiss diets mostly composed of prey fish in both regions 

(Figure. 4.6A, B). In the burned region, the estimated contribution of prey fish to inferred 

O. mykiss diets increased by 77% after the fire (Figure. 4.6A). The estimated 

contribution of invertebrate prey sources to inferred O. mykiss diets increased in the 

summer 2010 in both regions but was still dominated by prey fish (Figure. 4.6A, B). 

We observed different patterns of individual and pool level variation in inferred O. mykiss 

diets in the burned and reference regions over time (Figure. 4.6C, D). Across all 

sampling periods, individual level variation in inferred diets was similar between regions 

(Figure. 4.6C, D). Within sampling periods however, pool level variation in inferred diets 

was lower in the burned region compared to the reference until fall 2010 (Figure. 4.6C). 

In fall 2010 pool level variation in inferred diets increased considerably in the burned 

region relative to earlier estimates in both regions (Figure 4.6C). However, we note that 

these parameters had substantial variability associated with their estimation. 
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Figure 4.6. Plotted median estimates for the estimated proportion of terrestrial 
(triangle), aquatic (diamond) invertebrate, and fish (circle) to O. mykiss 
diets (A, B). Also plotted are median estimates of individual (inverted 
triangle) and pool level (square) variation in diet (C, D). The burned region 
(A, C) is depicted in black symbols and the reference region in open 
symbols (B, D). Error bars represent the 75% credible intervals of the 
posterior density. Fall 2006 samples were collected prior to the 2009 
Lockheed wildfire. 

4.5. Discussion 

In a central California coastal stream we found evidence over the first year post-fire that 

wildfire can increase availability of basal food web resources, alter seasonal patterns of 

isotope signatures for aquatic invertebrates and fish, and possibly drive changes in the 

composition and spatial variation of inferred O. mykiss diets. After the wildfire, 

concentrations of nitrate and FPOM were elevated in the burned region relative to the 
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reference region throughout the year. In the burned region, we observed disparate 

seasonal dynamics of aquatic invertebrate and O. mykiss stable isotope signatures from 

those we observed in the reference region. The departure from the expected (i.e., 

reference region) summer isotope signature in the burned region appeared to be partly 

driven by specific aquatic invertebrate functional feeding groups. Whereas the departure 

from the expected summer isotope signature of O. mykiss in the burned region appeared 

to be driven by differences in the mean O. mykiss isotope signature across pools in the 

burned region compared to pools in the reference region. Although we found that 

seasonal terrestrial and aquatic prey abundances were comparable among the burned 

and reference regions, we found that prey fish had a greater contribution to O. mykiss 

inferred diets in the burned region relative to the reference region and pre-fire data.  

Previous studies have shown that fire can induce nutrient pulses in burned regions 

through pyrolysis of organic material, increased mineralization, leaching, erosion and 

run-off in recently denuded landscapes (Minshall et al. 1997, Gresswell 1999, Wan et al. 

2001, Verkaik et al. 2013a). Some of these processes also drive increases in FPOM 

concentration and dissolved organic carbon in burned watersheds (Gresswell 1999, 

Verkaik et al. 2013a, Ramchunder et al. 2013). In both cases, the delivery of these 

materials from the burned landscape to the stream was apparently influenced by local 

hydrology. We observed similar patterns in our study system, where the highest 

concentrations of nitrogen and FPOM were measured during winter storms, when runoff 

and water discharged were elevated. As such, it appears that wildfire is associated with 

pulses of increased terrestrial nutrient and organic material influx to aquatic systems, but 

their delivery is tightly coupled with seasonal climate and hydrology. Except for this 

storm period, FPOM showed little difference between the burned and reference regions. 

Terrestrial and aquatic macroinvertebrate abundance and community composition in the 

burned and reference regions were similar over the first post-fire year. As well, we found 

that terrestrial and aquatic macroinvertebrate abundance in the burned and reference 

regions were similar to other nearby watersheds on the California coast (Rundio and 

Lindley 2008). Perhaps it should not be surprising that there were no large changes in 

invertebrate biomass associated with the Lockheed wildfire, since most of the burned 

region pools fell under the category of ‘moderate’ burn severity (Beakes et al. 2014), and 
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the effects of wildfire on invertebrate abundance are largely mediated by fire severity 

(Minshall 2003, Malison and Baxter 2010a, 2010b, Jackson et al. 2012). Previous 

research has shown that high severity wildfires can reduce the input of terrestrial 

invertebrates to streams (e.g., Jackson et al. 2012). Specifically, Jackson et al. (2012) 

found that terrestrial arthropod inputs to streams were more than two-fold higher in 

unburned stream reaches compared to reaches exposed to high-severity burns. 

However, they also found that low-severity burned reaches had reduced terrestrial 

arthropod inputs. The description from Jackson et al. (2012) of low-severity burns was 

similar to the burn severity we observed in our study system. We suspect that changes 

in the riparian and canopy vegetation structure associated with the Lockheed wildfire 

were insufficient to drive measurable changes in the terrestrial invertebrate inputs to 

streams. Relative to terrestrial invertebrates, aquatic invertebrates are generally 

considered robust to wildfire related disturbances (Gresswell 1999) particularly when the 

riparian canopy remains intact (Verkaik et al. 2013a). For example, in a review of stream 

benthic macroinvertebrate responses to wildfire Minshall (2003) reported that the direct 

effects of fire are “generally minor or indiscernible”. As such, the similarity in aquatic 

invertebrate abundance among burned and reference reaches in this study is consistent 

with previous research. In total, the most notable changes in the availability of prey 

sources were observed on a seasonal basis (Figure. 4.3), where the abundance of both 

terrestrial and aquatic sources increased in the summer and fall relative to the winter 

and spring. As well, at the taxonomic resolution identified in this study the relative 

community homogeneity of both terrestrial and aquatic macroinvertebrates was more 

similar between regions than across seasons within either region. These results 

corroborate pervious research (Verkaik et al. 2013b) and reinforce the conclusion that 

the availability of invertebrate terrestrial and aquatic prey to drift-feeding fish such as O. 

mykiss, and the invertebrate community composition are principally governed by 

seasonal cycles. Thus, the short-term (1yr) effects of a moderate severity wildfire on 

terrestrial and aquatic macroinvertebrates abundance and community composition are 

relatively minor by comparison.     

We observed strong seasonal patterns of stable isotopes in both benthic invertebrates 

and O. mykiss that appeared to be mediated by the wildfire. Seasonal cycles of δ13C and 

δ15N enrichment and depletion have been observed in multiple trophic positions in 
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streams (Woodland et al. 2012b, 2012a). There are a number of biotic and abiotic 

factors (e.g., diet, growth, temperature, water flow, nutrients, dissolved CO2) that likely 

influence the mechanisms underpinning seasonal variation of δ13C and δ15N (Finlay 

2004, Woodland et al. 2012a). The scope of this study was not designed to explicitly test 

hypotheses related to these underlying mechanisms. Our results corroborate this 

previous work (e.g., Woodland et al. 2012a) and provide new evidence that illustrates 

how wildfire is associated with altered δ13C and δ15N enrichment and depletion cycles in 

aquatic macroinvertebrates and O. mykiss. For example, we observed aquatic 

invertebrate δ13C and δ15N enrichment over the first post-fire year in the burned relative 

to the reference region (Figure. 4.4A). Analysis of these in isotopic shifts with circular 

statistics revealed that specific functional feeding groups (i.e., shredders and scrapers) 

were driving deviations of the burned region from the reference region isotope baseline. 

Similarly, Spencer et al. (2003) found that shredders and scrapers had enriched δ15N 

signatures after the Red Bench wildfire in Montana. Lab experiments have shown that 

wildfire can enrich δ13C and δ15N through volatilization of lighter isotopes (Saito et al. 

2000), and Spencer et al. (2003) suggested that increased assimilation of δ15N enriched 

FPOM as a possible explanation for their observed increases in aquatic invertebrate 

δ15N. We suspect that similar mechanisms are driving the patterns observed in our study 

system. 

At the top of the food web, we found that the δ13C and δ15N signatures of O. mykiss 

tissue in the burned region followed different seasonal patterns than fish from the 

reference region. Specifically, O. mykiss δ13C in the burned region was less enriched in 

the transition from summer to fall compared to the reference region. Examining shifts in 

O. mykiss isotopic signatures at the pool level during this time period in the burned 

region revealed random shifts in O. mykiss δ13C and δ15N. This pattern could possibly be 

due to increased diet heterogeneity at the pool level, which is supported by Bayesian 

stable isotope analysis that showed an increase in inferred diet variation in the burned 

region during this time period (Figure. 4.6C). These results indicate that O. mykiss diets 

among burned pools were more heterogeneous relative to the reference region and 

earlier post-fire time periods, which may partly explain the observed isotopic shifts. 
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Bayesian stable isotope analysis provided evidence that the composition and variation of 

O. mykiss diets varied over time and between the burned and reference region. O. 

mykiss were generally acquiring more of their carbon and nitrogen from invertebrate 

sources in the spring/summer and apparently from fish sources in the fall. Interestingly, 

we observed the pool-level variation in diet decline in the burned region relative to the 

reference region after the wildfire indicating a post-fire homogenization of O. mykiss 

diets. At the end of the first year we estimated that both individual and pool-level 

variation in diet were similar between the two regions. This result suggests that variation 

in diet associated with the wildfire was relatively short-term lasting less than a year. 

Overall, our analysis showed that O. mykiss consumers in the reference region and 

particularly in the burned region acquired a large percentage of their carbon and nitrogen 

from prey fish, which has been observed in other California systems (Finlay et al. 2002). 

We note, however, that signal crayfish (Pasifastacus leniusculus) and Pacific giant 

salamanders (Dicamptodontidae spp.) were also found in diet contents during this study 

(Beakes et al. 2014; M. Beakes, unpublished data) and their isotopic signatures are 

similar to the prey fish sources used in this analysis (e.g., Bondar et al. 2005, Sepulveda 

et al. 2012). As well, predatory terrestrial and aquatic macroinvertebrates are likely to 

have enriched nitrogen isotope signatures relative to other functional feeding groups 

(Lancaster and Waldron 2001, Collier et al. 2002), and isotopic signatures similar to the 

prey fish sources used in this analysis in some cases. Thus, any of these sources may 

contribute to O. mykiss diets but we could not distinguish their inferred contribution from 

that of prey fish. 

While our analysis focused on fish isotopes and inferred diet changes, it is possible that 

other mechanisms contributed to the patterns we observed. Several studies found that 

nutritional stress and slow growth influences δ15N fractionation, leading to δ15N 

enrichment (Adams and Sterner 2000, Vanderklift and Ponsard 2003). In Scott Creek 

and other California watersheds, summer and fall are characterized by low flow, low food 

availability, and poor growth conditions for O. mykiss (Hayes et al. 2008, Sogard et al. 

2009, Grantham et al. 2012, Beakes et al. 2014). Collectively, these conditions may 

have contributed to the enriched δ15N of O. mykiss observed in Scott Creek. Thus, diet, 

nutritional constraints, and seasonal differences in growth may be influencing the 

isotopic composition of O. mykiss in this study. 
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Our study highlights the importance of considering seasonality when interpreting the 

effects of wildfire in stream food webs of Mediterranean climates. For example, the 

delivery of increased nutrients and FPOM in the burned region accompanied rainstorms 

associated with the typical wet winters of Mediterranean climates (Gasith and Resh 

1999). In contrast, we observed little difference between the burned and reference 

region in nutrient or FPOM concentrations during the dry season. In addition, the 

abundance of terrestrial and aquatic macroinvertebrates in both burned and reference 

regions were primarily governed by seasonal cycles. We observed strong seasonal δ13C 

and δ15N enrichment and depletion cycles in the stable isotope signatures of aquatic 

invertebrates and O. mykiss, which may be partly driven by the cyclical nature of 

Mediterranean climates. Our study system appears to be relatively robust to wildfire 

related disturbance like other streams perturbed by wildfire in Mediterranean climates 

(Verkaik et al. 2013a, 2013b). In total, this study provides evidence that fire can drive 

short-term changes stream food web components, but that the magnitude of this type of 

disturbance may be relatively minor compared to the underlying seasonal changes. 
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5. Natural and anthropogenic disturbance and 
warming water temperatures in the Fraser River4 

5.1. Abstract 

Freshwaters have been warming throughout North America over the last few decades. 

Some of the variation in warming water temperatures can be explained by warming air 

temperatures, but the contribution of natural disturbance and land-use to this warming 

trend remains uncertain. In this study, I fit a novel geostatistical model to water 

temperatures in the Fraser River, one of the largest free-flowing rivers in the Pacific 

Northwest, to analyze the effects of summer month, mean monthly air temperature (°C), 

and upstream area logged (km2) or burned by wildfire (km2) on water temperatures. This 

model accounted for over 38% of the variation of Fraser River water temperatures, and I 

found that summer month, mean monthly air temperature, and the total area logged up 

stream significantly affected downstream water temperatures. Wildfire did not 

significantly affect stream temperature possibly due to small scale of this landscape 

disturbance relative to logging. On average, increasing air temperatures by 1°C and 

logging 1000 km2 of forest upstream increased downstream water temperatures by 

0.36°C and 0.1°C respectively. However, the degree of air temperature change 

throughout the Fraser River basin over the last 40 years was relatively small compared 

to the change in upstream area logged. As such, the warming waters of the Fraser River 

appear to be driven comparably by warming air temperatures and logging. This study 

highlights the need for considering the accumulative effects of land-use and climate on 

warming waters within a large river network. More generally, this study improves our 

understanding of how natural and anthropogenic landscape disturbance and climate 

warming may act in concert to warm freshwaters. 
 
4 A version of this chapter is in preparation for publication with the following coauthors: Moore, 

J.W., Braun, D., Thompson, L., and Patterson, D. 
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5.2. Introduction 

Climate warming is currently raising freshwater temperatures throughout North American 

and the Pacific Northwest (Eaton and Scheller 1996, Schindler 2001, Mantua et al. 

2010). In rivers throughout the United States for example, annual water temperatures 

have increased by approximately 0.1–0.8°C per decade over the last several decades 

(Kaushal et al. 2010). Increasing water temperatures are starting to negatively impact 

freshwater biodiversity and the services it provides. For example, Bull Tout (Salvelinus 

confluentus) have lost up to 20% of their habitat in the Boise River basin, Idaho, as a 

result of warming water (Isaak et al. 2010). For migratory fishes, warming temperatures 

may drive large-scale mortality events in abnormally hot years (Macdonald et al. 2010). 

Warming water temperatures can be driven by both climate as well as land-use change 

collectively degrading freshwater fisheries (Ficke et al. 2007). It is well established that 

warming air temperatures warm water temperatures (e.g., Stefan and Preud’homme 

1993, Mohseni and Stefan 1999). However, there is a growing appreciation for the 

contribution of land-use change, such as urbanization, to the observed trends in 

warming waters (Nelson and Palmer 2007, Davis et al. 2013). Understanding the relative 

importance of land-use and climate on river temperatures may provide insight into 

management of watersheds faced with on-going climate change. 

The Fraser River in British Columbia, Canada is a large watershed where warming water 

temperatures are negatively impacting biodiversity and ecosystem services. Some 

studies estimate the Fraser River has warmed approximately 1.5°C since the 1950’s and 

up to 0.7°C over the last two decades (Hinch and Martins 2011, Martins et al. 2011) 

threatening the future of Fraser River salmon (Farrell et al. 2008, Eliason et al. 2011). In 

very warm years up to 90% of in-migrating sockeye salmon from some run-timing groups 

have died before spawning (Macdonald et al. 2010). Under moderate climate warming 

scenarios, Martins et al. (2011) report that the lower reaches of the Fraser River 

mainstem may warm by ~2°C by the end of the century (Morrison et al. 2002) resulting 

in up to a 16% decrease in the spawning migration survival of some Sockeye Salmon 

(Oncorhynchus nerka) populations. Fisheries managers close fisheries in these hot 

years in order to allow sufficient numbers of fish back to the spawning grounds 

(Macdonald et al. 2010). For example, in August of 2013 the Fraser River broke high 
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temperature records of daily maximum values for a record number of days leading to the 

closure of commercial, recreational, and First Nations fisheries targeting salmon. As 

such, the warming waters of the Fraser River are driving conservation concerns, 

economic costs, and a growing need to better understand the mechanisms underpinning 

this warming trend. While previous studies have attributed much of the observed 

warming trend in the Fraser River to altered discharge patterns and warming air 

temperatures (e.g., Morrison et al. 2002, Martins et al. 2011), altered land-use may also 

contribute to the warming trend. 

Recent research has linked climate warming and natural landscape perturbations to 

rising temperatures in freshwaters (Isaak et al. 2010, Holsinger et al. 2014). For 

example, Isaak et al. (2010) found that solar radiation increases linked to wildfires in the 

Boise River basin accounted for ~9% percent of the basin-scale warming. Similarly, 

Holsinger et al. (2014) found that wildfires significantly contributed to the warming trend 

in Montana’s East Fork Bitterroot River basin. However, in both of these studies the 

effects of fire on water temperatures were considerably smaller than the effects of 

increasing air temperature. As well, the effects of wildfire on water temperature have 

been tightly linked to wildfire severity, where larger and more intensely burned areas 

tend to exhibit greater changes in water temperatures (Minshall et al. 1997, Dunham et 

al. 2007, Mahlum et al. 2011, Sestrich et al. 2011, Beakes et al. 2014). As such, it is 

worth noting that the frequency and duration of large wildfires in Western North America 

has increased by nearly four times over the last two decades (Westerling et al. 2006). 

Thus, wildfire burn areas may be significantly adding to the current and future warming 

trends in freshwaters. 

Anthropogenic perturbations of riverine landscapes from forestry practices can also 

contribute to warming waters (Burton and Likens 1973, Kiffney et al. 2003, Moore et al. 

2005, Caissie 2006, Webb et al. 2008, Pollock et al. 2009, Janisch et al. 2012). For 

example, Janisch et al. (2012) have shown that forest harvesting via clear cutting can 

increase stream temperatures by as much as 1.5°C in adjacent streams. The degree of 

temperature change is possibly linked with proximity of clear cutting to the streamside, 

such that leaving larger the buffer zones between forest harvest and the streamside 

should result in smaller changes in stream temperature (Kiffney et al. 2003). For 



 

 

  
80 

example, Kiffney et al. (2003) found leaving a 30m buffer zone between logged forest 

and streams resulted in an insignificant change in stream temperature, whereas clear 

cutting down to a 10m buffer zone significantly increased stream temperatures. In 

contrast, some research suggests that clear cutting forest has no statistical effect on 

stream temperatures (e.g., Arthur et al. 1998), thus fuelling the ongoing debate 

regarding the potential thermal effects of forestry on streams (Beschta et al. 1987, 

Larson and Larson 1996, Beschta 1997, Moore et al. 2005, Webb et al. 2008). The 

impacts of logging on water temperatures, especially in larger river systems such as the 

Fraser River, remain unclear. 

Novel spatial statistical applications have greatly improved our ability to understand the 

relationships linking climate warming and landscape perturbations to rising temperatures 

in freshwaters (e.g., Peterson and Ver Hoef 2010, Ver Hoef and Peterson 2010, Isaak et 

al. 2010). Specifically, Spatial Stream Network (SSN) models (Ver Hoef et al. 2012) 

have advanced conventional geostatistical models by integrating spatial autocorrelation 

that is tailored to the inherent nested dendritic structure and the directional connectivity 

of water flow in streams and rivers (Peterson and Ver Hoef 2010, Ver Hoef and Peterson 

2010, Ver Hoef et al. 2012). As well, SSN models are designed to interface with 

specialized ArcGIS toolsets that allow the modeller to explicitly link landscape features to 

stream networks. As a result, SSN models provide a quantitatively robust framework for 

examining the effects of air temperatures and landscape-level factors (i.e., wildfire 

burned, or logged area) on stream temperatures.  

This study seeks to examine the relative effect of natural and anthropogenic landscape 

disturbance and climate on water temperatures in the Fraser River. Specifically, I 

address three interrelated questions: How has wildfire and logging altered water 

temperatures? How have changes in summer air temperatures altered water 

temperatures in the Fraser River? And, what is the relative effect size of the perturbed 

landscape and climate on Fraser River water temperatures? I examined changes in 

land-use, air temperature, and water temperature throughout the Fraser River network 

over the last four decades. I developed a SSN model for the Fraser River using existing 

water temperature data, spatial data detailing the wildfire and logging history of the 

basin, and downscaled historical climate records. This study focuses on water 
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temperatures during the summer (i.e., June – September) at times that coincide with the 

return of Fraser Rivers’ sockeye salmon (Gable and Cox-Rogers 1993). Results from 

this study will aid fisheries managers by clarifying of how landscape alterations and 

climate warming may shape the thermal future for the Fraser River. More generally, this 

study improves our understanding of how natural and anthropogenic perturbations of the 

landscape and climate warming may act in concert to warm freshwaters. 

5.3. Methods 

5.3.1. Study system 

This study is focused on the Fraser River, one of North America’s largest rives without 

dams on its mainstem (Nilsson et al. 2005). The Fraser River covers a broad geographic 

area in British Columbia, Canada and drains approximately 228,000 km2 of the province 

at an average discharge of 3,474 m3·s-1 (Ministry of Environment 2008). At its 

headwaters near the British Columbia-Alberta border the Fraser River flows 1,375 km 

through steep mountainous terrain and approximately 400 km of bedrock canyons until it 

turns alluvial, wandering through 185 km of gravel- and sand-bedded reaches before 

discharging into the Strait of Georgia at Sand Heads (Venditti and Church In Press). The 

hydrology of the Fraser River is predominantly controlled by spring snowmelt that drives 

peak flows from late May into early July with a mean annual flood of 9,790 m3·s-1 

(McLean et al. 1999). The flow regime of the Fraser River is still considered natural, 

however, the climate and landscape of the watershed have been changing over the last 

five decades. The Fraser River is home to all five species of Pacific salmon 

(Oncorhynchus spp.). These salmon runs are the largest in Canada and support 

commercial, recreational, and First Nations fisheries. Thus, it is important that we gain a 

better understanding of how changes in the landscape and climate are impacting this 

large free-flowing watershed. 

The central aim of this study was to use a geostatistical model to examine the combined 

effects of climate and land-use change on rising water temperatures in the Fraser River. 

Specifically, I applied a SSN model to the Fraser River network and examine the effects 
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of air temperature (°C), upstream area logged (km2), and upstream area burned by 

wildfire (km2) on average water temperatures. Environment Canada and Fisheries and 

Oceans Canada provided water temperature data for the Fraser River. I extracted air 

temperature data from an open source designed for climate change studies and 

applications in British Columbia (Wang et al. 2012). And I acquired landscape data from 

British Columbia’s government Geographic Data Discovery Service and Forest Lands 

and Natural Resource Operations. I focused on a 10 year window of disturbance to 

capture the immediate and some of the mid-term effects of logging and wildfire 

(Gresswell 1999, Moore et al. 2005, Caissie 2006, Verkaik et al. 2013a). Longer time 

windows were not considered for analyses because research suggests that stream and 

river water temperatures can often return to pre-fire and pre-harvest levels within 10 

years (Moore et al. 2005, Dunham et al. 2007). Additional climate and landscape 

covariates were not included in the model to avoid over parameterization. However, I 

examined the residuals of the fit model relative to other possible covariates to ensure 

that important covariates weren’t excluded. Specifically, I plotted the residuals from the 

model against the included covariates (e.g., air temperature, burned and logged area) 

and additional landscape and climate variables that were not included such as elevation, 

precipitation, latitude, and longitude.  I fit a generalized additive model (GAM) to these 

data to facilitate identification of patters and non-linearity in the residual-covariate plots. 

Patterns or non-linearity in the residuals or GAM would indicate that an important 

covariate was left out of the model, or that the data used to fit the model needed to be 

transformed. 

5.3.2. Water Temperatures 

In this project, I developed a spatial statistical model for the Fraser River using 

temperature data from Environment Canada and Fisheries and Oceans. These 

temperature data contain records dating back to the late 1930’s that were collected from 

numerous locations throughout the Fraser watershed (Figure 5.1A). Three periods of 

data were focused on that had strong spatial coverage. In addition, we focused on 

temperature data collected during the summer months (i.e., July – September) so that 

our results are focused on periods of time that coincide with the return of Fraser Rivers 

salmon. In total, our analysis included 15 years of mean monthly water temperatures 
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during July, August, and September in 2010-2006, 1995-1991, and 1970-1966. 

Hereafter we refer to these time periods as recent (2010-2006), middle (1995-1991), and 

historic (1970-1966). Each time period, site of data collection, and time period by site 

combination, was assigned a unique identifier. Temperature measures with the same 

time period by site combination were considered non-independent and I included a 

random factor in the analysis to account the repeated measures.   

5.3.3. Climate in the Fraser River basin 

We included measures of air temperature in our analysis to compare the effects of 

climate forcing on water temperature to those attributed to landscape change. I acquired 

fine resolution measures of mean monthly air temperature (°C) from ClimateBC/WNA 

(http://cfcg.forestry.ubc.ca/projects/climate-data/climatebcwna/), an open source 

program that is designed to provide high-resolution climate data for climate change 

studies and applications in British Columbia (Wang et al. 2012). In summary, the 

ClimateBC and Climate WNA programs downscale Parameter-elevation Regressions on 

Independent Slopes Model (PRISM; Daly et al. 2002) monthly climate data at a specified 

latitude, longitude, elevation, and year within a 2.5 x 2.5 arcmin grid (Mitchell and Jones 

2005). For details regarding the interpolation and downscaling algorithms of historic 

climate data into point data please refer to Wang et al. (2006, 2012) and references 

therein. I extracted mean monthly estimates of air temperature (°C), and precipitation 

(mm) for July, Aug, and September during years in the recent, middle, and historic time 

periods for locations with water temperature records throughout the Fraser watershed 

based on their latitude, longitude, and elevation.  

5.3.4. Wildfire and logging in the Fraser River basin 

One of the focal goals of this study was to examine the relative influence of landscape 

change on water temperatures in the Fraser River. Specifically, what are the effects of 

wildfire and forest logging on water Fraser River water temperatures? Historical records 

of wildfire perimeters within the Fraser River watershed are available from British 

Columbia’s government Geographic Data Discovery Service 

(https://apps.gov.bc.ca/pub/geometadata). These data are updated annually and 
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compiled from various sources. I attained historical records of forest logging throughout 

British Columbia from the Forest Practices Board based on the Vegetation Resources 

Inventory. These data are a product of British Columbia’s Forest Lands and Natural 

Resource Operations (http://www.for.gov.bc.ca/hts/vri/) and are updated by BC’s 

Reporting Silviculture Updates and Land status Tracking System 

(http://www.for.gov.bc.ca/his/results/).  

5.3.5. Spatial Stream Network model object 

Prior to statistical analysis, the Fraser watershed needed to be spatially organized as a 

landscape network in ArcGIS (version 10.2). A landscape network delineates a 

watershed into a series of discrete drainage areas, river reaches that hypothetically 

accumulate overland flow from those drainage areas, and linkages were river reaches 

coalesce (Figure 5.1B). I built the Fraser River landscape network in ArcGIS using the 

Functional Linkage of Water basins (FLoWS) toolbox (Theobald et al. 2006) oriented in 

Albers equal-area conic projection. I used tools within FLoWS to transform a multi-

polyline shapefile representing rivers, fourth order and higher, into a continuous 

geometric network of nodes (point shapefile) and reaches (polyline shapefile). The 

nodes in a landscape network represent sources and outlets of flow, and the confluence 

of rivers; the reaches connect the nodes (Figure 5.1B inset). All nodes and reaches are 

assigned a unique identifier and the geometric connectivity of all nodes and reaches in 

the network is retained in a relationship table within the landscape network ESRI 

personal geodatabase (Theobald et al. 2006).  

During the landscape network construction I performed a series of quality-control steps 

to ensure that the network was geometrically correct. For example, all stream reaches 

were visually examined to confirm that they were digitized in the downstream direction 

(Peterson 2013). I examined the network for topological errors such as converging 

stream nodes, where two reaches converge but do not ‘flow’ into a third reach (Theobald 

et al. 2006, Peterson 2013). As such, I confirmed that the connectivity of the landscape 

network was correct and that all source nodes flowed into a single outlet node that 

resided at the furthest downstream point on the network.  
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Each network reach had an associated reach contributing area (RCA) that allowed me to 

integrate wildfire burn and logged areas of the Fraser River into the landscape network 

(Figure 5.1B inset). RCAs are based on topography and represent the drainage area, or 

catchment area, that contributes overland flow to their associated network reach. I 

delineated the Fraser landscape network RCAs using a 100 m grid digital elevation 

model of the Fraser watershed, a 100 m grid raster of water bodies with a surface area 

greater than 2 km2, and the ‘Create Cost RCAs’ tool in FLoWS (Theobald et al. 2006). 

This tool produces a network of non-overlapping RCA polygons that have a one-to-one 

relationship between reaches and RCAs, thus linking the surrounding landscape to the 

network reaches (Theobald et al. 2006, Peterson 2013). I quantified the RCA area (km2) 

using the zonal statistics tools in the Spatial Analyst toolbox. In addition, I quantified the 

total area burned and logged (km2) within each RCA over a 10-year period that preceded 

each year in the recent, middle, and historic time periods. For example, the ‘burned area’ 

for each RCA in 2008 was the accumulated burned area within a RCA between 2007 

and 1998. Using the ‘Accumulate Values Downstream’ tool in FLoWS, I quantified the 

total upstream RCA, burned, and logged area (km2) for each reach. As such, each reach 

in the landscape network contained measures of the spatial area from which it receives 

overland flow, in addition to measures of the accumulated upstream burned and logged 

area over a 10 year period for each year in the three focal time periods of this study. 
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Figure 5.1. Map of the Fraser River in BC, Canada, and sites containing observed 
water temperature data (A) from the recent (purple), middle (blue), and 
historic (green) time periods. Points are slightly transparent to show 
overlap. An example of the SSN landscape network nodes (turquoise 
points, inset), reaches (blue lines, inset), and RCA polygons (grey outlined 
polygons, inset) are also plotted (B).  

I used the geometric network of the Fraser River to generate a set of points for which I 

predicted water temperatures with the final SSN model. Specifically, I generated a point 

at the center of all reaches in the Fraser River geometric network. The resulting point 

shapefile contained 1551 ‘prediction points’ stratified throughout the Fraser River 

network. At each of these locations I extracted climate data for July, August, and 

September for each year in the recent, middle, and historic time periods. 
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I appended point shapefiles of sites with observed water temperature and climate data 

and the 1551 additional prediction sites to the landscape network as the last step in 

construction. All sites were snapped to the landscape network based on their proximity 

to the nearest stream reach (Theobald et al. 2006). Measures of upstream RCA, burned, 

and logged area (km2) were estimated for all sites based on the total upstream RCA, 

burned, and logged area (km2) for the reach to which they were appended (Peterson 

2013). Thus, all sites contained measures of mean monthly air temperature (°C), burned 

and logged area (km2). In addition, all sites contained measures of additional covariates 

that were not included in the model such as mean monthly precipitation (mm), Elevation 

(m), latitude, and longitude. Sites containing observations of water temperature, sites for 

model predictions, the geometric landscape network, and the associated relationship 

tables were compiled and exported via Spatial Tools for the Analysis of River Systems 

(STARS) as a single spatial object for analysis in program R (Ver Hoef et al. 2012, 

Peterson 2013, R Development Core Team 2013). 

5.3.6. Spatial Stream Network analysis  

Using the SSN package in program R, I examined the relationship between water 

temperatures, climate, and the surrounding landscape of the Fraser River watershed. 

Specifically, I fit a generalized linear mixed effects model (GLMM) with spatial 

autocorrelation (Peterson and Ver Hoef 2010, Ver Hoef and Peterson 2010, Ver Hoef et 

al. 2012) to predict mean monthly water temperatures (°C) as a function of month (July, 

August, and September), upstream burned and logged area (km2), and mean monthly air 

temperature (°C). In this model, I included a random effect to account for the repeated 

measurements of water temperature at the same site within a time period (i.e., time 

period by site combination). As well, I included a functional form of spatial 

autocorrelation that takes into account the connectivity of the river network and the 

direction of flow (i.e., exponential tail-down autocorrelation). This form of spatial 

autocorrelation is ideal for modeling temperatures in rivers because it can account for 

the difference in downstream flow connected and disconnected sites (Peterson and Ver 

Hoef 2010), such that sites that are connected by flow are spatially autocorrelated and 

sites that are disconnected are not. I used the upstream RCA area as a weighting 

scheme for the spatial autocorrelation function. This is an important component of the 
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autocorrelation function when calculating the net change in water temperature when 

stream reaches are linked. For instance, the temperature downstream of two linked 

stream reaches that have different RCA sizes will be more similar to the reach with the 

larger RCA because presumably there is more thermal inertia in reaches that have 

larger catchment areas. In addition, the spatial autocorrelation function uses a moving-

average approach that determines how much downstream points on the network are 

spatially autocorrelated with all upstream points. The net amount of autocorrelation at a 

downstream point is a distance-based average of all upstream points. As such, 

temperatures at the most downstream reaches are partly a function of the temperatures 

at all upstream reaches.  

I built two GLMM models to estimate the effect of air temperature, burned area, and 

logged area on water temperatures in the Fraser River. I used untransformed data in the 

first model, which provided coefficient estimates for the effect of air temperature, burned 

area, and logged area on water temperatures in the original units of measure (i.e., °C 

and km2); significant effects of each factor were based on an alpha value of 0.05. In the 

second model I centered and scaled the air temperature, wildfire burn area, and logged 

area data by subtracting the mean of each variable and dividing by two standard 

deviations. Centering and scaling these data transformed the units from °C and km2 to 

units of 2 SD, and thus the coefficient estimates and relative effect size of each 

parameter could be directly compared. For both models, I extracted and examined the 

residuals from the GLMM output to confirm that the models were fit appropriately. 

Model validation is an important component of developing quantitative tools used for 

prediction. In many cases ecological models are developed but the derived model 

predictions are not validated (Manel et al. 2001). One of the strengths of the SSN 

package is that it contains several functions for estimating model diagnostics such as 

root-mean-square-prediction error (RMSPE) and leave-one-out cross validation 

(LOOCV; Ver Hoef et al. 2012). I estimated the RMSPE, the LOOCV, and the proportion 

of times the observed data were within the 95% prediction interval (cov.95) for the fit 

GLMM models. The results of these tests provide insight to the accuracy of the SSN 

model predictions. 
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I used the fit GLMM to examine how water temperatures have changed in the Fraser 

River overtime. Specifically, I predicted the water temperatures at 1551 locations 

stratified throughout the watershed for each year in the three focal time periods as a 

function of month (July, August, and September), upstream burned and logged area 

(km2), and mean month air temperatures (°C). I averaged the predicted water 

temperatures within July, August, and September at each location over the five years in 

a time period to illustrate the mean spatiotemporal patterns in water temperature change 

throughout the Fraser River. In addition, I differenced the predicted water temperatures 

at each site across time periods within each month. By differencing these data I was 

able to illustrate the spatiotemporal changes in water temperatures over a 15, 25, and 40 

year time period. For example, I differenced the predicted temperatures in July at all 

1551 locations between 2010 and 1995 (i.e. 15yr period), 1995 and 1970 (i.e. 25yr 

period), and 2010 and 1970 (i.e., 40yr period). The reported temperature differences at 

15, 25, and 40 years represent the average differences within time periods (e.g., recent 

and historic time periods). 

5.4. Results 

5.4.1. Water temperatures 

Water temperatures in the Fraser River appear to have warmed over time. I compiled a 

dataset of 1,170 water temperature records collected from 141 locations (i.e., site by 

period combination; Figure 5.1A) after taking a subset of records from the time series 

that included data from summer months (i.e., July, August, and September) in each of 

our the focal time periods. The mean water temperature was 15.7°C ± 2.5°C SD (n=414, 

sites=37), 14.6°C ± 3.4°C SD (n=535, sites=75), and 14.9°C ± 2.5°C SD (n=236, 

sites=29) for the recent, middle, and historic time periods respectively. Generally, waters 

were warmest in August with a maximum measured temperature of 22.3, 21.3, and 

21.2°C for the recent, middle, and historic time periods respectively. These data suggest 

that water temperatures are up to 5.2% warmer now than what was observed 

historically.  
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5.4.2. Climate in the Fraser River basin 

Similar to water temperatures, mean summer air temperatures are 6.1% warmer 

throughout the Fraser watershed on average in the recent, and middle time periods 

compared to the historic time period. Using the data from ClimateBC/WNA, I calculated 

the mean summer air temperature for all sites throughout the Fraser watershed, 

including sites where water temperatures were predicted, as 13.9°C ± 3.2°C SD and 

13.9°C ± 3.1°C SD for the recent and middle time periods respectively, compared to 

13.3°C ± 3.2°C SD for the historic time period. Unlike air and water temperatures, 

average summer precipitation was only 2.2% greater during the recent and middle time 

periods compared to the historic time period.  

5.4.3. Wildfire and logging in the Fraser River basin 

The spatiotemporal disturbance history of wildfire and logging in the Fraser watershed 

was markedly different (Figure 5.2). The spatial distribution of burned area was relatively 

even throughout the watershed (Figure 5.2A) with a median fire size of 0.5 km2 across 

the time series. However, the year-to-year variation in annual area burned was high 

relative to logging (Figure 5.2B, E) with some of the larger year-to-year differences in 

annual area burned approaching 2,580 km2. Over time the annual area burned and the 

10-year moving window of accumulated burned area appears to decline (Figure 5.2B, 

C). Specifically, the average 10yr accumulated burned area (km2) decreased by 40% 

between the historic and recent time period. 

Similar to wildfire burn area, the spatial distribution of logged area was relatively even 

throughout the watershed (Figure 5.2D). However, the median size of logged areas was 

0.05 km2 across the time series, which is an order of magnitude smaller than the median 

fire size. The year-to-year variation in annual logged area was much lower than that of 

wildfire burn area (Figure 5.2B, E), with 95% of the year-to-year differences in annual 

logged area less than 277 km2. Over time the annual area logged and the 10-year 

moving window of accumulated logged area appears to increase (Figure 5.2E, F). 

Specifically, the average 10yr accumulated logged area (km2) increased by over 360% 

between the historic and recent time period. The average 10yr accumulated logged area 

during the recent time period was 13,446.7 km2 (Figure 5.2F). Thus despite the median 
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area logged equalling only 0.05 km2, approximately 6% of the Fraser River watershed 

has recently been disturbed due to the accumulation of logging projects over space and 

time. 

 

Figure 5.2.  Map of the Fraser River and distribution of wildfires across space (A), 
annual burned area over time (B), and accumulated burn area over the 
previous 10 years (C). Also depicted is the distribution of logged areas in 
the Fraser River (D), as well as the annual logged area (E) and accumulated 
logged area over the previous 10 years (F). The three time periods included 
in the SSN model are color coded as purple (2010-2006), blue (1995-1991), 
and green (1970-1966). 

5.4.4. Spatial Stream Network analysis 

I found that water temperatures in the Fraser River were significantly different among the 

summer months (GLMM; P < 0.001) and significantly warmed by higher air temperatures 

(GLMM; P < 0.001) and larger upstream areas logged (GLMM; P < 0.05, Table 5.1, 
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Figure 5.3). Overall, the model accounted for approximately 39% of the observed 

variation in the water temperature data (GLMM; Generalized R2 = 0.385). The coefficient 

estimates indicate that August is the warmest month, and both July and September are 

significantly colder (GLMM; P < 0.001). Within each month the average air temperature 

also significantly affected water temperatures (GLMM; P < 0.001), where warmer air 

temperatures were associated with warmer waters. Based on the model coefficients, for 

every 1°C increase in mean monthly air temperature Fraser River waters warmed by 

approximately 0.37°C on average (± 0.078°C 95% CI). In addition, the amount of 

upstream area logged was associated with significantly warmer water temperatures 

(GLMM; P < 0.05) but the amount of upstream burned area did not (GLMM; P > 0.05). 

Specifically, for every additional 1000 km2 of upstream area logged within a 10 year time 

period, downstream Fraser River temperatures increase by approximately 0.10°C on 

average (± 0.097°C 95% CI). Given that approximately 13,500 km2 of the Fraser River 

watershed has been logged over the last decade, as of 2010, I estimate that logging has 

warmed water temperatures by 1.35°C in the lower most reaches of the Fraser River 

mainstem. Based on the centered and scaled data, I estimated that the effect of air 

temperatures on Fraser River water temperatures was approximately 2.8 times the effect 

of upstream logged area (standardized coefficients of 2.05 vs. 0.74), and there was no 

statistical effect of upstream burned area with the coefficient confidence intervals broadly 

overlapping 0 (Figure 5.3).  

Table 5.1. SSN GLMM parameter coefficient estimates. 

Fixed Effects Coef Estimate SE t value P 

Intercept 9.737 0.706 13.794 < 0.001 
August 0.000 NA NA NA 
July -0.960 0.108 -8.870 < 0.001 
September -2.448 0.101 -24.212 < 0.001 
Air Temp 0.369 3.970e-02 9.293 < 0.001 
Logging 1.036e-04 4.936e-05 2.100 0.036 
Wildfire -8.610e-05 1.420e-04 -0.606 0.544 

Random Effects     
Exp. Taildown parsill 4.383    
Exp. Taildown range 16,513.873    
Site.ID parsill 0.255    
Nugget parsill 1.960    
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Figure 5.3. Standardized GLMM coefficients for average monthly air temperature 
(C°), upstream area logged (km2), and upstream area burned by wildfire 
(km2). Coefficients represent unites of 2 SD for each variable plotted, and 
error bars represent 95% coefficient CI. 

5.4.5. SSN model cross validation and predictions 

I calculated the RMSPE and completed LOOCV to examine the prediction accuracy of 

the fit GLMM. On average, the RMSPE was ± 1.48°C indicating a fair amount of 

uncertainty in model predictions. The relationship between predicted and observed 

values in the LOOCV computation indicate relatively good agreement between predicted 

and observed water temperatures (Figure 5.4; Generalized R2 = 0.75). In addition, I 

calculated the cov.95, which was equal to 0.95 indicating that there is little bias and the 

prediction standard errors were estimated well (Ver Hoef et al. 2012). 
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Figure 5.4. Observed Fraser River temperatures (°C) on the x-axis plotted against 
July (circle), August (triangle), and September (square) river temperatures 
(°C) predicted using LOOCV on the y-axis. The recent (purple), middle 
(blue), and historic (green) time periods are color-coded. Also plotted is a 
1:1 dashed line.  

To illustrate spatiotemporal trends in water temperatures throughout the Fraser River I 

used the fit GLMM model to predict temperatures for each year and month in the focal 

time periods. Across time periods, the warmest temperatures were predicted to occur in 

the lower mainstem Fraser River for all months, but and peaking in August (Figure 5.5). 

Overall, August was the warmest month for the Fraser River watershed with an average 

temperature of 16.1°C (± 2.78°C SD) and maximum temperature of 22.2°C. Waters were 

cooler on average in July and September with a mean temperature of 15.5°C (± 2.81°C 

SD) and 13.7°C (± 2.72°C SD) respectively. 
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Figure 5.5. Predicted mean monthly water temperatures (°C) throughout the Fraser 
River. Predictions were based on a GLMM that included month, mean 
monthly air temperature (°C), upstream area logged or burned by wildfire 
(10yr accumulation, km2). Predicted temperatures and SE are averaged for 
July, Aug, and Sept within each time period. Point color scales with 
temperature (°C) and the size of each point scales with the prediction 
standard error (SE).  

I differenced the predicted water temperatures between years and time periods to 

illustrate spatiotemporal shifts in water temperatures throughout the Fraser River. 

Generally, water temperatures appear to be warming over time with the greatest 

changes occurring in the mainstem Fraser River and in July (Figure 5.7). There was 

visible spatial and temporal variation in the degree of temperature change throughout 

the Fraser River watershed (Figure 5.7). For example, July appears to have warmed to 



 

 

  
96 

most when comparing the recent to historic time periods, or recent to middle time 

periods (Figure 5.7A, D), whereas August appears to have warmed the most when 

comparing the middle to historic time periods (Figure 5.7E). Overall, summer water 

temperatures appear to be warming, and are 0.27°C (± 0.29°C SD) warmer on average 

in the recent compared to the historic time period. As such, waters are warming at 

approximately 0.07°C (± 0.07°C SD) per decade on average across the Fraser River 

basin. 

 

Figure 5.7. Average temperature difference (∆°C) from the recent-historic (A-C), 
recent-middle (D-F), and middle-historic (G-I) time periods. Point colors 
scale with degree of temperature change (∆°C), where white is equal to 0 
difference or no data.  
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Some regions of the watershed are warming at a faster rate than others. The maximum 

predicted change in water temperature from the historic time period to the recent time 

period was 1.65°C in the lower mainstem of the Fraser River during July (X = 1289792, 

Y = 470577.3 Albers equal-area conic projection; Figure 5.7A). At this location in the 

lower mainstem of the Fraser River, the average change in air temperature (~∆1.2°C) 

and the average change in the amount of upstream area logged (~∆10,500 km2) 

between the recent and historic time periods (Figure 5.8) may be warming water 

temperatures by ~0.4 °C and ~1.1 °C respectively. Thus logging appears to be driving 

most of the predicted water temperature change in the location where water 

temperatures have changed the most. Averaged across the watershed, air temperatures 

have risen by approximately 0.6°C between the recent and historic time periods, which 

equates to an approximate change in water temperature of 0.2°C (± 0.05°C 95% CI). 

Whereas the average change in upstream area logged was approximately 440 km2 

between the recent and historic time periods, which would drive an approximate 

increase in stream temperatures of 0.05°C (± 0.04°C 95% CI). Thus, while average 

changes in air temperature throughout the basin appear to be the dominant driver of 

increased water temperatures it is likely that logging is making a significant contribution 

to this warming trend (Figure 5.8). 
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Figure 5.8. A 3-demensional plot of the predicted differences in water temperature 
(∆°C) y-axis, and observed differences in upstream area logged (∆ km2) x-
axis, and air temperature (∆°C) z-axis between the recent to historic time 
periods. Differences were calculated at 1551 locations during July, August, 
and September across all five years in each time period (n = 23,265). Point 
colors scale with the degree of air temperature change (∆°C). 

 

5.5. Discussion 

In this study I illustrate how climate and anthropogenic landscape perturbations can 

drive spatiotemporal variation in Fraser River water temperatures. Specifically, using a 

Spatial Stream Network model that accounts for repeated measures and spatial 

autocorrelation, I estimate that raising mean monthly air temperatures by 1°C and 

logging 1000 km2 of forest will increase water temperatures downstream by 

approximately 0.37°C and 0.1°C, respectively, with no significant effect of wildfire on 

water temperatures. As a result, I found that waters are gradually warming in the Fraser 

River at a basin scale average of 0.07°C per decade, with disproportionately greater 

changes occurring in the lower reaches of the mainstem Fraser River. As such, this 

study provides insight into how natural and anthropogenic landscape disturbance and 
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climate warming may collectively contribute to the warming waters of the Fraser River in 

our future.  

Air temperature is considered a very good predictor of water temperature (Stefan and 

Preud’homme 1993, Caissie 2006, Webb and Nobilis 2007, Webb et al. 2008, Kaushal 

et al. 2010). Some biological and water quality research of streams often use air 

temperature as a surrogate for water temperature because water temperature data are 

sometime scarce or are relatively difficult to obtain (Smith 1981, Stefan and 

Preud’homme 1993, Webb et al. 2008). As well, the majority of quantitative approaches 

to modeling water temperatures generally rely of air-water temperature relationships 

(Caissie 2006). As such, the strong positive air-water temperature relationship found in 

this study was not surprising, especially considering that the these relationships tend to 

strengthen when using monthly averages compared to shorter time scales (Stefan and 

Preud’homme 1993). However, the coefficient slope of the air-water temperature 

relationship estimated in this study was 0.369, which is approximately half as steep as 

coefficients estimated in other studies (e.g., Smith 1981, Stefan and Preud’homme 

1993). I suspect this result is due to the relatively large size of rivers modeled in this 

study (i.e., > fourth order), and research has shown that increasing thermal capacity and 

discharge makes rivers and streams less sensitive to atmospheric influences (Smith and 

Lavis 1975, Ozaki et al. 2003, Webb et al. 2003, 2008). Despite the weakened air-water 

temperature association, I found that changing air temperature is the predominant factor 

driving basin-scale changes in water temperature in the Fraser River. As climate 

warming persists I expect that warming air temperatures will likely drive warming waters 

throughout the Fraser River. According to the ClimateBC and Climate WNA programs 

(Wang et al. 2006, 2012) and IPCC general circulation models, we might expect average 

air temperatures in the warmest month of the 2080’s to be ~6°C warmer in the Fraser 

River basin compared to average air temperatures in the warmest months between 

2006-2010. As a result, water temperatures in the Fraser will likely warm by over 2°C on 

average throughout the basin over the next century.  

The logging practices in the Fraser River watershed appear to be associated with 

increased river temperatures. Previous research on small streams has shown that forest 

harvesting can can increase stream temperatures in adjacent streams (Burton and 
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Likens 1973, Kiffney et al. 2003, Janisch et al. 2012). Recently, studies have attempted 

to scale up these investigations and found a positive signal of warmer water 

temperatures in basins that were more heavily logged (Pollock et al. 2009). The 

association between logging and water temperature described in previous work and by 

the correlative analysis of this study may be explained by several potential mechanisms. 

For example, some studies suggest that clear-cutting forest can drive warming of 

shallow groundwater and subsequent heat advection to nearby streams (Hewlett and 

James 1982, Brosofske et al. 1997, Bourque and Pomeroy 2001, Alexander et al. 2003, 

Moore et al. 2005). However, the dominant thermal impact of forest harvest in streams 

and rivers appears to be linked to increased solar inputs and shortwave radiation 

(Johnson and Jones 2000, Moore et al. 2005, Caissie 2006). As such, shading provided 

by riparian vegetation, tall trees, and steep terrain may operate as a principal control on 

the amount of shortwave radiation that reaches streams and rivers, and thus likely 

constitutes an important control on stream temperatures (Allen 2008). Leaving buffer 

regions of riparian vegetation between the stream and forest harvest have been shown 

to significantly mitigate the thermal impacts of forest harvest (Kiffney et al. 2003). 

However, it is important to note that while buffer strips may mitigate for the thermal 

impacts of logging associated with solar radiation they may not be effective in mitigating 

for other possible mechanisms by which stream temperature is affected by logging (e.g., 

groundwater heating).  

I found that the effects of wildfire on Fraser River water temperatures to be statistically 

negligible. Specifically, the amount of upstream area burned by wildfire did not 

significantly alter downstream water temperatures in the Fraser River. This result 

corroborates previous research that found the effects of wildfire diminished when they 

are examined at the river network scale (Isaak et al. 2010, Holsinger et al. 2014). As 

well, wildfire represented only one of multiple stressors on water temperatures in this 

study (Ormerod et al. 2010). Between 2006 and 2010, the average upstream area 

burned by wildfire over a 10yr period was ~2,300 km2 or approximately 1% of the 

watershed. By comparison, between 2006 and 2010, the average upstream logged area 

over a 10yr period was approximately 6% of the Fraser River watershed, which is an 

area over twice the size of Delaware State, USA. As such, it is possible that the effects 

of the primary stressors (i.e., logging and climate warming) on Fraser River water 
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temperatures are strong enough to overshadow the effects of additional stressors such 

as wildfire (Fausch et al. 2010). In addition to the relatively small contribution of wildfire 

burn area to the amount of disturbed landscape throughout the Fraser River basin, over 

78% of the historic wildfires in the basin were relatively small (< 2 km2), and forest 

recovery from small and low severity wildfires can occur relatively rapidly over a period 

of years to decades (Dunham et al. 2007).  

Changes to the hydrology of the Fraser River will likely impact water temperatures in the 

Fraser River. For example, the timing of freshet (i.e., spring runoff) has been shown to 

influence summer temperature regimes, where earlier onset of freshest results in 

warmer summer temperatures (Morrison et al. 2002, MacDonald et al. 2014). In the 

western United States and the Fraser River, the hydrology has been shifting such that 

freshet is occurring earlier in the year (Morrison et al. 2002, Stewart et al. 2004, 

Regonda and Rajagopalan 2005). These changes have been partly attributed to shifts 

from snow to rain dominated systems and early snow melt due to climate change 

(Hidalgo et al. 2009). Land-use has also been linked to shifts in the timing of freshet, 

such that clear-cutting is associated with increased rates of snow melt and earlier 

freshest (Schelker et al. 2013). Considering the magnitude of forest harvest in the Fraser 

River basin it is possible that both climate warming and land-use will likely influence the 

hydrology as well as the thermal regime of the Fraser River in the future. 

Waters in the Fraser River during anomalously warm years surpass the thermal limits for 

in migrating salmon resulting in large-scale pre-spawn mortality (Foreman et al. 1997, 

Macdonald et al. 2010). Exposure of temperatures above 22°C for several days can 

result in acute infection or acute thermal shock and death (Servizi and Jensen 1977). 

Results from this study indicate that between 2006 and 2010 mean daily stream 

temperatures warmed as much as 22.2°C in August with daily maximum temperatures 

likely much higher. Indeed, the warming trends in the Fraser River pose serious 

conservation concerns for salmon returning during these warm months, such as the 

Summer Sockeye salmon run-timing group (Gable and Cox-Rogers 1993, Eliason et al. 

2011). 
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This study has shown that rising air temperatures due to climate warming, and large-

scale forest harvest are warming water temperatures in the Fraser River. The predicted 

rate of temperature change in the study was similar to those previously published 

(Foreman et al. 2001, Hinch and Martins 2011, Martins et al. 2011). However, this study 

explicitly links anthropogenic alterations of the landscape and climate to basin-scale 

changes in river temperatures. Analyses indicate that much of the warming throughout 

the basin is being driven by air temperature but that logging practices are significantly 

contributing to the warming trend. In British Columbia, Canada buffer zones along non-

fish bearing streams are not currently required, nor are they required in fish bearing 

streams that have a bankfull width less than 1.5 m (Moore et al. 2005). These small 

streams are considered more vulnerable to the thermal effects of logging because they 

have a low thermal capacity relative to larger systems (Moore et al. 2005, Caissie 2006). 

As such, the most vulnerable streams are not protected from increased solar radiation 

associated with logging, which is the predominant factor driving summer stream 

temperature warming (Moore et al. 2005). As such, resource managers in British 

Columbia have the capacity to offset the trend of warming waters in the Fraser River by 

adopting forest management practices that minimize the thermal impacts of forest 

harvest (e.g., mandatory riparian buffer zones). In doing so, resource managers may 

possibly slow some of the deleterious impacts of climate warming. As well, research has 

shown that watersheds may recover from the thermal impacts of forest logging within 5 

to 10 years after harvest (Moore et al. 2005). Thus, the positive effects of implementing 

protective forest management practices may manifest relatively rapidly. In total, results 

from this study will aid resource managers by clarifying of how landscape alterations and 

climate warming may shape the thermal future for the Fraser River. More generally, this 

study improves our understanding of how natural and anthropogenic landscape 

perturbations may act in concert with climate change to warm freshwaters.  
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6. General Discussion 

In this thesis I explore the effects of several predominant forms of large-scale natural 

and anthropogenic disturbance in lotic ecosystems. My thesis examines how abiotic and 

biotic components of lotic ecosystems respond to wildfire, river regulation, forest logging, 

and climate warming at spatial scales ranging from less than 10 m2 to over 220,000 km2. 

By focusing on different disturbance types and by varying the spatial and temporal scope 

of my work, my thesis provides insight to basic stream ecology, and provides information 

at spatiotemporal scales conducive for aiding resource management (Wiens 1989, 

Fausch et al. 2002, Allan 2004).  

6.1. Natural disturbance 

Natural disturbance operates as a primary control on the distribution, abundance, and 

characteristics of organisms inhabiting lotic ecosystems (Resh et al. 1988, Poff and 

Ward 1990, Lytle 2002). This control arises partly from the effects disturbance has on 

the physical habitat template and resource availability in streams and rivers (Resh et al. 

1988, Poff and Ward 1990, Poff et al. 1997). The types of disturbance that serve as 

controls and the frequency in which they occur (i.e., disturbance regime) are specific to 

geographic regions. For example, lotic ecosystems in Mediterranean regions are prone 

to frequent wildfires, winter flooding, and droughts that drive their structure and function 

(Gasith and Resh 1999, Verkaik et al. 2013a). As such, understanding the role of natural 

disturbance in lotic ecosystem necessitates studies focused within and across 

geographic regions.  

Wildfire can help shape thermal heterogeneity in lotic ecosystems within Mediterranean 

regions (Chapter 2). Local-scale differences in fire severity will generate heterogeneous 

burn patterns in the removal of riparian vegetation leading to heterogeneous increases in 

light and stream temperatures.  Local climate, and other common forms of disturbance in 
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Mediterranean regions, will likely mediate the biological response to wildfire driven 

thermal heterogeneity in lotic ecosystems. For example, hot, dry Mediterranean 

summers drive bioenergetically stressful conditions for thermally-sensitive fishes such as 

O. mykiss (Grantham et al. 2012, Sloat and Osterback 2013). I found that thermal 

heterogeneity caused by wildfire was associated with shifts in O. mykiss biomass, 

potentially due to emigration from more energetically costly pools (Chapter 2). Drought 

years with decreased flow and increased stream temperatures would likely exacerbate 

the biological response to warming waters associated with wildfire. In contrast, flood 

years may increase benthic invertebrate prey available to drift feeding fishes like O. 

mykiss via scour (Power et al. 2008, Sogard et al. 2012), in which case warming waters 

associated with wildfire would contribute to bioenergetically favorable conditions for 

accelerated growth. Thus, in Mediterranean regions the biological response to wildfire 

driven changes in stream temperature will likely be seasonally dynamic and exacerbated 

or attenuated by additional disturbance types such as winter floods or summer droughts. 

Wildfire can alter the availability of nutrients and particulate organic matter in streams 

and rivers (Chapter 3). Fire has been shown to deliver pulses of nutrients and organic 

matter to streams in burned watersheds via pyrolysis of organic material, leaching, 

erosion and run-off (Minshall et al. 1997, Gresswell 1999, Wan et al. 2001, Verkaik et al. 

2013a). For example, I observed a 244% increase in nitrate and a 44% increase in fine 

particulate organic matter in burned compared to unburned regions of Scott Creek 

following the Lockheed wildfire (Chapter 3). In Mediterranean systems such as Scott 

Creek, the natural seasonal patterns in precipitation and stream flow will mediate the 

timing of the delivery and the quantity of nutrients and organic matter derived from 

wildfire burn areas (Verkaik et al. 2013, Chapter 3). Whereas in snowpack dominated 

watersheds the delivery of nutrients and organic matter from burned landscapes tends to 

occur during the spring snowmelt and summer storms (e.g., Minshall 2001). Thus, the 

timing of nutrients and organic matter inputs is related to the region-specific seasonality 

and hydrology.  

Lotic ecosystems in Mediterranean regions appear robust to wildfire related disturbance. 

For example, I found that the abundance and community composition of both terrestrial 

and aquatic macroinvertebrates were governed primarily by underlying seasonal cycles, 
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and the effects attributable to wildfire were relatively minor by comparison (Chapter 3). 

However, it is important to note that the wildfire that I examined in my thesis work was 

classified as relatively moderate in severity. Previous work has shown strong links 

between fire severity and ecosystem response (e.g., Malison and Baxter 2010b, Jackson 

et al. 2012). I suspect that larger and more severe wildfires are likely to contribute 

comparably to shaping food webs and the physical structure of streams in 

Mediterranean regions than flooding and drought, which are currently considered the 

primary controls (Gasith and Resh 1999, Power et al. 2008, Verkaik et al. 2013a). 

6.2. Anthropogenic disturbance 

In contrast to natural disturbance, anthropogenic disturbance can often lead to the 

homogenization of physical habitat and biological communities. In regulated rivers, dams 

and other impoundments have altered the duration, frequency and intensity of high flow 

events leading to channel simplification and the loss of important habitats such as 

sloughs, backwater areas and side channels (Ligon et al. 1995, Sear 1995, Poff et al. 

1997). There is a growing concern that anthropogenic disturbance is a major threat to 

future lotic ecosystem integrity (Allan et al. 1997, Townsend et al. 2003, Strayer et al. 

2003, Allan 2004). This concern is partly driven by the global-scale increase in 

anthropogenic disturbance, such as dam construction and river regulation (Nilsson et al. 

2005, Poff et al. 2007). As well, habitat degradation from anthropogenic disturbance can 

propagate in all directions within river networks and sometimes great distances from the 

source of disturbance (Pringle 1997, Fausch et al. 2002). 

The use of relatively new quantitative methods can greatly aid our ability to measure and 

predict the effects of anthropogenic disturbance. For example, hydrodynamic habitat 

models are a family quantitative tools that resource managers often used to estimate the 

effects of river regulation on salmon habitat (Ahmadi-Nedushan et al. 2006). 

Constructing these habitat models using AICc and modeling averaging will improve their 

predictive accuracy and more accurately reflect uncertainty in model predictions 

(Chapter 1). Therefore, integrating the use of AICc and model averaging into the current 
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hydrodynamic habitat-modelling framework will facilitate wise management of aquatic 

resources and the services that lotic ecosystems provide.  

Recent advances in geostatistics have greatly improved our ability to quantify the effects 

of land-use change and anthropogenic disturbance in lotic ecosystems (Peterson and 

Ver Hoef 2010, Ver Hoef and Peterson 2010, Ver Hoef et al. 2012). For example, by 

applying Spatial Stream Network (SSN) models to water temperature data from the 

Fraser River I was able to quantify the combined effect of logging and rising air 

temperatures on warming water temperatures (Chapter 4). This study illuminated the 

importance of considering the accumulative impacts of multiple small-scale 

anthropogenic disturbances. For example, between 2000 and 2010 the median area of 

individual sites logged in the Fraser River basin was 0.04 km2, which would have a 

negligible affect on water temperatures (Chapter 4). However, the accumulation of 

logged areas between 2000 and 2010 was approximately 14,200 km2, which is an area 

over twice the size of Delaware State, USA. The accumulative impact of logging 

throughout the Fraser River basin is significantly contributing to the trend in warming 

water temperatures and the degradation of thermal habitat for Pacific salmon (Chapter 

4).  

6.3. Conservation and management implications 

One of the key challenges we currently face is learning how acquire the goods and 

services we need from lotic ecosystems, while minimizing the anthropogenic threat to 

future ecological integrity. Previous research and results from my thesis lend support to 

three general considerations for the development of a holistic disturbance-based 

management and conservation framework (Hobbs and Huenneke 1992, Poff et al. 

1997). 

1. Natural disturbance is critical for healthy ecosystem function. 

It is imperative that we integrate natural disturbance into management and conservation 

strategies. However, the contribution of natural disturbance to ecosystem health will 

likely vary by disturbance type, frequency of occurrence, and geographic region 
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(Chapter 2, 3). Thus, shifting to a disturbance-based management and conservation 

framework will need to be informed with regional studies focused on the region-specific 

role of natural disturbance in lotic ecosystems.  

2. Impacts of anthropogenic disturbance to lotic ecosystems can be minimized. 

The goods and services lotic ecosystems provide are a limited resource throughout 

many areas of the world (Richter et al. 2003, Poff et al. 2003). Management of these 

resources should be focused on minimizing deleterious impacts from anthropogenic 

disturbance in order to ensure their future availability. Effective management can be 

greatly aided by implementing improved quantitative tools that accurately estimate our 

impact on sensitive species and habitats, as well as accurately reflect the uncertainty 

around those estimates (Chapter 1).  

3. Lotic ecosystems are nested hierarchical structures. 

Streams and rivers are nested hierarchical structures, which allow the effects of 

disturbance to propagate throughout the network. Examining disturbance on a network 

scale will improve our understanding of how large-scale disturbance can propagate 

through lotic ecosystems, and how the accumulation of small-scale disturbances can 

drive large-scale changes (Chapter 4).  

6.4. Conclusion 

Noel Hynes and David Allan, aptly stated “in every respect the valley rules the stream 

(Hynes 1975)”, “but increasingly, human activities rule the valley (Allan 2004).” In part, 

Hynes was referring to fact that the valley provides the rocks that form the river channel 

and organic material that fuels the food web. The delivery and composition of these 

materials occurs through a complex suite of natural processes that include natural 

disturbance. On the other hand, Allan was acknowledging that human actions are 

fundamentally altering the natural process that maintain the form and function of streams 

and rivers, and that the frequency and spatial extent of these actions are increasing. I 

believe both Noel Hynes and David Allan’s statements touch on the central points of my 

thesis. Natural disturbance is an intrinsic and natural process critical for maintaining 
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healthy function in streams and rivers. To that end, the way humans interact with the 

landscape will have long-lasting and far-reaching implications for lotic ecosystems. And 

therein lies our responsibility as participants in the ‘ecological theatre’ (Hutchinson 

1965). We have the privilege of deciding what role we want to play in shaping the 

streams and rivers of our future.  
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