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Abstract 

The TRINAT collaboration began investigating fundamental symmetries searching for 

scalar contributions to the predominantly V - A structure of the weak interaction by 

measuring the /3 - v correlation parameter using the pure Fermi decay of magneto- 

optically trapped 38mK . This thesis describes the first physics measurement using 

polarized, laser-cooled 3 7 ~ ,  and represents the next generation of TRINAT experiments 

aimed at  searching for right-handed currents predicted to restore parity a t  higher 

energy scales in some extensions to the Standard Model. 

Using a detector geometry similar to that of the scalar search, we have learned to 

implement optical pumping techniques to achieve very high (2 96%) nuclear polar- 

izations of our radioactive atom sample. Furthermore, we have pioneered techniques 

to measure this observable - independent of the /3 decay observables - in situ on all 

the nuclei that are decaying. By observing the emitted /3+ and recoiling 37Ar in the 

back-to-back geometry, we have extracted a measurement of the neutrino asymmetry 

parameter: B, = -0.755 f 0.020 f 0.013, in agreement with the Standard Model 
(stat) (syst) 

prediction of -O.7692(15). 

This 3% measurement of the B, represents the first /3 decay physics measurement 

using a polarized, laser-cooled source. This is not yet competitive with other limits on 

right-handed current parameters; however, we have identified our dominant system- 

atics and have learned how to minimize them so that the next time the experiment 

is performed, we expect to be able to reduce our uncertainty to the 0.5% level. Addi- 

tionally, we have outlined how we may make use of a correlation unique to our setup 

to further enhance our sensitivity. We expect that future experiments will be able 



to have a significant impact in either finding new physics or helping to constrain the 

variety of models considered as viable extensions to the Standard Model. 

Keywords: neutrino asymmetry, P decay, magneto-optic trap, right-handed cur- 

rents, optical pumping. 
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Introduction 

Nature is a beautiful, complicated beast. The questions one can ask are endless: How 

did our universe come to be? What are the building blocks of matter and the forces? 

How does the human body work, and what is consciousness? 

One cannot possibly hope to understand all of Nature, but some of us can be 

blessed to catch a glimpse of part of it and to see the beauty of a small corner of this 

fantastic universe. What a wonderful world indeed! 

This thesis will outline the research done at THUMF, Canada's national sub- 

atomic physics laboratory, to explore one area of the physical sciences. Using novel 

atom-trapping techniques on radioactive 37K, we can probe the details of the weak 

interaction, and in particular are able to search for right-handed currents in what we 

know is a predominantly left-handed (V - A) form of the weak interaction. 

,B Decay 

Nuclear P decay has proven to be an invaluable tool in our study of nuclear and par- 

ticle physics since the discovery of radioactive decay a t  the turn of the century. The 

first experiments following the discovery of ,O decay appeared to observers as having 

only two decay products: the daughter atom and a charge-conserving 'P ray,' which 

was soon realized to be either an electron (P- )  or a positron (P+). The simple kine- 

matics of such a two-body decay would require that the ,O energy spectrum be a peak 

corresponding to the energy released in the transition, as in a, decay. The fact that the 

emitted ,O ray was observed to have a continuous energy spectrum prompted Pauli in 



1931 to propose that P decay is a 3-body process, the extra product being a light (or 

even massless), neutral particle that interacts very weakly with matter and so escapes 

detection. Only three years later, but over twenty years before it  was ever proven 

to exist*, Fermi called this elusive particle a neutrino when he incorporated it in his 

theory of p decay. Fermi's model provides us with a simple, intuitive understanding 

of p decay that, even to this day, remains essentially unchanged. 

1.1.1 The Fermi Model 

A nucleus that undergoes ,B decay converts one of its neutrons into a proton, or vice- 

versa, so that its nuclear charge, 2, changes by f 1 but the total number of nucleons, 

A, remains constant. The basic processes underlying these decays a t  the nucleon level 

are: 

n - - , p + e - + q  p-decay 

p  - n + e+ + ve p+ decay 

p  + e- - n + ve orbital electron capture (E) 

When Fermi first proposed his theory [2], little else was known at  the time except 

that the force inducing the decay was weak compared to the strong force binding the 

protons and neutrons together to form the nucleus. This allowed Fermi to use first 

order perturbation theory (his 'Golden Rule') to  calculate the transition rate for any 

suitably weak potential Knt: 

where M fi = T& Knt d3x is the matrix element of the perturbing interaction and 

p(Ef) is the density of states available to a final state of energy Ef. The mathematical 

form of Knt for weak interactions is not predicted by Fermi's theory, but there are 

only five combinations of the y-matrices that are Lorentz covariant; these interaction 

types are given in Table 1.1. 

*Cowan and Reines reported direct observation at  the Savannah River Reactor in 1956-7 [I]. 



Scalar 

Pseudo-scalar 

Vector 

Axial vector 

Tensor 

Operator Parity 

TABLE 1.1: Possible forms for an interaction consistent with Lorentz invariance. 

Inspired by electromagnetism, Fermi hypothesized that the form of the interaction 

was vector (see Fig. 1.1). The strength of the electromagnetic interaction is scaled 

by a, so by analogy Fermi defined what we now call the "universal Fermi coupling 

constant," GF, to characterize the strength of the interaction. The currently accepted 

value of GF = 1.16639(1) x GeV-2 [3] is derived from the measured lifetime 

of the muon. In relation to the other forces, this (overall, effective) coupling is the 

weakest, hence the force that causes /3 decay is known as the "weak" interaction. 

Using this contact vector model, Fermi derived an expression for the differential 

decay rate in /3 decay: 

where Eo is the maximum energy transferred to the leptons and the 'Fermi function', 

F(Ee, Z', R), accounts for Coulomb interactions between the emitted /3 and electric 

FIGURE 1.1: Fermi's contact model of P+ decay (left) and analogy with electromagnetism 
(right). The hadron and lepton currents of P decay was presumed to be analogous to a 
proton interacting with an electromagnetic field, but with the strength of the coupling GF 
instead of a. 



field of daughter nucleus. Fermi derived an analytic expression for this function when 

he first proposed his theory [2]: 

F(E,, Z', R)  = 4(2pe~)2(s-1)eX'1 /I% + irl)I2 
I r ( i  + 2412) 

where 77 = ~ E , l p ,  for ,@ decay, s2 = 1 - a2Z t2  (2' refers to the daughter nucleus), 

R is the nuclear radius, and a = e2/47i is the fine structure constant. The shape of 

the decay rate is generally dominated by the density of states available to  the leptons, 

given by the peEe(E, - Ee)2 term. 

1.1.2 Beyond the Fermi Model 

In 1957, Lee and Yang [4] made a survey of the experimental evidence regarding 

parity conservation. They found that though parity conservation had been proven for 

electromagnetic and strong interactions, there was no proof that this was true of weak 

interactions. This inspired C. S. Wu [5, 61 and co-workers to specifically look for parity 

violation in the ,O decay of polarized 60Co: a tensor interaction (which incidentally 

was favoured a t  the time based on experiments of 6He and 19Ne decays) compared to 

an axial-vector interaction could be discerned based on the angular distribution of the 

decay. They looked a t  the correlation of the emitted p's momentum with the initial 

nuclear spin. In the mirror-world (i. e. under a parity transformation), the spin - being 

an axial vector - will not change sign whereas the ,8 momentum - being a polar vector - 

will; thus if a ,B asymmetry was seen, it would necessarily violated parity conservation. 

Two other experiments were performed a t  the same time by Garwin et al. [7] on the 

decay of the p+, and by Friedman et al. [8] on the 7i+ decay; all three of these 

experiments were not consistent with parity conservation. This was surprising a t  the 

time because all other forces obeyed parity conservation, and so most people expected 

the same to be true of the weak interaction. The fact that the weak interaction 

was found to differentiate between left- and right-handedness proved that Fermi's 

proposed vector form for the interaction was incomplete. The data of these three early 

experiments, as well as all other experiments which followed, were in fact consistent 

with an interaction that was maximally parity violating! They found that the form 



for the weak interaction had equal contributions of vector and axial-vector currents; 

this showed that via the weak interaction, Nature does indeed differentiate between 

the physical (left-handed) and mirror-image (right-handed) worlds, and rejects the 

latter which gives rise to parity non-conservation. 

With further theoretical and experimental developments, the electromagnetic and 

weak interactions were unified by Glashow, Weinberg and Salam in the late sixties. 

This was a triumphant accomplishment for which the three rightfully shared the Nobel 

Prize in 1979. We now know that the weak interaction is mediated by three massive 

vector bosons which naturally arise as a consequence of electroweak unification: the 

Wf mediate weak charged currents and the Z0 propagates weak neutral currents. 

The fact that the Wf have a mass Mw = 80.425(33) GeV means that this force 

is extremely short-ranged, on the order of l/Mw = 0.003 fm; it is for this reasons 

that Fermi's assumption of a four fermion contact interaction is valid to a very good 

approximation. Electroweak unification has allowed us to understand Fermi's coupling 

constant in terms of the weak coupling constant, g,, and the W propagator mass: 

G F / ~  = gi/8M&. This also explains why the weak force is so 'weak': g, = 0.65 is 

actually over two times stronger than the electromagnetic, g, = 6 = 0.30, but the 

egective coupling is weaker due to the large mass of the W mediating the interaction. 

With many questions regarding the nature of the weak interaction answered, but 

many questions still remaining, we now wonder "what other aspects of the weak in- 

teraction will ,f3 decay reveal to us . . . ?" 

Introduction to TRINAT 

The experiment performed in the fall of 2002 has many similarities to previous TRI- 

NAT experiments involving 38mK described in references [9, 10, 11, 12, 131: they use a 

magneto-optical trap (MOT) to provide a cold, clean, backing-free source of radioac- 

tive atoms, and observe both the ,f3 and recoiling ion (in this case 37Ar) daughter prod- 

ucts using very similar detection systems. Indeed, the scintillator-DSSSD ,f3-telescope, 

electrostatic field and microchannel plate (MCP) detector of the 38mK experiments 

were exactly the same. The double-MOT system, used to accept radioactive ions 
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Detection chamber 
Collection chamber 

FIGURE 1.2: Schematic diagram of TRINAT'S double-MOT system. The ion beam from 
ISAC is deposited and neutralized in a Zr foil and then trapped in the first 'collection' trap. 
The cold, trapped atoms are then transferred to the 2nd trap where the decay is observed 
using a micro-channel plate (recoils) and the P-telescope (positrons). 

from ISAC and transfer them to a clean detection chamber, is shown in Fig. 1.2; 

concentrating on the 2nd (detection) MOT, we see a P-telescope in the back-to-back 

geometry with a MCP detector. The P-telescope consists of a doublesided Si-strip 

(DSSSD) detector to measure the p's position and AE, and a large plastic scintillator 

to measure the total energy of the P. 
Additions to the 38mK detection system include two phoswich (plastic A E  + 

CaF2(Eu) E) detectors as well as a Dl optical pumping laser beam used to polarize 

the atom cloud. By reflecting this beam off of thin mirrors in front of the phoswiches, 

the polarization axis is aligned with the detection axis of these P detectors; this was 

done so as to optimize the asymmetry in the P count rates of these detectors whether 

the polarization is aligned or anti-aligned with the detector. This was meant to allow 

a precise measurement of the p asymmetry parameter but as we will see, backgrounds 

from atoms implanting on the mirrors introduced a large systematic which made such 

a measurement impossible. 

The back-to-back geometry of the P-telescope and recoil detector will be shown to 



provide a clean measurement of the neutrino asymmetry parameter. From conserva- 

tion of momentum, one can see how the recoil momentum along the polarization axis 

is directly given by the neutrino's momentum when the /3 is emitted perpendicular to 

the polarization axis. Thus the clean /3-Ar coincidences provide a good measurement 

of the neutrino's asymmetry, which we use to search for right-handed currents. 



Theoretical Background 

2.1 Nuclear &Decay 

The Fermi model outlined in the Introduction provided us with a simple, intuitive un- 

derstanding of ,B decay which successfully describes most aspects of ,B decay. However, 

experiments have shown that the Fermi model does not provide a complete descrip- 

tion. As an inherently weak process, nuclear ,G' decay is sensitive to the details of 

the weak interaction and probes energies on the scale of the mass of the propagator, 

namely Mw = 80 GeV. In this section, we describe in greater detail our current 

understanding of ,B decay. 

2.1.1 A Generalized Interaction 

In 1957, Jackson, Treimann and Wyld derived the ,B decay rate without any assump- 

tions about symmetries such as chargeconjugation (C), parity (P) or time reversal 

invariance (T) [14]. They began with a Hamiltonian which includes all forms of the 

weak interaction listed in Table 1.1: 



The coupling constants Ci and C,', which characterize the relative strengths of 

the five possible currents (S, P, V, A and T),  are in general complex and not equal 

in magnitude. The so-called Standard Model, guided by experimental results, sets 

Cs = Cb = CT = C& = CP = C& = 0 and Cv = C& = -CA = -Ci = 1. This is the 

well-known V - A structure of the weak interaction. The vector component changes 

sign under a parity transformation while the axial vector does not, and so parity is 

not conserved by the weak force; the fact that the relative sign is negative means that 

this interaction is left-handed. In fact, this parity violation is thought to be maximally 

violated because no evidence of the mirror image, or a (V + A) right-handed current, 

has been observed to date. 

In going from the (u, d) quark to (p, n) nucleon level, the hadron currents must be 

modified to account for the fact that the nucleon wavefunctions are not structureless 

Dirac spinors (like the quarks and leptons). One includes this correction by defining 

form factors for the hadronic currents. For Fermi (vector) transitions we write the 

nuclear matrix element as*: 

where for the low-energy limit applicable to P decay, the momentum transfer q z 0. 

The conserved vector current (CVC) hypothesis [15] states that, due to its intimate 

connection with electromagnetism, the vector current in /3 decay is protected from 

the strong interaction and so predicts gv = gv(0) = 1. Spin and isospin then define 

the Fermi matrix element and the selection rules for vector decays: 

We define a form factor for Gamow-Teller (axial-vector) transitions in a fashion similar 

to the Fermi case: 

*Convention is to use gi instead of Ci to differentiate between the hadron and lepton currents, 

but we take Ci = gi throughout. 



The axial vector current is renormalized by the strong interaction, at least somewhat. 

The partially conserved axial current (PCAC) hypothesis [16, 171 predicts g~ = -1.31 

in agreement with the value deduced from free neutron decay (gYtron -1.27); 

however this coupling gets quenched in the nuclear medium of complex nuclei such that 

g~ = - 1. Another complication of Gamow-Teller decays is that their matrix element 

can only be reliably calculated in neutron decay, where its value is MGT = &; in 

other cases, it must be experimentally measured. The axial current transfers angular 

momentum to the spin of the leptons and furthermore the T3 component of the isospin 

in the parent and daughter nuclei can change; so the selection rules* for GT decays 

are AI = 0 , f  1 and AT = 0 , f  1. 

In addition to the vector and axial-vector form factors above, there will generally 

be induced scalar, tensor and pseudo-scalar terms as well, which one characterizes in 

a similar fashion by defining additional form factors: g s , g ~  and gp. These induced 

terms will be addressed shortly when we discuss recoil-order effects in the ,B decay 

rate. 

The nuclear ,f3 decay rate 

Evaluation of Eq. (2.1) in terms of all possible observables is presented in [14]. The 

decay rate for an atom with an initial nuclear polarization, I, in terms of the ,B and 

v momenta is given by: 

*However for the particular case of O+-+ 0+ decays, the transition must be pure Fermi since no 

angular momentum is transferred and thus cannot have a Gamow-Teller component. 



where the angular distribution is given by: 

The terms in front of the angular distribution in Eq. (2.5) are seen to be identical to the 

Fermi model, aside from the inclusion of another constant: (VUdl2, the up-down element 

of the Cabibbo-Kobayashi-Maskawa quark mixing matrix. The angular distribution 

of the decay, Eq. (2.6), accounts for: spin-independent correlations (Ist line); lepton 

correlations with the initial nuclear polarization (2nd line); and correlations with the 

alignment of the nucleus (3rd line). Expressions for the angular correlation parameters, 

c, upv, b~ierz, Ap, Bv,, D and caagn are presented in 1181, and include corrections 

for the Coulomb final state interaction between the ,O and daughter nucleus. These 

expressions are also reproduced in Appendix D. Inner and outer radiative corrections 

are not included a t  this time because they are known generate small corrections (on 

the order of 0.2%, which is the effect when including radiative corrections the the 

0++ O+ decay of 38mK), however once our experiment reaches this level of precision, 

we will include their effects [19]. 

The correlation parameters depend not only on the type of transition (Fermi, 

Gamow-Teller or mixed F/GT) and energy of the leptons, but also on the nature of 

the weak interaction. For example, according to  Eq. (D.5), if the scalar and tensor 

couplings are actually identically zero (as assumed in the Standard Model), then the 

Fierz interference parameter, bFierz, must also be identically zero; if one were t o  one 

day observe, in contradiction to  this prediction, a finite value for bFierz in say a pure 

Fermi decay, then it would prove that a small scalar current is present in addition 

to  the predominantly (V - A) structure of the weak interaction. In this way, precise 

measurements of the angular distribution parameters in nuclear /3 decay can be used 

t o  further our understanding of the fundamental symmetries of the weak interaction. 



QEC = 6.14746(23) MeV 

FIGURE 2.1: The P decay of 3 7 ~ .  Values for the absolute P and y intensities per 3 7 ~  decay 
are in ppm unless otherwise indicated. 

2.1.2 P Decay of 37K 

The P+ decay of 37K [20] is depicted in Fig. 2.1. The decay is predominantly an In = 
3+, 3+ - 
2 2 transition to the ground state of 37Ar and as such is a mixed Fermi/Gamow- 
Teller decay. The magnitude of the Fermi component is JMFI2 = 1 since the ground 

state transition is between isobaric analog states. The Gamow-Teller component 

was inferred from the f t  value to  be JgAMGTI2 = 0.338(8) in [20]; however, a more 

precise measurement of the half-life [21] gave tlI2 = 1.2533(10) s and improved the 

f t  measurement leading to a Gamow-Teller matrix element (gAMG~I2  = 0.3311(18). 

The magnitude of the ratio of Gamow-Teller to Fermi matrix elements is therefore 

found to be IX( ]gAMGT/gVMF I = 0.5754(16). 
With the magnitude of X measured, we now only need its sign to  be able to  calcu- 

late values of Ap, B, and D within the Standard Model framework (other correlations 



TABLE 2.1: Standard Model predictions for the correlation parameters for the decay of 
polarized 3 7 ~ .  The Standard Model is based on a (V - A) structure (only) and respects the 
symmetries of CP and time-reversal invariance (so that Ci = Ci E !Re, i = V, A). With these 
assumptions, the predictions are based solely on the measured value of X = +0.5754(16) [21]. 

Correlation SM prediction 

/3 - v correlation: up, = 0.6683(14) 

Fierz interference parameter: b ~ i e r a  -- 0 
p asymmetry: Ap = -0.5702(6) 

v asymmetry: B, = -0.7692(15) 

Alignment parameter: c,ign AD - B, = 0.1990(8) 

Time-violating D coefficient: D -  0 

are independent of the relative sign). We expect that a shell model calculation will 

unambiguously provide the sign of X [22] since the magnitude of the Gamow-Teller 

strength is not small; from a calculation presented in 1978, such a calculation pre- 

dicted [23] MGT = -0.523. Note that Ref. [21] also quotes a negative sign for the 

combination gAMGT/gVMF. However, in neither case do they explicitly state the 

sign convention of g~ for p+ versus P- decays; the overall phase is arbitrary, but the 

axial current is defined differently for the two cases. In going from P' to ,F, one 

takes the Hermitian conjugate of Eq. (2.1) which does not modify the vector current, 

but does introduce a sign change in the axial current. Some people favour putting 

this sign change in the coupling constant directly (so g~ = f 1 for P' decay), while 

others (like Jackson, Treiman and Wyld) have chosen to reflect the sign change in 

their expressions for observables, and keep g~ constant. In order to obtain the same 

Standard Model predictions for the correlation parameters as Ref. [21] (see Table 2.1) 

using the expressions in Appendix D, we must chose X = +0.5754(16) indicating that 

Refs. [21] and [23] have opted to place the sign change in the coupling constant g ~ .  

The only other branch appreciably populated in the /3 decay of 37K is the 2.8 MeV 

level with a 2% branching ratio. As a f + + ;+ transition, it must be purely Gamow- 

Teller. De-excitation from this level proceeds directly to the ground state 98.5% of 



the time, producing a y with E, = 2.967 MeV. The next strongest ,B branch is to 

the 3.6 MeV level, however its branching ratio is comparatively negligible at less than 

a part per thousand. This (and all other allowed) transitions must also be purely 

Gamow-Teller because the ground state is the isobaric analogue state and takes all 

of the Fermi strength. A Fermi component could arise from isospin mixing, but this 

is ignored in light of the very weak branching ratio. All other branches are below 

50 ppm and so are completely negligible. 

Recoil Order Effects 

An assumption that is frequently made when deriving the decay rate for ,B decay is 

that of an infinitely heavy nucleus; the expressions simplify greatly if one ignores the 

recoil of the daughter nucleus. Very precise ,B decay experiments should include these 

calculable recoil order corrections when analyzing their observables. For the pure 

Fermi decays, calculation of the decay rate to recoil order is relatively simple, with 

the result simply renormalizing the total decay rate by 1 + (3Ee -A, - 3pe cos B,,)/M, 

which is at  most a 0.1% correction in 38mK. For Gamow-Teller and mixed decays 

when the nuclei have I > 0, the situation quickly becomes more complicated. Much 

of what follows is based on the thorough review of this subject given by B. R. Holstein 

in [24]. 

To first order in q/M and q2R2 where q is the momentum transfer and R is the 

nuclear radius, there are in general 10 structure functions which account for nuclear- 

dependent corrections arising from the strong force. For isobaric analog decays, CVC 

allows one to relate electromagnetic and weak form factors. Weak magnetism, which 

is b in Holstein's notation [24], can be related to the nuclear magnetic moments via: 

I + 1  p - p '  ( T3 - Ti ), 
where A is the mass number, p is the nuclear magnetic moment in units of the nuclear 

magneton, p ~ ,  and T3 is the isospin (primes denote the daughter state). Similarly, 



TABLE 2 .2 :  Magnetic dipole and electric quadrupole moments of 37Ar and 37K used to 
calculate recoil-order corrections. 

--- 

Isotope P reference Q reference 

the induced electric quadrupole, g, can be related to the nuclear quadrupole moment: 

where M = f (Mi + Mr) is the average mass of the daughter and parent nucleus, 

and Q is the quadrupole moment in units of fm2. For 37K, these moments have been 

measured to be p~ = +0.20321(6) p~ 1251 and QK = lO(4) fm2 [26]. In 3 7 ~ r ,  an 

older measurement found PAr = +0.95(20) p~ [27] which is consistent with a more 

recent and much more precise value quoted originally in the Bulletin of the American 

Physical Society [28]: PAr = +1.145(5) p ~ ;  a final analysis brought this preliminary 

result to  PAr = +1.146(1) p~ [29]. Though never published in a refereed journal, 

the measurement is accepted by the community as it has been adopted by a number 

of reviewers [30, 31, 321, and so we will also use this value in what follows. The 

quadrupole moment of 37Ar is QAr = +7.6(9) fm2 [33]. 

Using these values for the magnetic and quadrupole moments (see Table 2.2), 

we find b = -45.03(4) and g = (-1.1 f 0.5) x lo5 for weak magnetism and the 

induced electric quadrupole moment in 3 7 ~ .  AS we will see, the uncertainty in g 

(dominated by the quadrupole measurement in 37K) does not have a large effect on 

the ,B asymmetry, however TRINAT would be able to  improve this measurement if it 

were to become important. 

To estimate the effect of recoil-order corrections, we evaluate Fl(E)/Fo(E) from 

Eq. (52) of Ref. [24]*, which corresponds to the ,G' asymmetry parameter. This calcu- 

*Note that we discovered errors in Holstein's simplified expressions for some of the spin-dependent 

functions given in Eq. (B8) of [24]; for I + I' > 2, one should evaluate the Racah coefficients directly 

when using A,,,, E, , , ,  o,,, and + , ,  (though this last one is never actually used . . .). 



lation does not include the alignment terms which will effect the normalization of the 

asymmetry ( i.e. we don't include the F2 or F3 terms which will sum in the denomina- 

tor of a p asymmetry measurement). In the absence of second-class currents, which 

violate G parity*, all other form factors are either zero for isobaric analog transitions 

or do not contribute to Fo or Fl. The one exception is the induced pseudoscalar, h, 

which has a negligible contribution to the P asymmetry parameter. The results are 

plotted as a function of P energy in Fig. 2.2, where we also show the effect of uncer- 

tainties in the predicted value of Ap as well as the evaluations of weak magnetism 

and the induced electric quadrupole moment. One can see that including recoil-order 

effects enhances the asymmetry slightly, especially at  higher P energy. As expected, 

the overall effect is small at  5 0.0015, even when including current uncertainties in 

the form factors. This can be compared to the f 0.0006 uncertainty in the SM predic- 

tion of Ap due to the present uncertainty in A; recoil-order effects will only become 

important once our experiment reaches this level of sensitivity and an improved f t  

measurement better constrains the value of A. Note that based on this calculation, 

we can expect the neutrino asymmetry and other correlations to have contributions 

of similar magnitude. 

The effect of an induced tensor (denoted by d in Holstein's notation) is also shown 

where we have assumed its value is equal to the weak magnetism. There is no elec- 

tromagnetic relationship to deduce the magnitude of the induced tensor, however 

Holstein points out in Ref. [34] that if the first- and second-class axial currents had 

comparable strengths, then d would be comparable to b. It  is interesting to note that 

the effect of the induced tensor is considerably larger than weak magnetism and the 

induced electric quadrupole moment. If a precision measurement of the correlation 

parameters could be made as a function of P energy (and special care would need to 

be taken to understand the P detector's response function and energy calibration), 

the induced tensor - if it exists and is large - would have a clear signature which 

would point to the existence of second-class currents not in the Standard Model. 

*A G parity transformation interchanges particles with their anti-particles and rotates the system 

in isospin space about the T2 axis. 
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FIGURE 2.2: Recoil-order effects on the P asymmetry parameter in the decay of 37K. As 
labeled on the plot, we compare the calculated value without recoil-order corrections to the 
calculation which includes weak magnetism and the induced electric quadrupole moment. 
The dashed lines show the effect of the uncertainty in X and g (the uncertainty in b is 
negligible); the dotted line shows the effect of an induced tensor (a second-class current) 
with the same magnitude as weak magnetism. 

Physics Beyond the Standard Model 

Many extensions to the Standard Model [35, 36, 37, 381 restore parity at  higher energy 

scales, and explain the observed left-handedness of Nature as a symmetry breaking 

apparent at  low energies. Much like with electroweak unification, at  some higher 

energy scale where the weak and fine structure constants are equal, parity becomes 

a good symmetry again. A right-handed boson may simply be very massive and so 

its influence, at  ,B decay energies of typically tens of MeV, is suppressed by the 1/M2 

propagator term of the decay rate. Depending on the mass, and what its coupling is, 

these massive bosons may have small but finite observable effects on the decay. 

2.2.1 Right-Handed Currents 

In the Standard Model, maximal parity violation in the weak sector is incorporated 

by the fact that the weak interaction only acts on left-handed fermions. In most grand 
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unified theories, however, Nature is taken to be left-right symmetric, with parity vio- 

lation only manifest a t  low energies due to a spontaneous symmetry breaking a t  some 

higher energy scale. Unlike the Standard Model in which parity is maximally violated, 

the weak interaction may have small components of right-handed currents arising as 

a suppressed or relic component of the initial symmetry. Models incorporating left- 

right symmetry [35] necessarily extend the SU(2)L@U(l) Standard Model electroweak 

gauge group to include a right-handed component. The simplest extensions do nothing 

more than add a right sector akin to the s U ( 2 ) ~  sector, 2.e. SU(2)R €9 s U ( 2 ) ~  €9 U(1). 

Such a gauge group necessitates the addition of (at least) three new gauge bosons, 

the ~ , f  and 2'. The Z', along with the Standard Model Z0 boson, mediates weak 

neutral currents. The w:, associated with the SU(2)R group, is the right-handed 

counterpart of the Standard Model ~ , f  boson arising from the s U ( 2 ) ~  group. The 

two gauge group eigenstates mix so that the observed bosons are the mass eigenstates 

W1,2 of mass 

WL = Wl cos 5 - W2 sin 5 

WR = ( ~ 1  sin C + W2 cos C) e-iY 

Here 5 is a mixing angle and w is a phase which is only non-zero if the combined 

symmetry CP is violated. The mixing of these states is necessarily small since no 

evidence of a right-handed current has been observed, so that WL M Wl, ML M MI, 

WR = W2 and MR M M2. 

In general extensions to the Standard Model that restore parity at  high energies, 

the left and right sectors are completely independent. The parameters of the right 

sector in these models are free to take on arbitrary values, not necessarily the same 

as those in the left sector. This means that the parameter space allows: the bosons 

to have different masses, MI # M2; for the coupling constants have different values, 

QL # QR; for the left and right sector's Cabibbo-Kobayashi-Maskawa matrices to have 

different elements, Kf # V$; and for a new family of neutrinos, dL) # dR). The 

simplest extensions to the Standard Model which restore parity are known as manifest 

left-right symmetric models [39]; these models assume that the Lagrangian is explicitly 
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parity conserving (so g~ = g~ and V$ = V$ e We) and neutrinos are Dirac neutrinos*. 

In the manifest L-R symmetric model, then, the couplings and transformations of the 

two currents are identical, and parity violation occurs only from the mass difference 

of the bosons. Since the weak interaction is predominantly left-handed (at least), this 

implies that M2 >> Ml M 80 GeV. 

Effect on P Decay Observables 

In the manifest left-right symmetric model, as mentioned above, there are only two 

new parameters added to the model: the mass of the W2 and the mixing angle 5. 
Holstein and Treiman [40] defined an effective Lagrangian in terms of two parameters 

that depend on these right-handed current parameters according to: 

S(1+ tan 5) - tan 5(1 - tan 5) a a  x =  d 6 - 5  (2.10) 
S tan <(I  + tan 5) + tan <(I  - tan 5) C a  

t anC( l+ tanC)+S( l - t an<)  6 ~ 1  _ 6 + C  
and Y = S t a n C ( l - t a n C ) +  ( l+ tanC)  

(2.11) 
C<1 

where S = M,2/M,2 goes to zero as M2 + oo. In the limit that the weak interaction is 

purely (V - A),  x and y go linearly to zero. 

This parameterization is fine for the manifest left-right symmetric models, but 

does not tell us how to allow for different couplings, CKM matrices, etc. We therefore 

turn to a paper by Herczeg [41] where he defines a completely general Lagrangian for 

semileptonic processes, and which emphasizes the chiral nature of the weak interac- 

tion: 

Here I = e, p and the left- and right-handed neutrinos have separate mixing matrices, 

U  and V, so that uiL) = xj U l j ~ j  and u ( ~ )  = xj Kjv j .  The coefficients in Eq. (2.12) 

*Meaning ~ ( ~ 1 ~ )  # ~ ( ~ 9 ~ )  as compared to Majorana neutrinos where dLyR) = d L I R )  
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are given by: 

9' sin2 < aLL = V$ (& cos2 < + - (2.13a) 
8M; 

R ( - + BE) cos < .in< ei ( -+~)  ~ L R  = Vud 8M; 8M; 
(2.13b) 

L ( - + 9 ~ 9 ~ )  cos < sin < e i ( ~ - ~ )  URL = Vd (2.13~) 
8M; 8M; '' sin2 < + - g' cos2 <) . 

8M; 
(2.13d) 

The new CP violating phase, a, comes from mixing in the right-handed neutrino 

sector. For simplicity, we neglect CP violation and take ULR = URL E 92e. In terms of 

the x and y variables defined above: 

and 

With this parameterization, we can now easily incorporate dependences in generalized 

models where g~ # g ~ ,  Vz # VA, etc., with Herczeg's expressions for the aij. 

There are many ,O decay observables that are sensitive to right-handed currents, 

but the ones relevant to this thesis are the ,O and neutrino asymmetries, AD and 

B,. We are therefore interested in deducing the effects of right-handed currents on 

these parameters in order to estimate our sensitivity to the model parameters. The 

Lagrangian and parameterization of Holstein and Treiman was adopted by Naviliat- 

Cuncic et al* which we turn to because they derived a general expression for the 

,O asymmetry parameter in the left-right symmetric model. Neglecting recoil order 

corrections, assuming CVC, and a (V f A) interaction that respects T invariance, 

they found that for any allowed transition [42]: 

*Note that there is a typo in Eq.(3a) of [42]; both x and y are missing a 6 in the denominator. 

The expressions above, Eq. (2.11), are correct. 
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where Xzlz is given in Appendix D, SZlz is the Kronecker delta-function and the lower 

sign corresponds to  p+ decay. Note that if there are no right-handed currents, the 

above reduces to Eq. (D.7) given the quoted assumptions. As Holstein and Treiman 

explicitly state in [40], one does not know the value of gAMGT (except in the case of 

the neutron) and so one must compare the observed f t value to that of the 0++ 0+ 

decays. This is because the value of X deduced from the observed f t value will itself 

be affected by right-handed currents if they exist; hence one would not measure the 

"bare" value of A. Instead, one would observe XI which is related to the quantity of 

interest by: 

This can be seen to be the correct renormalization by inspecting a re-arrangement of 

the expression for the ratio of f t values given in [42]: 

In the absence of right-handed currents, this ratio goes to (1 + X2)/2; similarly, if we 

replace X by XI in the presence of right-handed currents, the expression reduces to 

(1 + X1)/2. Hence the As in Eq. (2.16) above should be replaced by XI. Doing so and 

simplifying, we find: 

Inspection of Eq. (D.8) and comparison to  Eq. (D.7) allows us to write a similar 

term for B, since the two differ only in a sign for purely vector/axial-vector interac- 

tions: 

Note that with the above renormalization of A, the expressions for up, and Calign 

(see Eqs. (D.4) and (D.6)) are not modified; this is what we expect because, with these 
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parameters quadratic in Cv, CA, it is difficult to see why they would be sensitive to 

right-handed currents. 

The above expressions for the P and v asymmetries tell us how sensitive we are to 

right-handed currents. If our measurements differ from the Standard Model predic- 

tions, we can use these expressions to extract values of the model parameters; in the 

absence of a signal, they tell us how sensitive we are and what limits we can place on 

the possible existence of a (V + A) interaction. 

2.2.2 Other precision experiments using traps 

Other groups are interested in harnessing the favourable conditions provided by mod- 

ern trapping techniques (cold, compact, backing-free source of radioactive atoms). 

In addition to the two described below, there are programs at: Argonne National 

Lab (6He); Francium studies at  JILA (Colorado), INFN Legnaro (Italy) and Stony 

B~OO~/TRIUMF;  and a program to search for time-violation and EDMs at  KVI in 

Groningen. A number of programs using ion traps are also planning precision P de- 

cay experiments to test fundamental symmetries, including the TITAN collaboration 

at TRIUMF, the WITCH group at Leuven/ISOLDE, the CPT at Argonne National 

Lab, and the LPC trap in Caen (among others). 

21Na decay 

At Lawrence Berkeley National Lab, a group is trapping 21Na and have possible 

evidence of scalar currents with the atoms unpolarized [43]. If they were to pursue 

a polarized program, this mirror decay would make them sensitive to right-handed 

currents. 

82Rb polarized decay 

A collaboration working out of Los Alamos National Lab is pursuing a time-orbiting 

potential (TOP) magnetic trap for 82Rb [44]. A magneto-optical trap loads the TOP 

trap and, using optical pumping techniques, efficiently prepares atoms in the stretched 

5S1/2)F = 312 r n ~  = 312) ground state. The TOP trap provides a rotating, highly 
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polarized 'beacon' of radioactive atoms confined in a trap. A ,O detector views this 

trap and counts the positrons emitted as the polarization of the cloud rotates. In their 

first proof-of-principle experiment [45], they describe their technique and show a large 

asymmetry; however large uncorrelated backgrounds made a precision experiment 

impossible. The group is working to reduce systematics and we await the results 

using the TOP trap. 

2.2.3 Present Limits on Right-Handed Currents 

Here we present existing constraints on right-handed current parameters within the 

context of the manifest left-right symmetric model, i .e. M2 and 5. Summaries of the 

different model-independent limits are shown throughout the rest of this section in 

Figs. 2.3- 2.5. These are 90% C.L. exclusion plots of the two right-handed current 

parameters. The Standard Model has the M2 -, oo and 5 = 0; the different contours 

indicate the parameter space experiments have excluded to date. 

High-energy searches 

The CDF [46] and DO [47] collaborations have searched for a W R  boson by colliding p 

with p at  high (1.8 TeV) centre-of-mass energies. They are not sensitive to the mixing 

angle, 5, but if the mass of the WR is within their thresholds, they can produce it 

directly and look for its subsequent decay to lighter particles. Their analysis scheme 

is generally to generate a number of missing mass spectra for candidate events and 

for each mass bin, look for an excess of events above background that would indicate 

a WR had been produced. Although no positive signal has ever been observed, they 

have been able to use their results to place relatively high limits on the mass, Mz. 

The DO collaboration, using the e v ~  decay channel, limits boson masses above 200 

and below 650 (720) GeV at  the 95% CL for Mu < M2/2 (Mu << M2). The CDF 

collaboration excludes a WR boson at  the 95% CL limit between masses of 225 and 

566 (536) GeV assuming the right-handed neutrino mass that is heavier (or much 

lighter) than M2 using the t b  decay channel. This channel has the advantage that the 

decay mode can still occur regardless of the mass of the VR; however it is a difficult 
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measurement and so has lower limits. 

The limits from the DO (W + e vR) and CDF (W + qq) experiments are hori- 

zontal lines in the 2D exclusion plot; this is because they are doing a mass search and 

are not sensitive to the mixing angle. 

These limits require that the decay products used to search for the WR are able 

to be produced kinematically, and so if, for example, the mass of the v~ were larger 

than the WR, the DO experiment would not be able to observe it. Additional caveats 

include the model-dependence needed to extract the expected signals if the boson was 

produced (more so for the evR). However, the limits imposed by high-energy searches 

is formidable and represent a stringent limit on the WR mass. 

v - N scattering 

The differential cross section of up- and v,-induced reactions are sensitive to right- 

handed quark currents which couple to the usual left-handed lepton current. As 

originally pointed out by B6g [39], left-right symmetric models can be probed by 

comparing the ratio of to v deep inelastic scattering on nucleons at large y = 

Ehad/Ev. This ratio for high and low Bjorken-x thresholds is sensitive to [48]: 

Using the neutrino beam at Fermilab's Tevatron, the CCFR collaboration was able 

to place a limit of q2 < 0.0015 at the 90% C.L. [49]. This corresponds to limits on 

the mixing angle of I[[ 5 0.04. This limit is shown in Fig. 2.3. As we will soon see, 

these limits on [ are not as stringent as limits from the O++ 0+ decays, however the 

v - N scattering limits do not assume the right-handed neutrino is relatively light as 

in p decay and muon experiments, and so provides a very useful bound for models 

where dR) have masses rn , [~ ,  2 10 MeV. 

Muon decay 

The Michel parameters [50], p, 6, q and E completely describe the differential decay 

spectrum of a muon decaying with an initial polarization P,. These parameters are 
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FIGURE 2.3: 90% C.L. limits in the manifest L-R symmetric model from particle physics 
experiments. In the Standard Model, the mixing angle is 5 = 0 and the mass M2 -t oo. The 
p p  collider experiments limit the mass to 2 600 GeV while the v - N scattering constrains 
151 1 0.04. The muon decay limits are sensitive to both parameters. 

bilinear combinations of the coupling constants in Eq. (2.1) so are sensitive to right- 

handed currents. A recent measurement of p and S by the TWZST collaboration at 

TRIUMF have improved the limits on a possible (V  + A) interaction [51, 521. In this 

experiment, highly polarized muons are implanted in the centre of a large spectrometer 

made up of 44 drift and 12 multiwire proportional chamber planes. The detector is 

mounted within a 2 T magnetic field so that the positrons emitted in the decay spiral 

through many of these chambers and their helical tracks can be used to deduce the 

e+ energy and direction with high precision. 

The limits obtained [53] from the recent TWZST result are shown in Fig. 2.3. In 

the analysis of both p and 6, the three dominant systematics were the spectrometer 

alignment, the chamber response and the ability to model positron interactions using 

GEANT. The next phase of the experiment involves measuring [P, which is expected 

to increase their sensitivity to p and S by a factor of five. 

0+--, O+ decays 

The superallowed Fermi decays have been the source of an intense research program 

for many years owing to the simple theoretical interpretation of results coming from 
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precision studies of their ,L3 decay. A recent survey by Hardy and Towner [54] summa- 

rizes the results to date. In addition to being the best way to determine Vud, to testing 

CVC, and to being sensitive to scalar currents, the 0 + 4  O+ decays are also sensitive 

to the right-handed current mixing angle, C. Much like the high-energy searches are 

insensitive to the mixing angle, superallowed ,L3 decays are essentially independent of 

the mass of the WR; also like the collider experiments, the limits that the pure Fermi 

decays can place on C are very stringent. 

According to CVC, the f t  value of the pure Fermi decays are predicted to be a 

constant once small nuclear (ac) and radiative (aR, A;) corrections are applied: 

F t  f t ( l  + aR)(l - aC) = 
K 

2G$(1+ A;) ' 

There is remarkable consistency with the CVC prediction, with F t  being found to be 

constant at the 0.05% level. 

The measurement IVudJ = 0.9738(4) [54] combined with the Particle Data Group's 

recommended values [3] of IVusI = 0.2200(26) and* IVubl = 0.00367(47) provides a 

unitarity test of the CKM matrix which disagrees with the Standard Model by 2 . 4 ~ :  

Two recent measurements 155, 561 of lVusI are inconsistent with earlier ones; if one 

takes the average of just these two, IVusI = 0.2259(18) and unitarity is restored. 

In terms of right-handed currents, an unseen propagator that mixes with the 

normal WL will steal strength away from the measured F t  values and would therefore 

violate the unitarity condition described above. By assuming unitarity and using the 

uncertainty to constrain right-handed currents, the 0 + 4  O+ decays are able to place 

very stringent limits on the mixing angle. Specifically, with a CKM matrix that is 

presumed to be unitary, the test for right-handed currents becomes: 

*Note that VUb has a negligible contribution to the unitarity test; its value is well below the 

uncertainties •’rom Vud and V,,. 
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These limits are shown as a tight band at -0.0015 5 6 5 0.0037. For the plot, 

we were conservative and took the value of V,, to be half-way between the PDG 

recommended value and the average of the two latest measurements, and we increased 

the uncertainties so both values were encompassed. 

polarization asymmetry measurements 

The ,B and v asymmetries are not the only ones sensitive to right-handed currents 

in nuclear ,B decay. Excellent limits have been realized by looking at  the polariza- 

tion of the emitted positron in the polarized decay of lo71n [57] and more recently 

using similar techniques in 12N [58]. In the latter, the 12N were produced by bom- 

barding a carbon target with polarized protons. The recoiling 76% polarized 12N 

were then stopped in nearby aluminum foils which held their polarization better than 

carbon in a 3.8 kG field. The energy of the emitted positrons was measured using 

a spectrometer and their polarization observed using time-resolved spectroscopy of 

positronium annihilation in a strong field (see, for example, references [59, 601). The 

longitudinal polarization of the /? are measured and compared when they are emitted 

parallel, P+, and anti-parallel, P-, to the initial nuclear polarization. The sensitivity 

to right-handed currents is given by [61]: 

where 

is a measure of the deviation from the Standard Model prediction and R o  is the 

ratio expected in the absence of right-handed currents. Note that one can get a 

large enhancement factor if the positron's velocity is about equal in magnitude to 

the observed asymmetry, ie. if /? x Aobs. In the case of 37K, the Standard Model 

prediction is A = -0.57, which can lead to an x 7x enhancement factor. 

The average of all 12N and lo71n experiments finds A consistent with zero [58]: 
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FIGURE 2.4: 90% C.L. limits in the manifest L-R symmetric model from experiments using 
,B polarization techniques. The solid line represents the combined limit from both P-/P+ 
and GF /GGT techniques. 

which results in the limits shown Fig. 2.4. 

Another ,O polarization measurement looks at the ratio of two measurements, one 

a pure Ferrni and one pure Gamow-Teller. The dependence on right-handed current 

parameters is [62]: 

where GF and GGT are given in [18]. Such an experiment is described in [63] where 

they compared the decays of 140 (pure F) to 1•‹C (pure GT) and found G F / G G ~  = 

0.9996(37). Similar results were seen in an earlier experiment using 26mA1 and [64], 

which when combined yield a limit of [63] GF/GGT = 1.0010(27). For modest masses 

M2, this observable is particularly sensitive to the mixing angle as seen in Fig. 2.4. 

Neutron decay 

H. Abele has made a relatively recent survey of all neutron decay measurements [65] 

which can be used, among other things, to place limits on right-handed currents. A 

recent measure of the neutron lifetime [66] is in serious disagreement (6.50!) with the 

world average of previous measurements, and it is unclear where the discrepancy lies. 
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If the lifetime really were to be 7 s shorter than previously measured, the results given 

by Abele would need to be updated to reflect the change. However, until this issue is 

resolved, the average of all neutron decay experiments as summarized in [65] reflects 

the current status. To be conservative, we took the lifetime to be a weighted average 

of all measurements - including Serebrov7s - and increased the uncertainty to 2.4 s 

so that it spans both the PDG and Serebrov7s results. 

To properly calculate the limits these (and the following) experiments place on 

right-handed currents, we must remember that g~ is essentially a free parameter; 

neutron decay determines it most precisely, but g~ itself is affected by right-handed 

currents. The method for generating the exclusion contours was to start by defining 

a grid in the < vs. M2 plane. For each point on that grid, we varied X over a wide 

range to find the minimum X 2  value of the combination of all three observables: 

tl12 = 881.4 * 2.4 s (through comparing the ft to the 0++ O+ value of Ft), Ap = 

-0.1174 i~ 0.0011 and B, = 0.9824 15 0.0040. The resulting 90% C. L. limit is shown 

in Fig. 2.5. The limits are comparable to those obtained from the ,8 polarization 

in Fig. 2.4. It should be noted that there are a number of experiments working to 

improve the measured values of tl12 and Ap, especially with the large fluxes available 

once the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory becomes 

operational next year. 

19Ne decay 

The ,8+ decay of 19Ne is in many ways similar to neutron decay because it is an 

I = 1/2  + 1 /2  transition of mirror nuclei. It too has M p  = 1 and MGT will be 

close to a, but since it is a decay in a complex nucleus, it gets quenched and the 

exact value is not as theoretically clean as for the simpler neutron case. We can 

therefore fix g~ to be the value derived from neutron decay, but we must again vary 

X - gAMGT/gVMF like a free parameter and generate the contour limits from the 

simultaneous, combined observations of f t = 1725.1 * 4.4 s, Ap = -0.0390 15 0.0020 

and B, = -0.90 15 0.13 [67]. The authors admit that this B, measurement is very 

coarse and rather than a Standard Model test, it served as a good check that the 
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FIGURE 2 -5: 90% C.L. limits in the manifest L-R symmetric model from all nuclear ,8 decay 
experiments. The solid line represents the combined limits of the neutron, 19Ne and 0++ 0+ 
decays, combined with the GF/GGT and P- /P f  limits from Fig. 2.4. 

system was working properly. The results, shown in Fig. 2.5, are dominated by the 

Ap measurement. One can see how particularly sensitive AD is in 19Ne: because the 

magnitude of Ap is small, a 5% relative (but 0.2% absolute) measurement of the ,B 

asymmetry already results in limits of Ad2 > 300 GeV a t  the 90% C.L. 

Other model-dependent limits 

There are measurements from other experiments which can be used, with some model- 

dependent assumptions, to infer additional (generally very stringent) constraints on 

right-handed weak currents. We will not go into details here except to  make the 

reader aware of them. A good summary, which does go into detail, can be found in 

Ref. [68]. 

The general properties of the Higg's structure of the weak interaction in left-right 

symmetric models requires that 1CI 5 6 [68]. 

The observation of supernova 1987A has many interesting consequences, one of 

which is to  limit the existence of a right-handed current. If a dR) were copiously 

produced, it would take energy away from the core and would change the observed 

time-structure and neutrino yield. The limits are dependent on (admittedly reason- 

able) assumptions which yield M2 5 540 GeV or 1W2 > 22 TeV [69]. This paper also 



considers the effect of light (5 1 MeV) right-handed neutrinos on big-bang nucleosyn- 

thesis. If produced in the early universe, such neutrinos would change the rate of 

expansion of the universe, thereby affecting the ratio of primordial neutrons to pro- 

tons. This then would have observable effects on the abundance of primordial 4He. 

To agree with observations, one finds M2 2 1 TeV. 

If the neutrino is a Majorana particle, neutrinoless doublep decay (/3Po,) can 

place severe limits: M2 2 1.2 TeV. Of course if the v is a Dirac particle, however, 

these limits do not hold. 

Finally we allude to the limits imposed by the KL -+ KS mass difference. Though 

M2 limits are often quoted in the TeV-range, Langacker and Sankar [68] argue that in 

non-manifest models and with reasonable restrictions on fine-tuning of the parameters, 

these limits should be relaxed to M2 > 300 GeV. 

2.2.4 Beyond the manifest model 

The limits from all modern experiments sensitive to right-handed currents has been 

presented and summarized within the framework of the manifest left-right symmetric 

model in Figs. 2.3 and 2.5. The different types of experiments all have vastly different 

systematics which is an enjoyable situation because it helps to ensure that if a signal 

is seen in one, the consistency of all the other experiments will help clarify if the new 

physics is real, or just an unknown systematic. In this way, the different experiments 

are complementary to each other and it is important that these varied techniques 

continue to strive to increase their sensitivity and continue to search for physics outside 

the Standard Model. 

If one goes to more general models which are not manifestly symmetric, then one 

sees the added importance of the different classes of experiments. Table 2.3 lists the 

sensitivity of the high-energy, muon and nuclear ,O decay experiments to parameters 

in the non-manifest models: the right-handed coupling constant, g ~ ;  the right-handed 

up-down CKM matrix element, VZ; as well as the WR boson mass. Here one can see 

that the p and ,B decay experiments are able to constrain the parameter space where 

g~ > g~ better than the high energy searches owing to the fourth-power dependence 



TABLE 2.3: Dependence of various types of experiments on right-handed currents in non- 
manifest symmetric models. The different experiments discussed have different dependences 
when considering models more general than the manifest left-right symmetric. For the col- 
lider experiments, F(ML/MR) represents a non-analytic function of the ratio of the masses. 

Type of experiment Non-manifest dependence 

on the couplings versus the quadratic in the collider experiments. Inspired by Fig. 11 

(and 12) in Ref. [58], we generated an exclusion plot of the coupling strengths (VZ 

element) versus the heavy boson mass in Figure 2.6. In these non-manifest exclusion 

plots, we assume that the mixing angle is zero, and that the right-handed neutrino 

is lighter than the WR. In the top panel we show the current limits from the DO 

collaboration (taken from Fig. 11 of [58]) and compare them to the limits we calculate 

from the world average of nuclear ,B decay. In this case, we have set VZ = VA. In 

the manifest model, when g~ = g ~ ,  the high-energy limits are stronger; however if 

g~ 2 3gL, then the ,B decay limits better constrain the parameter space. 

The sensitivity to M2 for small V,Rd is different for ,B decay and the collider searches. 

As seen in the bottom panel of Fig. 2.6 we once again find the two complementing each 

other by limiting different parts of the parameter space; for M2 < MI, the collider 

searches do not limit right-handed currents if V,Rd is significantly smaller than VA. 

If one day real right-handed currents are observed, the physics community would 

need to work hard to define characteristics of the right sector. It is clear that the 

different sensitivities of the varied types of experiments would all be needed to could 

help understand the source of right-handed currents, and may make it possible to 

deduce the values of the different parameters. 



2.2 PHYSICS BEYOND THE STANDARD MODEL 33 

FIGURE 2.6: Comparison of P decay (solid contour) and pji limits (dashed contour, taken 
from Ref. [58]) in non-manifest left-right symmetric models. The exclusion plots show the 
limits one gets with 5 = 0 but g~ # g~ (top) or V z  # V$ (bottom). Note that unlike the 
previous exclusion plots versus 5, the scale of M2 is linear instead of logarithmic. 



Atom Interact ions 

The following chapter provides a description of the physics relevant for 

the manipulation of the 37K atoms. Using lasers and magnetic fields, we 

are able to cool and confine the atoms to  provide a well-localized source. 

We then optically pump these atoms to achieve high polarizations. A 

laser which photoionizes atoms from the 4 P  excited state is utilized as a 

very clean monitor of the degree to  which the sample is optically pumped, 

providing us with a quantitative estimate of both the atomic and nuclear 

polarization of the atoms that are decaying. 

Alkali atoms are well-suited for neutral atom traps and optical pumping processes 

are efficient because of their relatively simple electronic configurations. One can ignore 

the inert gas closed shell (argon, in the case of potassium) and treat the system as a 

single valence electron orbiting within the screened field of the nucleus. 

In this chapter, we describe the energy level structure of an alkali atom (•˜3.2), 

including the effects of a weak magnetic field, and the interaction with a circularly- 

polarized laser field. The theory outlined here forms the basis for understanding 

magneto-optical traps as well as the optical pumping process used to achieve high 

(atomic and nuclear) polarizations (both of which are described in $3.3). To begin, 

however, a general outline of the "big picture" is given. 



3.1 General Considerations 

In order to ensure the reader is aware of why we are exploring these aspects of atomic 

physics, we briefly summarize how we prepare the sample of 37K in our online exper- 

iment. 

We begin with a magneto-optic trap (MOT), which is discussed in many papers [70, 

711 and even textbooks [72]. The 1997 Nobel Prize in Physics was awarded to S. Chu, 

W. D. Phillips and C. Cohen-Tannoudji for their LLdevelopment of methods to cool 

and trap atoms with laser light." Basically, a MOT uses the fact that with each 

absorption from a laser beam, a neutral atom absorbs momentum, and then decays 

back to the ground state either by stimulated emission or by spontaneous emission. In 

the latter case, the emission is isotropic and so the atom will, on average, feel a force 

in the direction of the laser beam. Clearly, for any appreciable force to be realized, 

a great number of photons must be absorbed since hu << f  MU^. This is where the 

alkali atoms7 valence electron makes them ideal candidates for traps. In the alkali 

atom involving a nucleus of spin I ( I  = 312 for 37K), the hyperfine interaction splits 

the lowest nS112 (L = 0, J = 112) atomic state into two states with total angular 

momentum F = I + J ( F  = I - 112 or F = I + 112; see Fig. 3.1). The magneto-optic 

trap involves a laser tuned in frequency to stimulate a specific hyperfine transition 

between two of the nSl12 and nP3l2 multiplets: nS112 (F = I + 112) -t nP3l2 (F' = 

I + 312). Since an electric dipole (E l )  decay of this final state will populate only 

the original initial state, this sequence is referred to as a cycling transition*. With a 

lifetime for spontaneous decay less than 30 ns, the atoms are able to absorb and emit 

thousands of photons per second; after repeated absorptions from a coherent laser 

beam, the small optical force of each absorption is summed and in total these optical 

forces can play a significant role on relatively short timescales. 

If now one considers the energy level structure of an atom in a weak quadrupole 

magnetic field, one can show that the Doppler shift combined with the Zeeman effect 

creates a weak potential trap a t  the zero of the field in which atoms may be collected 

(see 53.3.1). These traps can accumulate billions of atoms in a localized position, 

*In 37K, the 4Sl12 (F = 2 )  -+ 4P312 (F' = 3)  states. 



suspended by a weak potential and cooled to extremely low (-mK) temperatures. In 

the case of 37K, we trap using the Sll2, F = 2 -t P3/2, F1 = 3 (02) line and have a 

repump laser tuned to the Sl12, F = 1 -, P312, F1 = 2 transition to pump atoms that 

leak to the F = 1 state. The repump laser is essential to pump atoms back into the 

cycling transition; without it, atoms would collect in the F = 1 level of the ground 

state and not be trapped. 

Once we have a trap of 37K, we wish to polarize the atomic sample for our Standard 

Model tests using /3 decay. The alkali's electronic structure is again well-suited for 

highly efficient optical pumping. The idea behind optical pumping is that one is 

able to prepare atoms in certain magnetic sublevel states by manipulating them with 

polarized laser light. A weak magnetic field is used to lift the Zeeman degeneracy of the 

hyperfine levels. With each absorption of a photon with positive circular polarization, 

the projection of the angular momentum per atom (on the optical pumping axis) is 

increased by one unit of h. With repeated absorptions from the polarized laser beam, 

a very large fraction of the atoms accumulate into the highest (lowest) MF sublevel, 

which is to say they become highly polarized (see 53.3.2). 

When optical pumping, we apply a weak holding field of 2 G to define the magnetic 

field direction and lift the Zeeman degeneracy of the sublevels. We then excite the 

4S112 -t 4Pll2 (Dl) transition with a 770 nm titanium:sapphire ring laser beam and 

collect the atoms into the extremal IF = 2 MF = f 2 ) states. These are known as 

'stretched' states because they correspond to full alignment of the atomic and nuclear 

spins. In this way, one not only achieves high atomic polarizations, one also gets high 

nuclear polarizations due to the hyperfine coupling of the spins. Once in the stretched 

state, the atom can no longer absorb Dl light because there is no MF = f 3 state in 

the Pll2 manifold for it to get excited to. Thus we do not expect to see fluorescence 

from a sample of highly polarized atoms. 

The optical pumping process is properly described by the optical Bloch equations, 

which describe the evolution of an atom subject to a radiation field within the frame- 

work of the density matrix formalism. An approach that is equivalent in the limit 

that coherences may be neglected are the rate equations, which are in general easier 

to deal with because all the parameters are real. With a model for the evolution of 



the atom, we can fit the fluorescence spectrum during the optical pumping process 

and, in a slightly model-dependent manner, can extract a good estimate of the sub- 

level populations. Once these are estimated, one can calculate the average nuclear 

polarization and alignment, independent of the nuclear observables. 

All of the above requires an understanding of a Hamiltonian of the form: 

where X, is the basic Hamiltonian including the fine structure of an alkali atom; Xhf 

is the hyperfine interaction that couples an atom's nuclear and atomic spins; XB(t) 

results from an externally applied (possibly time-varying) magnetic field; and XE(t) 

is the interaction term of a radiation field coupling to the induced dipole moment of 

the atom. 

3.2 Energy Level Structure of an Alkali Atom 

This section begins with the fine structure of an atom and is followed by the hyperfine 

interaction. Magnetic fields are then included so that we will have described each of 

X,, Xhf and XB. The optical pumping process, described by XE, will be discussed 

in the following section. 

3.2.1 Fine structure 

In the absence of external interactions and neglecting spin, the basic energy level 

structure of an alkali atom will be determined simply by the spatial wavefunction 

of the valence electron in the field of the nucleus. This gives rise to the principle 

quantum numbers and the zeroth-order energy levels: there will be an L = 0 (S) 

ground state, as well as excited states for L = 1,2, . . . ( P ,  D, . . . ) where L represents 

the total orbital angular momentum of the valence electron. 

Including the S = 112 spin of the electron, its total angular momentum becomes 

J = L + S. The orbital and spin momenta are coupled by the spin-orbit interaction 

and give rise to the fine structure of the atom. The energy levels are shifted depending 
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FIGURE 3.1: Fine, hyperfine and Zeeman structure of 3 7 ~  (not to scale). Experimentally, we 
optically pump on the Dl line and trap using the D2 cycling transition. In the absence of an 
external magnetic field, the Zeeman sublevels within each hyperfine manifold are degenerate. 

on how the spin is aligned with L. For a given L, the total angular momentum can 

take on values 1 L - 1 5 J 5 1 L + 1; for L = 0, there is only one J = 112 state and no 

splitting occurs. The electronic states of an alkali can be specified using the notation 

n ( 2 S f ' ) ~ J  where n is the principle quantum number. For 37K, the ground state is 

42Sl12, and the first excited states are 42Pl,2,42P312 as depicted in Fig. 3.1. Also 

shown are the hyperfine and Zeeman substructures, which are discussed in following 

sections. 

The L, S coupling is very strong, giving rise to the large energy difference between 

the Pl12 and P312 states: Ep,,, - Ep,,, = 0.0067 eV= 1.6 THz. This means that J 

remains a good quantum number as long as the energy scale of other interactions is 

small in comparison, and the effects can be treated perturbatively and independently 

for each fine state. 



TABLE 3.1: The (I, J)-basis states and their ordering used to define the F, MF coupled 
basis. The convention used to label the states are [MI M j ) .  

MF = -2 MF = -1 M F = O  M F = l  M F = 2  

12 2)  13") IL 3) p) 
2  k=l  2  k=2 2  2  k=3 2  2  k=4 

-3 1 I T  I?! i ) k = 6  1 ;  t ) k = 7  I f  f ) k = 8  

3.2.2 Hyperfine structure 

The dominant correction to the fine structure is from the interaction of J with the 

nuclear spin, I. The two become strongly coupled and the eigenstates of the atomic 

Hamiltonian are defined by the quantum number F = I + J .  Any [ I  J F MF) 

wavefunction can be expressed in terms of II J MI M j )  basis states via: 

II J F M F )  = C II J MI M j )  ( I  J MI MjII J MF) (3.2) 
MI ,MJ 

where ( I  J MI MjII J F M F )  are the well-known Clebsch-Gordon coefficients we are 

interested in solving for. Of course we could simply look them up in this case, but 

once magnetic fields are considered (see the next section), tables no longer suffice and 

we must find a general method for determining them. Therefore, like in subsequent 

sections, we outline how we deduce the values of the Clebsch-Gordon coefficients by 

solving for the eigenvectors of the Hamiltonian matrix using numerical techniques [73]. 

In the case of an atom with angular momenta I  = 312 and J = 112 (e.g. Sl12 or 

Pl12 in 3 7 K ) ,  we will have k = (21 + 1)(2J  + 1) = 8 basis states. These states and 

their ordering are given in Table 3.1, where we have suppressed the I  and J labels* 

and describe the states simply by IMI M j ) k ,  with k representing the ordering that 

defines the basis of our Hamiltonian matrix. 

In no magnetic field and for an atom with J = 112 and hence no electric quadrupole 

*In what follows, we are working only with Dl transitions for optical pumping, and so are only 

concerned with the SlI2 and states, which both have J = 112. Hence the I, J labeling is 

redundant. 



moment, the Hamiltonian for the interaction of I with J is [74]: 

which causes the energy levels of the fine structure to be split, depending on the 

relative orientation of I with respect to J .  For the Sip state in 37K, the hyperfine 

structure constant has been measured (751 to be As,,, = 120.1 MHz, which defines 

the magnitude of this splitting. Apll, has not been measured, but we can estimate 

the value by scaling the measured value in 39K (also from ref. [75]) based on the ratio 

of their nuclear g-factors 1761, and find Aq,, = 15 MHz. 

In order to generate our Rhf matrix, we express Eq. (3.3) in terms of the nuclear 

and atomic angular momentum operators, I,, I* and J,, J* respectively: 

Physically, I, and Jz pick out the component of spin aligned with the quantization 

axis - which we take to be 2 - while the ladder operators change the MI and MJ 

of the states by f 1. Mathematically, 

and similarly for the J operators. These eigenvalue equations define the ( I ,  J ) -  

selection rules for these interactions, which are summarized in Table 3.2. 

With the above expressions, we can evaluate each of the elements of the 8x8 matrix 

in Eq. (3.4). Diagonal matrix elements in the hyperfine Hamiltonian arise from the 

I, Jz term which only couples identical states. The I* J, terms, which overall result 

in AMF = 0 (but no F = 0 -+ O), add off-diagonal elements. 

We are interested in finding the eigenvectors and eigenvalues of the resulting 

Hamiltonian, which one can do by hand for the above case; however, to accommo- 

date additional perturbations (see the following sections), a program was written 1731 

which diagonalizes any real matrix, returning the eigenenergies and their correspond- 

ing eigenvectors. Thus we will have numerically calculated the coefficients of the 



TABLE 3.2: Selection rules for the angular momentum operators in the (I, J)-basis. 

Selection rules 
Operator 

A J  AMJ A I  AMI 

expansion: 

IF MF) = x a k w I  M J ) ~ .  (3.6) 
k 

As expected, the coefficients, ak, are equal to the values of the Clebsh-Gordon coeffi- 

cients one looks up in tables. Indeed, diagonalizing the Hamiltonian and evaluating 

the Clebsch-Gordon coefficients are equivalent means of deducing the expansion of 

the F states in the ( I ,  J)-basis. 

The result, as mentioned earlier, is a splitting of the fine structure into two F = 

If J manifolds, the size of which is given in terms of the hyperfine structure constant: 

1 
Ehf = -AJ [F(F + 1) - 1(1  + 1) - J ( J  + I)] 

2 (3.7) 

The F = 2 level will be shifted up by a factor +:AJ and will consist of five degenerate 

MF = -2, - 1, . . . , 2  sublevels. The F = 1 level, with only three MF = 0, f 1 sublevels, 

gets shifted by -?AJ; note that the center-of-gravity of the manifold remains the 

same. 

As an explicit example, both the numerical calculation outlined above and the 

Clebsh-Gordon coefficients give for the IF MF = 1) states: 

i. e. with the basis states defined by Table. 3.1, we have a4 = 0.5 and a7 = 0.866 for 

the F = 2, MF = 1 coupled state, with all other coefficients equal to zero. 



Finally, we note that the F-selection rules akin to those of Eqs. (3.5) (and Ta- 

ble 3.2) will naturally arise when evaluating the observables in the (I, J)-basis; one 

can easily show, that FzIF MF) = (IZ + JZ) xk aklMI Mj)  = MF 1 F MF) and simi- 

larly that F*IF MF) = JF(F + 1) - MF(MF f 1)IF MF f 1). 

3.2.3 Magnetic Field Effects 

An external (possibly time-varying) magnetic field will couple to the magnetic dipole 

moment, p, of the atom giving: 

In what follows, we will be working in the weak field limit, where Bext << A J/Ipl. 

In this limit, the nuclear and atomic spins are still strongly coupled compared to the 

perturbative interaction with the applied field, and so the IF MF) basis remains (at 

least approximately) valid. 

The magnetic dipole of an alkali atom 

The orbital motion of the valence electron induces a moment that goes like pL = 

-gLpBL where g~ = 1 is the orbital g-factor and pB = eh/2me = 1.4 MHz/Gauss 

is the Bohr magneton. The field also couples to the spin of this electron, adding a 

p s  = -gSpBS term where this time the g-factor is 2.0023. In total, the magnetic 

dipole moment arising from the valence electron is: 

which, because J is a good quantum number in low fields, we can write as: 

where we have defined the Land6 g-factor as: 



Note that the atom interacts with the B-field via L and S, but since this coupling is 

weak compared to the spin-orbit coupling, the J-selection rules apply. Also, though 

S and J are always equal to 112 for the S1/2 and states, L will differ by 1 and so 

the ground and excited states of an atom will have different g~ factors. 

Similarly, the nuclear magnetic moment will also couple to the field according to: 

where the g-factor has been measured to be gI = 0.2029 for 37K [25]. This coupling 

will be much weaker than the electron's (Eq. (3.11)), however, because the nuclear 

magneton, p~ = eh/2mN, is much smaller than pg, specifically by the ratio of the 

electron to nucleon mass: m,/mN B 111846. For this reason, one generally neglects 

the nuclear coupling; for completeness and since we are working in the (I ,  J )  basis 

anyway, we will continue to include it. Note that the convention in defining g~ is of 

opposite sign to g ~ ;  for simplicity, we absorb the the sign and the pN/pB factor into 

g ~ ,  and define gi = - g ~ p ~ / p g ,  which can then be treated on the same footing as g ~ .  

The coupling of the magnetic field to the total magnetic dipole moment of the 

atom from Eq. (3.9) gives: 

where again F = I + J and the effective g-factor is: 

The hyperfine interaction has already split the fine structure of the S1/2 and P1/2 states 

into two separate F = I f 112 levels, so the effective g-factor for the F = I + 112 level 

will be of opposite sign and approximately* equal in magnitude to the F = I - 112 

level. 

*In the limit that the small gi (nuclear interaction) term may be neglected. 



As we did with the hyperfine interaction, we will again use the angular momentum 

operators to numerically construct the Hamiltonian, this time including a weak, ap- 

plied magnetic field. Here we only consider static fields aligned with the quantization 

axis; Appendix C considers the effects of a small component of B perpendicular to 2. 

Fields aligned with 2 

We begin with the simplest case where the applied field, Bat ,  is static and aligned 

with the quantization axis 

so that 7-lB reduces to: 

The field exerts a torque on components of (I, J) that are perpendicular to its direc- 

tion; as depicted in Fig. 3.2, one may classically imagine that this torque causes p 

(or equivalently, F) to rotate around the field direction at a rate equal to the Larmor 

frequency: 

For the Sip ground state in 37K7 the precession rate in a typical field of 2 G is 

f 220 kHz, where the upper sign refers to the F = 2 level for which g~ is positive. 

As can be seen by Eq. (3.1 7), a field aligned with the quantization axis introduces 

diagonal matrix elements via the Fz operator; unlike the hyperfine interaction, these 

expectation values depend on the MF of the state and so lifts the degeneracy of the 

Zeeman sublevels. For the weak fields we are considering, the dependence on B& is 

linear and the (2F + 1) sublevels are shifted by: 

as shown schematically earlier in Fig. 3.1. 



FIGURE 3.2: Vector model of an atom's spin precessing around the axis of an applied 
magnetic field. The field is assumed to be weak enough that I and J are still strongly 
coupled by the hyperhe  interaction. 

In terms of the nuclear and atomic angular momentum operators, the Hamiltonian 

for a constant field aligned with the quantization axis, Eq. (3.17), becomes: 

It is this equation which we use to calculate the matrix elements for field components 

parallel with the quantization axis. Diagonalization of the matrix yields eigenvectors, 

let us call them IQ MQ), which, for fields that are small compared to the hyperfine 

splitting*, are a slight mixture of zero-field F eigenvectors that share the same MF. 

As before, we express the eigenvectors in terms of coefficients of the (I, J)-basis: 

where this time the coefficients are labeled ?ik to point out that they depend on the 

magnitude of the B-field. For B = 0, Zik  + a k  and Q + F. In a typical field of 2 G, 

the coefficients change from their zero-field values by 5 2% for the Sl12 state, and by as 

much as 5% for the Pl12 state. Specifically, compared to the example given in the case 

*In large enough fields, I and J couple independently and more strongly to the field, so that F 
is no longer the preferred basis. 
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of the hyperfine interaction (Eq. (3.8)), the coefficients for the S1/2, IF = 2 MF = 1) 

state in a 2 G field become ti4 = 0.4913 and ti7 = 0.8710, while the same for the 

state are ti4 = 0.5247 and 67 = 0.8513. These represent very small mixings 

because physical observables go like the square of these amplitudes: in a 2 G field, 

IQ= 2 MQ = 1) has only 0.01% (0.07%) of ( F =  1 MF = 1) mixed in for the S1/2 

state. Note that parallel fields do not mix components of different MF, and so all 

other coefficients remain zero. Thus we can say, to a very good approximation, that 

in a field of a couple of Gauss, the IQ MQ) eigenvectors are the same as IF MF). 

The eigenvalues, which are the energy shifts of the states in the presence of a field, 

are small compared to the hyperfine splitting. In the Sl/2 state, the shifts are 5 1% of 

the ground state splitting; even in the state, where Aj  is about lox smaller, the 

differences are 5 3%. This is expected because we are working in the weak field limit 

and the magnetic interactions are a perturbation to the dominant hyperfine structure. 

3.3 Interactions with a radiation field 

A radiation field of a laser beam interacts with an atom through its electric dipole 

transition moments. The transition is between orbital levels of the valence electron 

in the case of an alkali atom, and so couples to L. The photon carries one unit of 

angular momentum, so transitions caused by a radiation field will be between states 

where L' = L f 1. In the case of an alkali, this means that the field can excite atoms 

from the S + P state, or it can go in the reverse direction and (coherently) stimulate 

emission back down to the ground state. 

Coherent monochromatic radiation, i.e. a laser beam, will only interact with an 

atom if the energy difference between these states, h , ,  is equal to the photon's energy, 

hL. In this way, one is able to excite very specific transitions and hence affect the 

atom's external and internal degrees of freedom with great precision. 

In the following sections, we discuss both of these aspects. In the first, we outline 

how magneto-optic traps use lasers to create an external force on the atom which acts 

like a damped harmonic oscillator and confines them to a specific point in space. Fol- 

lowing this is a description of how the internal degrees of freedom can be manipulated 
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using the process of optical pumping. 

3.3.1 Magneto-Optical Traps 

The salient feature of magneto-optic traps - indeed the reason they work as a trap 

at  all - is that their force is dependent upon the atom's position as well its velocity; 

much like a spring, the positional force returns atoms back to a common centre while 

the velocity-dependent force adds a damping effect, as if the spring was submerged in 

a viscous liquid. A laser field generates the velocity-dependent force which cools the 

atoms in an optical molasses, while a polarized laser field and an applied magnetic 

field adds the positional dependence needed to actually confine them to a localized 

point in space. 

Initially, if one considers how small the incident photon's momentum, hk, is com- 

pared to  that of an atom a t  room temperature, a trap based on the light forces from 

a laser beam seems futile. For example, the 4S1/z -+ 4P3p (Dz) transition in 37K 

has a wavelength of X = 766.7 nm so that pphot M 1.5 eV/c while the atom's thermal 

momentum is typically 45 keV/c. In addition, when the atom decays from the excited 

state via stimulated emission, this small momentum kick is nullified since the atom 

will recoil by -hk if the photon is emitted coherently. Spontaneous emission, on the 

other hand, emits photons homogeneously into 47r so that, a t  least on average, there 

will be a net momentum transfer in the direction of the incident photon. As stated 

earlier, the atoms must absorb and spontaneously emit many photons if one hopes to 

affect their external degrees of freedom. 

The transition from the F= I+; ground state to the F'= I+ f excited state cannot 

decay back into the other F = I -  ground state because that would require a change 

in the total angular momentum of the system by 2; the atom must return to the 

same F=I+; ground state where it started. This cycling transition allows an atom 

to absorb many photons from the same laser, so even though the force with each 

absorption is relatively small, a great number of absorptions summed together can 

significantly affect the atom's motion. The cycling is not perfect due to off-resonant 

transitions and finite linewidths, and so atoms may be optically pumped into the 
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Lab frame: 

Atom's frame: 

FIGURE 3.3: Principle of cooling neutral atoms by optical molasses. An atom moving 
against the red-detuned laser beam will be Doppler shifted closer into resonance and absorb 
momentum; with many repeated absorptions, the atom can be appreciably decelerated. This 
is not a trap, however, because there is no preferred position in space. 

F= I- state where they will no longer be in resonance with the laser light. Atoms 

in this 'dark' state are not trapped, so a 'repumping' laser, tuned to the F= I- 4 
+F' = I + $ transition, is used to transfer atoms back into the cycling transition. 

Doppler Cooling 

Consider the effect on an alkali atom that is placed within a laser field generated by 

two identical, counter-propagating laser beams detuned A MHz below the atomic reso- 

nance, w,. Thermal atoms will have a Maxwellian velocity distribution in all directions 

and, due to the Doppler effect, will be affected by each beam differently. As depicted 

in Fig. 3.3, an atom moving collinear with one of the laser beams will see the light 

red-shifted farther below resonance by a factor vat,,/c while the counter-propagating 

beam will be blue-shifted closer to  resonance. The atom will preferentially absorb 

photons from the laser beam that is against the atom's direction of motion and, with 

each absorption, the atom's momentum is reduced. It is in this way that the atoms 

are cooled and where the name for this process, optical molasses, is derived. 

It can be shown [77] that the force in an optical molasses is proportional to the 

velocity if ( 2 )  the Doppler shift isn't too large and (ii) the laser intensity, IL, is 

weak enough that the atom is far more likely to  decay by spontaneous (rather than 

stimulated) emission. Letting w~ = w, - A represent the frequency of the laser light, 
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the Doppler force is [72]: 

where r = 1 / r  is the transition linewidth and I, = 9 is the saturation intensity. 

The transition linewidth ends up being this force's limiting factor; in a simple 

model [77], the coldest temperature attainable is TD = hr/2kB where kB is Boltz- 

mann's constant. In the case of the P3/2 state in 37K for which T = 26.2 ns, this 

'Doppler limit' is 150 pK. 

The Magneto-Optic Trap 

We have shown how a magnetic field removes the MF degeneracy of the hyperfine 

levels of an alkali atom by splitting the 1 F MF)  energy levels according to Eq. (3.19). 

If we apply a magnetic field that linearly changes sign at  the origin, B = zB& to 

atoms in an optical molasses, the Zeeman effect and circularly polarized trapping 

light will provide us with a position-dependent force: the energy level shifts (hence 

the transition frequency and scattering rate) will be proportional to the distance from 

z = 0 as well as to the Doppler shift from its velocity. 

Figure 3.4 depicts the scenario for the one-dimensional case. Note that here we will 

consider the simplified case of an atom with no nuclear spin, and hence no complicating 

hyperfine structure (e.g. 38mK). In this case, the F quantum number from previous 

sections reduces simply to J .  The finite nuclear spin of 37K slightly complicates the 

structure, and, as mentioned earlier, requires a repump laser to talk to the lower SIl2 
state. However, the basic idea behind how the MOT works remains the same, and is 

simpler to understand without the extra levels induced by the hyperfine interaction. 

Referring to the Figure, we see that an atom a t  z > 0 will have its ( J =  1 MJ = $)+ 
I$ 2) transition shifted closer to the laser frequency. The two counter-propagating 

beams are distinguished by their polarizations; the AMJ = -1 transition can only 

be driven by the o- beam, so the atom feels a net force acting towards the left. 

Similarly, atoms at  z < 0 will preferentially absorb the oi light through the I $  +)+ 
1 ;  f) transition and be pushed back towards centre. If the laser field does not have 
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Forca 
+ 

no net 
force 

FIGURE 3.4: Atomic energy levels and Zeeman shifts of 38mK in a one dimensional magneto- 
optic trap. The shift of the energy levels depends linearly on the magnetic field (for weak 
fields) giving a positional dependent force. The trapping arises because of preferential scat- 
tering off the laser that is shifted closer to resonance, depicted by the solid lines arising from 
a+ light in (a) and a- in (c); the force in either case pushes atoms towards z = 0. Both laser 
beams are equally off resonant at the trap centre (b) so neither is preferentially absorbed 
and the atom feels no net force. 
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perfect polarization, the atom can absorb photons from the wrong beam and will be 

heated rather than cooled. Thus, the quality of the circular polarization of the laser 

light is very important. 

The magneto-optic force is a combination of the Doppler force with effects induced 

by the Zeeman shift. The trap centre is defined a t  z = 0 where the magnetic field 

changes sign. If we let 5 = kv + pz where pz  represents the Zeeman effect on the 

transition frequency, then the overall magneto-optic force is [71]: 

It can be shown that [78], for small detunings, this force is proportional to 5 so that 

the trapped atoms behave like a simple, damped harmonic oscillator. 

The generalization to three dimensions requires a magnetic field that is zero at  

the centre and which increases linearly with distance from there; this is generally 

accomplished using a quadrupole field generated by two coils in the anti-Helmholtz 

configuration. With six laser beams oriented along the axes as depicted in Figure 3.5, 

forces similar to those of the ID case are present no matter which direction an atom 

within the trapping volume is traveling. 

Typically, MOTS are not very deep and so considerable effort is needed to effi- 

ciently load them. The most popular method is known as the vapour-cell MOT [70] 

and it uses the fact that a MOT can capture the low-energy tail of the Maxwell- 

Boltzmann distribution of velocities. The cell which defines the trapping volume can 

be specially coated [79] so that atoms tend to bounce off the wall rather than (perma- 

nently) chemisorbing to it. When they bounce (physisorb), the atoms re-thermalize 

(repopulating the whole Maxwell-Boltzmann distribution) and are able to be trapped 

by the MOT again. The many repeated opportunities for capture allow this method 

of loading the MOT to have efficiencies on the order of several percent. 

TRINAT'S Double-MOT System 

In order to reduce backgrounds from untrapped atoms as well as to isomerzcallg differ- 

entiate between isotopes ( e g  for the scalar search to separate 38mK from the ground 
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Zr neutralizer 

FIGURE 3.5: Schematic diagram of a vapour-cell MOT with an ion beam catcher and neu- 
tralizer. ISAC provides us with 3 7 ~  which is neutralized in the hot Zr cone, diffuse out into 
the vapour-cell MOT, and then trapped in the MOT. The quartz cube defines the trapping 
volume and is coated with SC-77 Dryfilm [79] so as to maximize the number of bounces off 
the walls and increase the trapping efficiency. 

state), a double-MOT system is utilized (see Figure 1.2 on page 6). The first 'collec- 

tion trap' [26] is a vapour-cell MOT that  traps the potassium atoms once they diffuse 

out of a resistively heated neutralizer. The neutralizer is based on the Los Alamos 

scheme as described in [80]. A number of materials were tested a t  the TISOL facil- 

ity [81], and Zr was found to  release the largest fraction a t  the coolest temperatures. 

The laser linewidth is small enough that  the fine structure of different atoms (even 

isomers of the same atom) are resolved, and only the species of interest are trapped. 

The cold, localized 37K atoms a t  the centre of the collection trap are then pushed 

with a small (= 1 mm2) pulsed laser beam to  a second 'detection trap.' The push 

beam, aimed a few millimeters above the 2nd MOT so as n.ot to  interfere with any 

atoms already trapped there, generates a. low-energy (v,,,, = 40 m/s) atomic beam 

of 37K that can be directly captured in the detection trap. The large separation of the 

two traps reduces the probability of a thermal 37K randomly entering the detection 

chamber, and so provides a dramatically cleaner environment from which to  observe 

the decay. 
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As the atoms are being transferred they expand radially, so the efficiency of the 

transfer will rapidly decrease as the inter-trap distance is increased. In order to be able 

to separate the collection and detection traps by 75 cm (enough to add approximately 

15 cm of lead shielding) without a great loss of atoms, two 2D MOTS ('atomic funnels') 

have been employed to compress them back along the push beam axis. The detection 

trap typically catches 75% of the atoms pushed from the 1" trap. The efficiency of 

the system as a whole, including capture and transfer, is = 5 x atoms trapped 

per ion incident into the neutralizer. 

For a more thorough review of TRINAT'S double-MOT system and the details 

regarding the transfer, the interested reader is referred to [82]. 

3.3.2 Optical Pumping 

Outlined in this subsection is how we polarize our sample of atoms using a technique 

known as optical pumping. The idea of optical pumping was first proposed by Alfred 

Kastler [83] who realized that light could be used to manipulate an internal degree of 

freedom: the Zeeman sublevel populations, and hence the polarization and alignment 

of the atom. 

Before we delve into the details of how to describe this dynamic process, let us 

outline the basic idea here. Consider an atom initially in one sublevel, say the 4s 12 0) 

state, as depicted in Fig. 3.6. If one shines in o+ polarized light onto the atom, tuned 

to the transition energy, the atom can absorb the photon. During this process, it also 

receives a momentum kick of hk (affecting the external velocity), and must increase 

one MF sublevel because the photon carries +h of angular momentum. 

From the excited state, the atom can either decay back to the ground state by 

stimulated or spontaneous emission. If the laser intensity is very strong (IL >> Isat), 

it has a high probability of inducing stimulated emission in which case the exact 

same energy, momentum and angular momentum are re-emitted and no net change 

is realized. When the spontaneous decay rate is much faster than the stimulated 

emission rate, angular momentum couplings and Clebsh-Gordon coefficients determine 

the decay branches to the different sublevels; in some cases, the atom returns to the 
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FIGURE 3.6: Simplified depiction of the principle of optical pumping. 

same MF level it came from (dashed red line in Fig. 3.6), but there is also a chance 

it de-excites to a higher MF level (dashed green lines). As one can imagine, with 

repeated absorptions the atom's internal state will make a random walk towards the 

fully stretched MF = +2 state. Once there, it is dark to the light because there is no 

excited state available with MF = 3. 

If we can achieve 100% population in the fully stretched state, our atomic sample 

will obviously have complete nuclear and atomic polarization. Assuming the atoms are 

initially distributed equally among the ground state sublevels, we would first observe 

an initial spike in the atomic fluorescence (aka the excited state populations) as most 

of the atoms would be excited by the Dl light. The fluorescence would then decay 

away during the optical pumping process as the atoms get pumped and accumulate 

into the stretched state where they are dark to the pumping light. This is shown as 

the black line in Fig. 3.7 and as one can see, the fluorescence is entirely extinguished 

after = 500 p i .  Also shown are curves for which the optical pumping light is not 

perfectly circular, allowing atoms to get pumped out of the stretched state, resulting 

in imperfect polarizations and a baseline of fluorescence in the steady-state. Though 

requiring a model to interpret (see below, and in 54.7.2 we discuss systematic effects on 

the deduced polarization), the vanishing of the fluorescence can be used as a sensitive 

probe of the atomic sample's average nuclear polarization. 

Let us consider the case where we apply a+ light and so are interested in opti- 

cally pumping to  the stretched 12 2) state. Let further assume that optical pumping 
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FIGURE 3.7: Vanishing of the fluorescence during the optical pumping process. The different 
curves correspond to different purities of the circular polarization of the optical pumping 
light. The labels represent the polarizations deduced from the sublevel populations at the 
end of the optical pumping process. 

inefficiencies had a net result of leaving 10% of the atoms in the adjacent 12 1) state 

a t  asymptotically long times. In this case, there would be a baseline of fluorescence 

because the atoms not in the stretched-state can and will be excited by the a+ Dl 
laser. In this toy model, the end result would be a distribution of sublevel populations 

of the form: 

where for simplicity we have used the zero-field expansion. With wavefunctions in 

hand that are explicitly expressed in the ( I ,  J)-basis, it is trivial to calculate the 

expectation values of the Iz operator. The first moment gives us the average value of 

MI,  i.e the component of I aligned with the axis of the laser beam. The polarization 

of the atom is the direction of this nuclear spin, and so is calculated according to: 
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The second moment is related to the alignment of the nucleus, which is given by: 

Substituting the above expression for +, the polarization is found to remain rela- 

tively high at 95%. The fluorescence one would see from this same population leakage 

of 10% is a little over 7% of the initial spike. Thus, the fluorescence can be used 

as a very sensitive probe of the sublevel contamination; any observed fluorescence at 

long times immediately indicates the polarization is not perfect and some depolarizing 

mechanism persists in the steady-state. 

To understand in greater detail how the observed steady-state fluorescence relates 

back to the sublevel populations, we need to develop a model of the optical pumping 

process. How the populations are distributed can have a significant effect on the 

deduced polarization. For example, if 10% of the population was in 11 1) instead of 

the 12 1) state as described above, then the fluorescence would rise to almost 20% 

and the nuclear polarization would be greater as well, at almost 98.5%! In order 

to estimate the polarization based on the fluorescence in a quantitative fashion, we 

developed a model which accounts for the dynamical optical pumping process and 

includes realistic depolarizing mechanisms. 

The Optical Bloch and Rate Equations 

The interaction of a radiation field with an atom is described in the interaction picture 

by the density matrix formalism leading to the optical Bloch equations (OBEs). As 

mentioned in 53.1, this approach is not used in this thesis; however, the OBEs are 

described in this section in order define the principles of optical pumping and to 

explicitly point out the approximations made in going to the rate equations. 

The dynamics of the laser-atom system is contained in a time-dependent operator, 

commonly referred to as the density operator: 

Here the wavefunction of the system, I*), is a linear combination of the n basis states, 
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l4i), spanning the Hilbert space of an atom in a radiation field: 

The expectation value of the density operator, 

will be an n x n matrix, whose diagonal elements are the real probabilities, IciI2, for 

the atom to be in state i. The off-diagonal elements are in general non-zero and 

complex; they contain the quantum mechanical coherences between states l4i) and 

Ih ) .  
We can understand the evolution of this density matrix using the analog of the 

Louiville equation from classical dynamics [72]: 

where the Hamiltonian of the atom plus radiation field system is given by Eq. (3.1). 

All of the components of this Hamiltonian have previously been described, except for 

the laser-atom interaction term, 7-lE(t). As one would expect, this is the coupling of 

the dipole moment of the atom to the electric field of the laser: 

One normally adopts a semi-classical approach in which the atom is treated quantum- 

mechanically, and the laser beam is taken to be a classical plane wave traveling along 

2 with wavelength X = 2r/wL. In this case, the electric field operator will be: 

E (r , t) = E, cos (kz - wLt) 2,, (3.32) 

where 2, represent the polarization of the laser. For r polarization where the electric 

field of the laser is aligned with its direction of propagation, C0 = 2 and the photon 

carries no orbital angular momentum, so q = 0. In the case of circular polarization, 

the photon carries q = f 1 unit of angular momentum and the field polarization is 
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ihl = -(f 4+iij)/& One then finds that the atom-photon interaction couples initial 

and final states according to: 

Here Rif = Rfi = - ~ f , ~ E , / h  is known as the Rabi frequency, which is defined in 

terms of the electric dipole matrix element, or transition strength: 

Substituting Eq. (3.33) into Eq. (3.30) gives us the time-evolution of the density 

matrix. 

Solving these coupled, complex differential equations for the density matrix elements 

gives rise to the OBEs. 

Up until this stage, no approximations have been made, and Eqs. (3.35) are com- 

pletely general. In order to write out explicit forms for the OBEs, one makes use 

of the fact that, for small laser detunings, A - WL - w, is much smaller than the 

transition frequency, w,. Neglecting the very fast terms of order l /wL  compared to 

l / A  is called the rotating wave approximation; said another way, because the laser 

beam is resonant with the atomic transitions, the evolution of the density matrix is 

slaved to slowly oscillating terms. 

The density matrix formalism accounts for quantum mechanical coherences be- 

tween the sublevels, but in practice these are small and in fact are difficult to achieve. 

Based on earlier TRINAT work [MI, we are able to ensure these quantum mechanical 

effects are very quickly damped compared to the evolution of the populations (by 

a slight detuning of the laser beam). Neglecting coherences, one can show that the 

OBEs reduce to the simpler rate equations (see, for example, Exercise 18 of [85]). The 
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result for a two-level atom with one ground state, lg), and one excited state, le), is: 

dNe -=  + Wge Ng - Weg Ne - Yspon Ne 7 (3.36b) 
dt - - w 

absorption stimulated emission spontaneous emission 

where Ng, Ne are the populations* of ground and excited states, and Wge, Weg are the 

transition probabilities for absorption and stimulated emission. 

The dominant relaxation process, spontaneous emission, has been phenomenolog- 

ically included [86] which presently has the same form as stimulated emission; the 

difference is in the transition probability, which in the case of spontaneous emission 

is the natural width of the excited state, equal to the inverse of the radiative lifetime: 

A full quantum-mechanical treatment of spontaneous emission has been shown to 

yield these terms, as discussed in iIV.E.1 of [85]. 

The transition probabilities for absorption and stimulated emission are equal and 

given by [87]: 

Assuming Lorentzian lineshapes for both the atomic transition (gij(v)) and laser beam 

( p ~ ( v ) )  with FWHMs of yspon and YL respectively, we find: 

where the total, effective linewidth is I" = 2 ~ ( y s , ~ ~  + yL) and Isat = rhc/3X3r is again 

the saturation intensity. 

*In relation to the OBEs, these are the diagonal elements of the density matrix, p,,, pee. 
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Optical Pumping of an Alkali Atom 

The generalization to a multi-level atom is straight-forward, however in that case 

one must factor in the recoupling of all angular momenta and the polarization of the 

optical pumping beam. From Eq. 3.21, we can expand the IQ MQ) atomic eigenstates 

in terms of the II J MI M j )  basis, however the laser beam photon's couple only to L, 

the orbital angular momentum of the atom; so we must further expand the J-basis 

eigenfunctions in terms of the (L, S)-basis, ie.: 

la L S J M j )  = 1 c k l a  L S ML Ms) (3.40) 
k 

where a represents all other quantum numbers. The coupling of the two angular 

momenta, L and S,  give rise to Clebsh-Gordon coefficients, which can be expressed 

as: 

The term in parentheses is known as the 3 j  symbol and is discussed in many textbooks 

(see, for example, 53 of 1881). The dipole transition matrix element in the J basis is 

then given by [72]: 

where again q = MF - Mk represents the angular momentum of the photon. The 

arrays of quantum numbers in curly bracket is known as the 6 j  symbol (discussed 

in 56 of [88]) which arises from the recoupling of three angular momenta (L ,  S and 

q in this case). This and the 3 j  symbol can both be easily evaluated using current 

computer libraries [89]. The reduced matrix element, (a' L' I I d 1 1  a  L )  , is independent 

of spin-selection rules, and arises from the radial part of the dipole matrix element. 



It simply enters as an overall normalization and so only affects the magnitude of the 

coupling. 

In evaluating the dipole matrix element of an alkali - including the atom's nuclear 

spin - the recoupling of all the Clebsh-Gordon coefficients leads to Eq. (4.33) of [72]: 

The transition strengths as calculated by Eq. (3.43) for 37K are shown in Fig. 3.8 

for both* IT (top) and a+ circular (bottom) polarization of the light. The results for 

a- may be obtained from the a+ case by simply changing the sign of all the MF 

sublevels. Note that Eq. (3.43) is only true in the absence of an external field. For 

weak fields, however, the transition strengths do not change much from the values 

shown in the Figure. 

The rate equations as given in the previous section are only true for a two-level 

atom. We have just included angular momentum selection rules in the dipole matrix 

element, but we also must now consider the polarization of the laser beam (ie. the 

dot product of d -  2) and sum over all possible transitions. The resulting generalization 

of Eqs. 3.36, the rate equations for a multi-level atom, are 1861: 

*We only use circularly-polarized light to optically pump, however the x (AmF = 0) transition 

strengths are needed to calculate the relative branches for spontaneous emission. 
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FIGURE 3.8: Transition strengths, for the 42S1/2 + 4 2 ~ 1 / 2  (Dl) line in 37K. 

for the excited state populations, and 

for the ground states. Note that the spontaneous emission terms are summed over 

all polarizations of the emitted light, regardless of the polarization of the laser beam. 

However, the sums over q in the absorption and stimulated emission terms are only 

over the polarization of the laser beam; e.g. for purely a' polarization, the sums would 

collapse to only q = f 1. 

Note that all of the above assumes the optical pumping magnetic field is perfectly 

aligned with the quantization axis defined by the laser beam. To include small de- 

viations, we have phenomenologically incorporated perpendicular fields into our rate 

equation model of the optical pumping process as outlined in Appendix C. In order 

to properly include this effect, however, one must use the optical Bloch equations 

because the transverse components of F couple to the field; this is beyond the rate 
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equation model because unlike the 2 component of F, F, and F. are not eigenstates 

of the Hamiltonian of the system. 

3.3.3 Photoionization of 37K 

We have developed a very powerful technique to image the cloud of atoms as part of 

the 38mK program. We illuminate the cloud with a pulsed 355 nm laser, which carries 

more than the ionization energy, EI, of a P-state valence electron of potassium (see 

Fig. 3.9). This electron is excited into a state in the continuum, becoming a free 

photoelectron with energy $m,v2 = tiw - EI. The once neutral potassium atom 

suddenly becomes an ion which, in our geometry, gets swept by the electric field and 

strikes our microchannel plate recoil detector. The time difference between the laser 

pulse (start) and the MCP (stop) is a sharp peak in TOF*, the centroid of which 

will be related to the MCP-trap distance. This allows us to image the cloud - both 

centroid and width - of atoms in all three dimensions: two from the 2 and 6 positions 

of the event in the MCP, and the third from the TOF. Note in particular that: 

1. because very few atoms are photoionized, this is a direct, non-destructive probe 

of the atoms that we are using for the ,B decay measurement; 

2. this technique is extremely clean because we require a coincidence between the 

laser and the recoil detector, so there are very few backgrounds to contaminate 

the image of the trap (this "nuclear" measurement does not suffer from typical 

problems associated with an "atomic" measurement, such as scattered light and 

collection efficiencies of fluorescent light); and 

3. it is extremely sensitive because, with essentially no backgrounds and only one 

photon to provide a photoionization event, we do not need many in order to 

reliably and completely image the cloud (unlike for example, fluorescence probes, 

which require many absorptions to obtain a finite signal). 

'In practice, to avoid having the high-rate laser as an event trigger, we delay it by = 1 ps so 

that the MCP starts the event, and the laser stops it. 
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FIGURE 3.9: Photoionization of 3 7 ~  from the excited 4 P  states. A valence electron in 
the excited state can absorb a photon from a 355 nm laser and be promoted to a state in 
the ionization continuum, freeing the electron. There is not enough energy in this laser to 
photoionize atoms from the 4s ground state. 
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This photoinization technique has proven to be an absolutely critical part of the 

37K experiment, and indeed the polarized program as a whole. Not only do we need 

to have a detailed image of the cloud, but because it is a direct measure of the 

excited state population, we are able to have a non-destructive probe of the the cloud 

polarization in situ by measuring the excited state populations during the optical 

pumping process. As Fig. 3.9 shows, the 355 nm photons only carry enough energy to 

photoionize atoms from the 4Pl12 and 4PSl2 excited states, and is therefore directly 

related to the atomic fluorescence. The 4SIi2 ground state is blind to this light 

because the probability for two-photon photoionization is negligible (due to the low 

laser intensities used). 

It is also important to note that the photoionizing laser does not perturb the 

polarization of the atomic cloud. Rayleigh scattering, which can destroy polarization, 

has a cross section on the order of only a barn, whereas non-resonant photoionization 

has a cross section of about one megabarns. Thus the 355 nm photons either ionizes 

an atom and removes it from the system, or it does nothing to one part in a million. 

Using this technique, the excited state population is measured as  a function of the 

optical pumping time, and curves such as those plotted in Fig. 3.7 can be generated 

and, as we will see in 54.7, can be fit to models of the pumping process to deduce the 

cloud polarization. 
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Data Analysis and Characterization 

4.1 Summary of the Fall 2002 Experiment 

The experiment described in this thesis took place in the fall of 2002. The run was 

broken up into two distinct blocks: the first was from Sept. 8th - 1 6 ~ ~  and the 

second from Oct. llth - 2oth. There is considerable difference in how the atoms were 

polarized between the two: in the first, we used the trim coils* to generate the = 2 G 

holding field applied while optically pumping the atoms. During the 3Y2 week break 

between the two running periods, we constructed Helmholtz coils to generate a more 

uniform holding field; this also allowed us to quickly turn on and off the B-field as 

well as to flip its sign. As we will see, the vanishing of the fluorescence for these data 

is improved, however we have indications that the optical pumping light was not fully 

overlapped with the cloud (see •˜4.6.3), and hence the bulk polarization of the whole 

cloud is unknown. For this reason, the final results quoted in this thesis are limited to 

the first block of runs, although analysis of the second block was performed in order 

to estimate how we may have improved the system for future considerations. 

All compatible runs were taken together (same polarizing scheme, holding fields, 

trap/cloud positions, etc.), resulting in 10 different data sets. Table 4.1 summarizes 

these groups of runs. In all cases, the magnitude of the optical pumping holding field 

was nominally 2 G. For the first data sets, before field-switching was possible, the 

sign of the B field was always negative; the sign for the second block of runs is given 

*These coils generate a uniform magnetic field in addition to the quadrupole trapping field, and 

are normally used to offset the Earth's field. 
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TABLE 4.1: Run summary of the polarized 3 7 ~  P+ decay experiment and breakdown of 
the ten compatible data sets in terms of the total run time, number (total/polarized) of 
scintillator-DSSSD and s~intillator-DSSSD-Ar+~1~~~ coincident events. 

Data set Run time ,f3 events P-Ar events 
Runs 

label brs1 (scin-DSSSD) (sc~~-DsssD-MCP) 

by the label of the data set ( e g  the 3* data sets used a field of f 2 G). The total 

run time of each set is listed as well as the total number of accepted (and polarized, a 

subset defined by a timing cut in the MOTIOP cycle as discussed in 54.1.2) ,f3 singles 

and P-Ar coincidences to give an indication as to the relative weighting the data sets. 

The scintillator-DSSSD P-telescope is used here in defining ,f3 event because it is (a) 

cleaner than the phoswich detectors in singles, and (b) it is this ,f3 detector used in 

coincidence with the recoil detector to extract B, (and has much more statistics). 

The la and lb data sets were separated by a double-maintenance day; these data 

sets have slightly different trap positions and small development of the phoswich detec- 

tors resulted in different gains of these detectors. As mentioned above, all subsequent 

runs have an entirely different optical pumping holding field. In addition, during this 

break, we changed the cube of the vapour-cell MOT to enhance collection efficiency 
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of 37K atoms from the first trap, and we moved the 2nd trap position E -4 mm in i 

to offset the cloud centroid from the MCP's most inefficient area (see 54.4.2) as well 

as to have it better centred in chamber coordinates. The 2- data set is not considered 

in what follows because during these runs we varied the 2nd trap position and made 

diagnostic tests. We first began changing the sign of the optical pumping field during 

the 3% data sets on a run-by-run basis. The 4* data sets are separated from the 3rd 

by tests we made to investigate the effect of a finite vacuum: for about a day, we in- 

tentionally worsened the vacuum in the 2nd chamber to see the effect on the observed 

asymmetries. The 5- data set follows the 4th by another double-maintenance day, 

and at the end of these runs we scanned the frequency of the Dl laser to improve the 

optical pumping process before finishing with the 6% data sets. 

4.1.1 Layout of the Detection Chamber 

Before delving into details, we show diagrams of the 2nd chamber in Fig. 4.1 to indicate 

the general setup of the experiment. Fig. 4.l(a) is a schematic view of the ichmbr - 

Zchmbr plane as viewed from above (+Cchmbr). The chamber coordinates are defined 

such that ichmbr is the axis between the lst and 2nd traps, ehmbr points upwards, 

and ZChmbr points from the centre of the MCP to the P-telescope. The centre of this 

coordinate system is the centre of the chamber. As seen in Fig. 4.l(b), which shows 

the 2 = 0 plane as viewed by the P-telescope, the coordinate system used throughout 

this thesis is rotated by 30" with respect to the chamber coordinates; in this system, 

the polarization axis - defined by the Dl optical pumping light - lies along 2. 

The recoil detector is a Z-stack of three 600 pm micro-channel plates [go] operated 

at saturation (E 1 keV biaslplate) and read out by a resistive anode [91] with four 

separate readouts. The position is determined by the relative charge in the readouts 

to f 0.25 mm. The MCP also provides a timing signal which is inherently extremely 

fast, typically hundreds of picoseconds, so that our time-of-flight measurements are 

in fact limited by the finite size of the atom cloud. The 2.4 cm diameter active area 

is defined by a collimator placed 0.25 mm in front of the MCP. The front plate of 

this detector is placed at z = -6.25 cm; the solid angle subtended by this detector 
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trapping beams 

rn Be foil 

(a) horizontal cross-sectional view (b) vertical cross-sectional view 

FIGURE 4.1: Geometry of the detection chamber showing the coordinate systems, nuclear 
detectors and laser beams. The atom cloud is nominally at chamber centre and polarized 
along f 2,  which is rotated 30" with respect to the chamber coordinates. 

is 0.14 sr, however the electrostatic hoops generate an electric field of E -810 V/cm, 

which enhances the collection efficiency for charged recoils. 

The P-telescope is a 2.4 cm x 2.4 cm x 491 pm double-sided Si-strip detector 

(DSSSD) backed by a BC408 plastic scintillator (6.5 cm diameter, 5.5 cm length). 

Valid P events are triggered by a coincidence between the E and A E  detectors, where 

the energy in the 2 and 6 strips of the DSSSD must be equal to within 30 of each strips' 

resolution of typically 5 20 keV FWHM. The gain of the scintillator is stabilized using 

a temperature-controlled blue LED pulser. The energy resolution of the scintillator is 

described by a Gaussian width of %,in = -\/(I .80 keV) x Tmh, where TKin is the kinetic 

energy of P. The relative timing of the P-telescope with the MCP is 2.3 ns FWHM. 

This telescope, used throughout TRINAT'S 38mK program, has been characterized in 

great detail and found to agree very well with Monte Carlo simulations. The interested 

reader is referred to [lo] (as well as [ l l ,  121) for more information and greater details 

on this detector. 

The major difference in the nuclear detection system between the 38mK and 37K 

experiments is the addition of two plastic + CaF2(Eu) phoswich ,O detectors (see 
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Fig. 4.l(b)). These detectors are not position sensitive like the 0-telescope, and 

the fact that both the E (CaF2(Eu)) and AE (plastic) scintillators are read out 

by the same photomultiplier tube means that they are inherently more susceptible 

to backgrounds. However, as we will see, the 0s  are prominent in a 2D plot of E 

vs. AE and so provide a good tag for 0 events. The thin BC408 plastic scintillator 

(1" diameter, 2 mm length; 8.77 cm from the chamber centre) is optically glued 

directly onto the 1.5'' diameter, 2 cm long CaF2(Eu); this in turn is glued to a light- 

guide which transports the scintillation light from both detectors to Electron Tubes 

9112SB PMTs with a TB1107 transistorized base. The decay times of the plastic and 

CaF2(Eu) are 2.1 ns and 0.96 ps respectively, so their signals are well separated by 

the inspection times of their respective ADCs: the fast plastic signal has a 32 ns gate 

to its charge-sensitive ADC, while the slow CaF2(Eu) signal is shaped using a 0.5 p i  

time constant and has a long (N 5 ps) gate given to its peak-sensing ADC. 

As part of the can holding the phoswich detectors, we have placed a heavy metal 

collimator within which is situated a thin (0.015") Be foil to separate the chamber 

vacuum (N 3 x 10-lo Torr) from the phoswiches which are at atmospheric pressure. In 

front of these foils are 0.1 mm thick, 99.9% reflective dielectric mirrors which reflect the 

optical pumping light* brought in from +itchmbr through a large viewport. As depicted 

in Fig. 4.1 (b), the mirror in front of phoswich B is set at  an angle of 11.5" with respect 

to the detector face so that the laser beam is directed towards and retroreflects off 

the mirror in front of phoswich A. The degree of circular polarization is preserved by 

initially reflecting the light off a mirror 11.5" in the other plane so that the phase shifts 

cancel [92]. In this way, the optical pumping axis - which defines the polarization 

axis - is along the detection axis defined by the two phoswich detectors; as mentioned 

earlier, this axis defines the 'polarized' coordinate system used throughout this thesis. 

The pulsed 355 nm laser used to photoionize P state atoms is brought in from 

the +ijchmbr direction along with the vertical D2 trapping beam. A mirror below the 

chamber retroreflects this beam in order to double the part-per-million number of 

atoms photoionized per pulse. 

*Generated from a narrow 770 nm diode laser. 
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4.1.2 Polarized/Unpolarized Cycling 

The magneto-optic trap destroys any polarization of the atoms because it indiscrimi- 

nately excites atoms to all P3/2 excited states, and so all MF sublevels quickly become 

equally populated. Thus we must cycle between 'MOT on' - to collect, cool and trap 

atoms - and 'OP on,' when we polarize the atoms and make our asymmetry mea- 

surements. The timing for this cycling, as well as the transferring of atoms from the 

collection to detection traps, is shown in Fig. 4.2. The bottom panel shows that we 

transfer atoms every 700 ms, alternating between the a+ and a- polarization of the 

optical pumping light every 6th transfer. In this way, we equally and homogeneously 

distribute in time the number of positive and negative cloud polarizations throughout 

a given run. 

Zooming in on a 1 sec timescale, one can see that within each transfer we alternate 

between trapping and polarizing the cloud of atoms. One of these cycles lasts for 4 ms 

so that we have about 175 cycles/transfer. At the top of Fig. 4.2, we show a typical 

plot of the photoion event rate spectrum. During the MOT times, when the atoms are 

continually being excited to the P state, we have a large number of photoion events. 

As indicated in the figure, we initiate turning off the quadrupole magnetic trapping 

field about 400 ps before switching off the MOT laser beams to ensure the field is 

fully off before beginning the optical pumping part of the cycle (the small spike is due 

to electronic noise). The D2 MOT beams are turned off by changing the frequency 

of an acousto-optic modulator which deflected the beams. Once the trapping light is 

extinguished, the photoion rate dies away because all the atoms quickly de-excite to 

the ground state where they cannot be photoionized by the 355 nm laser. Note that 

there are no events in the x 100 psec period between turning off the D2 laser and 

the start of optical pumping with the Dl light; this indicates that we do indeed fully 

extinguish the D2 light and so they will not contaminate the optical pumping part of 

the cycle. At the start of the optical pumping process, we clearly discern the expected 

sharp rise in the photoion rate, or excited state population, as the atoms begin to 

get pumped into the stretched state. This curve dies away as the atoms accumulate 

in the 1 MFl = F sublevel, become highly polarized and dark to the optical pumping 
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FIGURE 4.2: Timing diagram of the MOT/OP cycles (see text). Shown are the transfer 
times and OP laser polarization states. Above is a zoom in or_ one transfer time, above 
which a greater zoom in of the trapping and optically pumping times. The top panel shows 
the photion yield spectrum on the time scale of one trap/optical pumping cycle. 



light (cf. Fig 3.7). The number of photoion events during the optical pumping times 

are much smaller than the MOT times because there are many fewer atoms in the 

excited state. After pumping for 1400 ps, we turn off the Dl light and turn the MOT 

back on (both Bquad and the D2 light) to recollect atoms before they expand too far 

and are lost; as one can see, the fluorescence rate immediately rises, though it takes 

a little while before the atoms are completely recollected and the fluorescence rate 

returns to its maximum value. 

4.2 Monte Carlo Simulations 

In order to include the theoretical decay rate given in Chapter 2 with detector re- 

sponses, scattering effects, etc., we use Monte Carlo (MC) techniques to generate 

simulations of the experiment. We then compare our experimental results with these 

simulations to calibrate detectors and to extract physics results. 

We have developed a detailed MC package, SMC, which uses CERN'S GEANT de- 

tector description and simulation package [93] for tracking of 0 s  and ys. S M ~  [94] is a 

ForTran77 code, described in detail in [lo] but summarized below, that was initially 

used to analyze the data of the 0++ O+ decay of 38mK in our searches for massive 

neutrinos [13, 121 and weak scalar currents [9, 111. Additions to the code for the 37K 

experiment include the addition of polarization and alignment of the optically pumped 

atoms to the decay generator, as well as including the new phoswich detectors. 

The start of every event begins by defining the (x,, yo, 2,) position of the decay 

generated from a 3D Gaussian which is characterized separately for each data set. 

Referring ahead to $4.6, the Gaussian centroids and widths have a time-dependence 

over the optical pumping part of the cycle as the cold cloud ballistically expands, and 

it should be noted that this is included when generating the event's initial position. 

The kernel of SMC then generates the pS decay of polarized 37K shown in Fig. 2.1, 

including the two strongest branches to excited states. The decay rate, Eq. (2.5), 

is used in the generator where the values of the correlation parameters are input 

parameters. The Fermi function parameterized by Wilkenson [95] is used instead of 

Eq. 1.3 in order to include a finite mass (versus an infinitely massive) nucleus, the finite 



spatial extent of wavefunction of the decaying nucleon and the finite electromagnetic 

size of the nucleus. Furthermore, we include the screening of the Coulomb field of 

the nucleus by the outer atomic electrons using the WKB approximation (see Eq. (6) 

of [96]). Radiative corrections from virtual (soft) and real (hard) bremsstrahlung 

photons are incorporated when modeling the O++ O+ decay of 38mK, but since we 

are not yet sensitive to this level of correction and the addition of spin complicates 

the 4-body calculation, we neglect these higher-order radiative corrections in 37K; 

by doing so we reduce the problem to a simpler 3-body decay. We use the well- 

known acceptance-rejection technique (see, e.g. , [97, 98, 31) to randomly generate 

events according to Eq. (2.5): The kinematic variables of the decay (Ep, Eu7 Bpl, Bpu 

and the level in 37Ar) are randomly generated and the decay rate calculated; this is 

then compared to  another number, dWtest, generated randomly between zero and the 

maximum of the decay rate (calculated upon initialization). If the evaluated decay 

rate for a potential event is below dWtest, the event is accepted and tracking begun; 

otherwise it is rejected, and a new attempt is made with new kinematic variables. 

In general, these variables are generated homogeneously throughout their allowed 

ranges. For example, the ,B energy is taken to be between me and E,; similarly, 

cosBpu is evenly distributed between f 1. In order to avoid lengthy tracking of ,Bs 

which are extremely unlikely to fire a detector, the initial direction of positrons in the 

Lab frame is restricted as we will discuss shortly. 

In generating events according to Eq. (2.5), the magnetic sublevel populations as 

deduced by our fits of the polarization to our atomic model (see 84.7.2) are included, 

again for each data set separately. The values of the correlation coefficients for the 

isobaric analogue state are generally taken to be the Standard Model predictions based 

on the measured value of X = +0.5754 (see Table 4.2). Decay to excited states in 

37Ar is simulated, as well as the subsequent y decay down to the ground state. Recoil- 

order effects have not been included yet because - like radiative corrections - they 

are known to be small (see 82.1.2) and we are not yet sensitive to them. However, 

as part of preparing for an isospin mixing experiment in 36Ar, all of Holstein's [24] 

expressions have been encoded and used in SMC so that it will not be difficult to include 

full recoil-order corrections to our simulations. 



TABLE 4.2: Values of the correlation coefficients input in SMC assuming the Standard Model. 
In all cases, independent of A, the SM predicts b = D = 0 and c = AD - B,. 

Energy level p branching 
I" A-I  UP, AP B, 

in 37Ar [MeV] ratio 

Once an event is generated, we begin by tracking the recoiling 37Ar through the 

uniform electric field generated by the electrostatic hoops. Due to the open geometry 

of our system and backing-free source of the atom cloud, GEANT is not needed to 

track the recoiling 37Ar. We can calculate the trajectories of the recoils using simple 

parabolic paths of a particle in a uniform accelerating field, a = &i: 

where q = ne is the electric charge of the recoil (randomly generated according to the 

observed n = 0,1,2, .  . . charge state ratios), U is the strength of the applied electric 

field (in units of V/cm), and MAr = 34.44 GeV. The small initial velocity, v,, includes 

the momentum kick from the P decay as well as the (essentially negligible) thermal 

velocity of the atom. Once (and if) the recoil reaches the MCP at  z = -6.125 cm, 

the time-of-flight (TOF), 2 and 6 positions are calculated; if the recoil is within the 

02.4 cm active area of the MCP defined by a collimator, then the MCP efficiencies 

are applied (see 84.4.2) to see if the event is registered by the detector. To ease 

comparison with the data, the x 130 ns offset of our multihit TDC is added to the 

simulated TOF (actual values depend on which P detector is in coincidence). 

For all simulations involving P-Ar coincidences, the tracking of the recoil is done 

first, and only if it struck the recoil detector are the other P and y decay products 



considered. This greatly increases the speed of our simulations because the recoil 

tracking is very simple, whereas the P and y tracking are much more CPU expensive. 

This is because they are passed to GEANT where we have included our entire geom- 

etry (117 volumes); because these particles can scatter into large angles and the P+ 
eventually annihilates into two 51 1 keV photons (annihilation-in-flight, though negli- 

gible, is included in our simulations), i t  is important to continue tracking them even 

if they do not go directly into a detector. For example, if a ,B goes directly into the 

DSSSD and then back-scatters out of the P-telescope's vacuum chamber, we continue 

tracking after this point because the annihilation radiation may leave energy in the 

telescope's plastic scintillator no matter where the positron eventually came to  rest 

(and thus still satisfies the E - A E  coincidence condition). However, the likelihood 

for these particles to scatter into a detector from a remote part of the geometry is 

still quite small overall. For this reason, the direction of ps a t  the start of an event is 

constrained to  a cone o f f  18" centered on the detector of interest, e.g. the P-telescope 

or one of the phoswich detectors. This solid angle of initial ,O directions is mirrored 

in the opposite direction in order to  account for backscattering; as part of the 38mK 

analysis, this has been shown to be especially important for P-telescope-MCP coinci- 

dences. It has been confirmed, by analyzing simulations where events were generated 

into 4n, that events where the p was initially emitted outside this 18" cone have a neg- 

ligible effect on the P singles spectra, and therefore an absolutely unnoticeable effect 

on P-Ar coincidences. The speed of the simulations using this restricted double-cone 

is increased by an order of magnitude compared to letting them decay into all angles 

(ie. the ratio of the emitted solid angle to 47r). 

During tracking in GEANT, the energy loss of the particles is tabulated and sepa- 

rately summed for all of the ,B detectors (phoswiches, DSSSD and scintillator). Once 

all primary and generated secondary particles are fully tracked, the final energy read- 

ing in all of the detectors are convoluted with their appropriate electronic noise. We 

do not convolute with a response function for the detectors because this is simulated 

by GEANT during tracking. The complicated analysis and position decoding of the 

48 DSSSD strips is equivalent to that used in the data (see $4.2 of [lo]), namely that 

one pixel fired with consistent energy readings in each ii and 6 strip above thresh- 



old. If more than one pixel fired, the event is vetoed because it was likely a P that 

back-scattered out of the plastic scintillator, and therefore did not deposit all of the 

energy in the telescope. Finally, if the observed energy deposited in a given detector 

passes the same threshold that is applied to the data (see the next section), then that 

detector is considered to have fired. 

Once all particles have been tracked, the desired coincidences between detectors 

(e.g. scintillator-DSSSD or plastic-CaF2(Eu) for P events, and coincidences with the 

MCP for P-Ar coincidences) are applied, and the appropriate histograms incremented. 

At this time we would like to gratefully acknowledge the computing resources pro- 

vided by WestGrid [99]. Their high-performance computing cluster was an invaluable 

tool for analysis of the experiment presented in this thesis. Without WestGrid it is 

hard to imagine how we could have made as thorough an analysis given the large 

number of CPU expensive Monte Carlo simulations needed. 

4.3 /3 Detection 

Our nuclear detector system consists of three ,O detectors: two plastic-CaF2(Eu) 

phoswich and one DSSSD-plastic scintillator P-telescope. The P-telescope has been 

described and characterized in detail elsewhere [lo] and so is not repeated in this 

thesis. As we will see in 55.1, the phoswich detectors - meant to measure the P 
asymmetry - were not able to provide a clean physics measurement, so they have 

not been characterized in as great a detail as the P-telescope. 

Furthermore we note that with respect to the B, measurement, the ED energy 

dependence is very weak and so we do not require extremely good characterizations. 

In this thesis, the ,O detectors are generally used only as tags for positrons, giving us 

their initial direction and a coincidence condition with the MCP. 

4.3.1 The P-Telescope 

The calibration of the P-telescope follows the methods described in Ref. [lo]. Each of 

the 48 strips of the DSSSD was calibrated in detail for the 38mK experiment, and this 



same calibration was used in the present experiment. A new calibration was not found 

to be necessary because, once the gains were adjusted based on the pulser centroids, 

the efficiency for 2 and jj strip energy agreement was found to be similar to earlier 

results; this would not be true if the gains were improperly matched. 

The gain of the plastic scintillator, stabilized using a temperature-controlled blue 

LED pulser, was also found to be very close to previous calibrations. New calibrations 

were made by fitting the offset and gain of the calibration to a SMC simulation of the ,O 

decay of 37K. Figure 4.3 shows a representative fit to the polarized ,O singles spectrum 

(points) for the la data set. For details on how these fits were done, the reader is 

referred to Appendix B.1. On the left (right) is the result for d(a-) polarization, 

though since the detector is perpendicular to the polarization axis, the difference 

in the two spectrum shapes is negligible. The fitting function (solid line) included 

a small exponential background* (lighter dashed line) in addition to the simulation 

(darker dashed line). The two points which really determine the calibration are the 

Compton edge of the 511 keV annihilation radiation, and the 5.126 MeV end-point 

(magnified in the top-right inset). However, the gain and oRset are highly correlated 

parameters, and one finds that one can get essentially equivalent calibrations for 

different fit values; e.g. if the offset is increased a little, a slightly decreased gain will 

give the same overall calibration. This is exemplified by the difference in the two 

calibrations (given above the plots) which must be equivalent since o* are alternated 

on = 4.2 ms timescales, and any minor polarization effects are accounted for by the 

MC. Indeed, if one compares the two calibrations (right plot of Fig. 4.3) one sees that 

the two are the same to within their uncertainties; of course the p = 88% correlations 

between the parameters must be included in estimating the calibration uncertainties. 

Finally we note that the incremental X 2  of the fit is shown below the calibration fits 

as a solid line; the dashed line corresponding to X 2 / v  = 1 is also plotted to guide the 

eye. In both cases we obtain quite reasonable calibration fits. 

*Presumably due to untrapped atoms, background ys and cosmic rays. 



Offset = 43.2i3.7 channels 
Slope = 295.5i1.1 channels/MeV 

x2/735 = 1.094 C.L. = 3% 

Offset = 47.0*3.4 channels 
Slope = 293.2*1.0 channels/MeV 

x2/735 = 1.009 C.L. = 42% 

FIGURE 4.3: Sample calibration of the P-telescope using a+ (left) and a- (middle) polarized 
data from the la data set. The points are the scintillator energy spectrum with a DSSSD 
coincidence, and the solid line is the fitting function, consisting of the SMC simulation plus a 
small exponential background. The difference in the two calibrations (solid line, right plot) 
are consistent to within uncertainties (dashed lines, which include the correlation between 
the slope and offset). 

4.3.2 Phoswich Detectors 

Before we can calibrate the phoswich detectors, we must first understand the E vs. A E  

2D spectrum in order to pick out good P events. Figure 4.4 shows this 2D spectrum 

for one of the 3+ runs; this later data set was chosen because during the 3Y2 week break 

we lowered the threshold on the discriminator to be able to view the y background (we 

kept a separate discriminator a t  a high threshold to continue to be able to effectively 

veto these events). The region labeled 'y background7 in the Figure was confirmed 

to be properly identified off-line using strong sources (137Cs and 6 0 C ~ ) .  The line 

of events at  low CaF2(Eu) energy (channel N 20) correspond to events where only 

the plastic part of the phoswich fired and no energy was deposited in the CaF2(Eu). 

It is the plastic's fast pulse which we use to trigger the data acquisition, so the 

corresponding line at  xplas+,ic M channel 0 for only CaF2(Eu) events is barely visible. 

Above these 'AE only7 events and, to a lesser extent, the island to the right are events 

where the LED pulser, used to monitor the gain of the P detectors, was not properly 



4: Phoswich singles (left) and Ar+-coincident (right) E vs. AE spectra with 
major features labeled (see text). A recoil is defined here as an event where all four resistive 
anodes fired and and by cut in TOF to select ions. 

flagged as a pulser in the DAQ; however, it is well-contained and separated in the 2D 

and so does not contaminate the rest of the spectrum. 

One can clearly see the P events dominating the rest of this spectrum. The AE 

reading increases with the CaF2(Eu) channel number not because of energy lost in 

the A E  (which would have it decrease as the E reading increases), but because both 

signals are read out by the same PMT: the larger E signal adds to the AE pulse- 

height, even with a short gate. The P events are clearly separated from the other 

structures seen in this spectrum, allowing us to make a clean tag for ,O events by 

defining a region around this blob, as indicated in the Figure. 

The plot on the right of Fig. 4.4 shows the same E vs. A E  plot as the singles to 

the left, but this time only phoswich events in coincidence with the MCP detector are 

plotted. A TOF cut of 200 - 1000 ns is made which picks coincidences with Ar ions, 

reducing y backgrounds and other events not originating from decays from the trap. In 

this case, aside from the same line of events where the CaFz(Eu) didn't fire, virtually 

all events are p events, as one would expect given the recoil coincidence condition. 

The distribution of events within the P-band is not the same as in singles due to 

kinematics, but clearly this is the region in the phoswich spectrum corresponding to 

,Ll events. 



FIGURE 4.5 : Phoswich A E  singles projections and comparison to coincidences with 
MCP. The points are the coincidences while the ,B singles are represented histograms. 

the 



A comparison of the recoil-coincident spectrum - which we know is very clean 

- to  the singles helps us to get a handle on backgrounds in the phoswich spectra. 

For a given CaF2(Eu) energy, the AE pulse-height corresponding to a P should be 

the same whether a recoil-coincidence is invoked or not because i t  will be given by 

the Landau peak of a transmitting P. We expect therefore that by projecting events 

onto the plastic axis for a given slice in CaF2(Eu) pulse-height, that the AE spectra 

for singles and recoil coincidences will be the same up to an overall normalization; 

the degree to which this is true over all CaF2(Eu) energies can be used to  look for 

backgrounds in the phoswich 2D spectra. Such a comparison of the projections are 

shown in Fig. 4.5 for = 0.44 MeV thick bands in CaF2(Eu) up to  about 4 MeV which 

is the largest P energy kinematics allows for a phoswich-MCP coincidence. At low 

energies, the projections are dominated by the ' A E  only' events but as one gets out to 

> 1 MeV, a clear Landau peak is seen. Agreement between the singles (histogram) and N 

coincidences (points) is quite reasonable to within the poor statistics of the coincident 

events (a little less than one in a thousand of the singles). This indicates that the 

background levels in the P part of the spectrum are small and that the phoswich 

detectors therefore provide a good P tag. 

Now that we understand the phoswich 2D spectrum, we can cut away non-p 

events and make a projection onto the CaF2(Eu) axis to  fit the P spectrum to  an SMC! 

simulation. Such a fit is shown in Fig. 4.6 where again the points are data and the solid 

line is the fitting function consisting of the MC and exponential background (dashed 

lines). The low-energy backgrounds in this detector are larger, and this time we do 

not have a 511 Compton edge to clamp down the calibration; just the end-point. The 

correlation between the offset and slope are therefore loo%, and we have much more 

freedom in varying the two to attain a good fit (c.f. discussion surrounding Fig. 4.3). 

As we will see, however, the Ep dependence on extracting physics results is weak, and 

(at least for this thesis) we are mostly interested in tagging good ,6 events, so this 

rough calibration suffices. One should not, however, take the uncertainties seen in 

the Figure too literally, because they are purely statistical and a proper calibration 

would have to include systematics which would surely dominate. 



Offset = 156*5 channels 
Slope = 289.2+1.4 channels/MeV 

x2/274 = 1.001 C.L. = 48% 

FIGURE 4.6: Sample calibration of the phoswich 'A' detector. The points are the CaFz(Eu) 
energy spectrum with a plastic A E  coincidence, and the line is th.e fitting function consisting 
of a SMC simulation plus an exponential background. 

4.4 Recoil Detection 

4.4.1 TOF and Electric Field 

The timing between the microchannel plate and either a ,O detector or the photoion- 

ization laser provides us with a lot of information. In both cases, the uniform electric 

field plays an important role because it  separates differen: charge states, enhances 

collection efficiency of the charged recoils and defines, in a large part, the TOF of the 

event (see Eqs. 4.1). 

Photoions 

Let us first consider events where the MCP event is correlated with a pulse of the 

photoionization laser. In this case, the once neutral 37K loses the valence electron 

essentially a t  rest, acquiring a charge of q = +l; the electric field then sweeps this ion 

onto the microchannel plate. These events provide a direct image of the trap/cloud 

in all three dimensions because, in the limit of zero cloud temperature, these ions are 



created with zero energy. The 2 and i j  position of the hit in the MCP are therefore 

given by the corresponding initial position when the atom was photoionized. Similarly 

(see Eqs. 4.1), given the electric field strength, the 2 position can be deduced from 

the TOF. In practice, due to the high repetition rate of the 355 nm laser and the low 

probability of photoionization, we do not have the laser pulse start events; if we did, 

our DAQ system would be overwhelmingly swamped with useless events. Instead, 

the MCP is the event trigger and starts the TOF for these events, and we delay the 

input of the laser pulse into channel 7 of our multi-hit TDC by about a microsecond 

using rn 310 m of delay cables. In the TOF spectrum, an example of which is shown in 

Fig. 4.7, this delay is manifest as a peak at rn 1040 channels since the TDC calibration 

is 1 channel/ns with an arbitrary offset. The start of these events is scattered light 

from the 355 nm laser which has fired the MCP directly and the stop is the delayed 

trigger from the laser, so that the peak centroid gives us an accurate measure of laser 

trigger's delay, and the width of rn 2.5 ns is inherent resolution of the laser-MCP 

timing. The other broader peak at about channel 280 are events where a photoion 

started the TDC, and again the delayed trigger from the laser stopped it. The TOF 

of the photoion is therefore given by the time difference between the two peaks as 

indicated in the figure; the transit time of the photoion delays the start of the TDC, 

and so the stop from the laser is less than when the 1040 ns delay. Given the electric 

field strength (see below) and using Eq. (4.1), the centroid and width of this TOF 

distribution determine the 2 cloud position and size: 

eU eU At 
L = - A t 2  and a ~ = -  

2M M oat 

As a concrete example, let us consider the spectrum of Fig. 4.7. The differ- 

ence of the two Gaussian fits gave a TOF of At = 752.61(22) ns and a width of 

oat = 13.63(18) ns. Using our measured field strength of U = -810(10) V/cm (see 

below), we calculate the cloud-MCP distance to be 5.99(7) cm; relative to charn- 

ber centre, which is 6.125 cm from the MCP, this corresponds to a cloud offset of 

z, = -0.14(7) cm. The width of the cloud in & is similarly found to be 0.217(4) cm. 

Note that though the Gaussian fit is reasonable, the actual distribution is slightly 

asymmetric which indicates the cloud size is not exactly Gaussian. The 2 and i j  dis- 
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FIGURE 4.7: TOF spectrum of photoionized atoms. The peak centered on zero TOF are 
events where the 355 nm laser fired the MCP directly, while the peak at about 750 ns are 
from photoionized 37K. 

tributions of the cloud are given by direct fits of position of the hits in the MCP as 

mentioned earlier. Characterization of the trap/cloud in this manner will be discussed 

in greater detail in $4.6. 

p decays 

All three ,O detectors provide event triggers, so in the case where a recoil event is in 

coincidence with a ,6, the TOF spectrum is not reversed as it was for the photoion 

events; the ps are essentially prompt while the recoil takes > 350 ns to reach the 

MCP, so the ,O trigger starts the TDC and the recoil hit in the MCP stops it. The 

offset in the TOF spectrum is determined by the so-called 'prompt' peak, which are 

events where a photon or P fired the MCP directly; the start of the event will differ 

from the stop by the < 1 ns transit time of these particles, resulting in a sharp peak 

at  short TOF. Figure 4.8 shows a typical TOF spectrum for the P-Ar coincidences 

- including this prompt peak - for the P-telescope (left) and one of the phoswich 
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FIGURE 4.8: Typical time-of-flight spectra of the recoils with an event in the P-telescope 
(left) and one of the phoswich detectors (right). The ,B detectors start the multi-hit TDC 
and the MCP is the stop. The prompt peaks at = channel 100 in both cases define the TOF 
offset, and the other peaks correspond to different charge states of the ions separated by the 
electric field. 

detectors (right). The data (points) are compared to an SMC simulation (solid line); 

the dashed lines show the components of the simulation of the different charge states. 

The delays of both of these ,O detectors results in offsets of about 100 ns as seen by the 

non-zero timing of the prompt peak; this TOF offset is accounted for and subtracted 

in the top scale. 

Let us first look at coincidences with ,&telescope, which is in the back-to-back 

geometry (right plot of Fig. 4.8). In this case, we see the recoils at  times-of-flight 

above = 400 ns. The neutrals are unaffected by the electric field, while the 37Ar+17+2*-. 

ions are accelerated to shorter TOF. The electric field not only separates the different 

charge states in TOF, but also accelerates the ions to velocities (> 4.8 keV) where we 

have measured the MCP efficiency to be flat as a function of energy [9]. The efficiency 

for neutrals, on the other hand, has a significant energy dependence as we noted and 

estimated in [13]. Throughout this thesis, the ions are used for physics results, and 

they are chosen based on their TOF. Specifically, the Ar+' ions are taken to be those 

with a P-telescope-MCP TDC reading between channels 640-1100, the Ar+2s between 



525-639, and the ArS3s between 470-524. Higher charge states are barely resolved 

and represent but a tiny fraction of all P-Ar coincidences, and so are not used. 

Comparisons of our simulations to the TOF spectrum for the P-telescope coin- 

cidences with the recoil were used to estimate the electric field strength. From the 

38mK experiment [9] and since we did not change the electrostatic hoop system in 

any way,' we expect that the field strength (U = -807.7 f 0.2 V/cm) and limits on 

the non-uniformity (< 1 V/cm2) will carry over to the 37K experiment. Fits of the 

leading edges of the Ar+19+27+3 TOF spectrum to SMC simulations were done with field 

strengths of U = -830, -826,. . . , -790 V/cm and a X2 map performed. The fits are 

shown in left panel of Fig. 4.9 for the la and lb data sets where the data (points) 

are compared to the best field (blue solid line) as well as f 4 V/cm (red dashed line). 

The solid green line shows the best field results over times which are not included in 

the fit, and can be seen to reproduce well the entire TOF spectrum (including the 

ArS4 data, which has too few counts to add meaningfully to the fit of the electric 

field strength). With the exception of the a- polarized case in the lb data set, the 

X2 of the fit summed over all three charge states indicates good fits with x2/v < 1.2. 

The X2 map of the six fits (af for each charge state separately) is shown in the right 

panel of Fig. 4.9. The filled circles are the points from the o+ polarization, and open 

from a-. The steepness of the X2 is of course greatest for the Ar+' charge state (red) 

because it has more counts than the ArS2 (green) and ArS3 (blue) charge states. The 

solid curve with no points represents the sum of all six X2 maps (divided by two for 

ease of comparison); it is the location of this minimum which is quoted in the top of 

the two graphs of the X2 maps. 

It is clear that there is some discrepancy between the minima between the two 

polarization states, most easily seen by the Ar+' X2 functions. The minima of the 

individual X2 maps can differ from the average by f 10 V/cm, which is much larger 

than the f 1 V/cm (statistical) uncertainty quoted in the plots. As we will see in 

i5.2.4, our measurement of the neutrino asymmetry is only very weakly dependent 

on the magnitude of the electric field strength, and so a more detailed analysis to 

quantitatively understand the observed discrepancies was not pursued. Qualitatively, 

*Admittedly, the addition of the dielectric mirrors may have a small effect on the field uniformity. 
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FIGURE 4.9: Fits of A r + l ~ + ~ i + ~  TDC spectrum to deduce the electric field strength (see 
text). On the left we plot the TOF data (points) for 0-Ar coincidences for a' events for the 
lapb data sets. Overlaid is a simulation with the best fit field strength for the +1,2,3 charge 
states. On the right we show a X2 map of these fits as the field strength is varied. One 
can see reasonable, but not perfect, agreement between the minima of the charge states. All 
minima of all data sets (including 3' and on) is spanned if we take the field strength to be 
U = -810 f 10 V/cm. 



we do not believe that the electric field is changing between polarization states - 

it is very difficult to imagine how it possibly could - but rather a symptom of 

making an absolute measurement with the damaged MCP. The two polarization 

states have different distributions on the plate and it seems likely that this apparent 

field shifting is a consequence of the position efficiency of the MCP. Once again, a 

detailed investigation into the electric field was not pursued and instead we took the 

variation of all of the individual minima (including similar fits to the 3* - 6* data 

sets) and assigned an uncertainty which encompassed all fit values. The result is an 

average field strength of U = -810 f 10 V/cm. 

If we now look at  the TOF of the phoswich coincidences (left plot of Fig. 4.8), we 

of course see a very different structure because the kinematics is drastically changed; 

instead of a back-to-back geometry, the phoswich detectors are at  90" with respect 

to the MCP. ,f3s that fire the phoswich tend to give a momentum kick to the recoil 

in the opposite direction towards the opposing phoswich. By virtue of the electric 

field, the slower of these recoiling ions may get accelerated onto the MCP before 

their transverse momentum moves them outside the active area of the MCP. Neutral 

recoils, on the other hand, are extremely unlikely to hit the MCP, and indeed the TOF 

spectrum of Fig. 4.8 shows no indication of neutral recoils above the small background 

seen. The ions, though they have a rather different structure (which, even with the 

poor statistics, seems to be reproduced by the SMC simulations), do arrive at  about 

the same TOF as in the back-to-back geometry, as one would expect given that the 

electric field accelerates them the same as it does for coincidences with the ,&telescope. 

The different charge states are not resolved as well in TOF in this case due to the 

change in kinematics; however, the structure remains approximately the same, with 

most events between channels 600 - 1000 being Ar+17s, and those between 500 - 600 

predominantly Ar+27s, etc. 

4.4.2 MCP 2 - @ Position Information 

Due to many off-line tests using photoions, a great many ions were accelerated and 

detected on the MCP within two small spots. This resulted in a degradation in the 



efficiency of the plates to generate secondary electrons, which has to  be modeled and 

accounted for. Below we discuss the position calibration and how the efficiency was 

calculated. 

Position Calibration 

As part of the 38mK experiments, the position calibration of the recoil detector has 

been well-characterized. Off-line calibrations using an a, source and a mask provided 

a good understanding of the absolute position spectrum as described in Ref. [Ill. The 

2.4 cm diameter collimator in front of the MCP defined the active area, and the initial 

a, source calibration was adjusted so that the observed 38mK online events reproduced 

the circular collimator. 

The calibration deduced from the 38mK experiments was carried over when ana- 

lyzing the 37K data. The gains of the four resistive anodes were adjusted according 

to the change in pulse-height of the pulser (5 1% variations), but otherwise the same 

calibration was used. As one can see from Fig. 4.11, the raw MCP position spec- 

tra using this calibration, the circular collimator is well-reproduced, though one can 

clearly see inefficient regions which will be discussed in the next section. To estimate 

how well the collimator was reproduced, we divided the MCP position spectra into 

bins of Aq5 = 30 and looked the radius a t  which the online data went to  zero. We 

fit for each of these bins the half-height and plotted the results as a function of angle 

in Figure 4.10 for the lb and 6+ data sets. The variation of R,, found this way is 

consistent over all of the data sets and is found to  be mm. Since the deviations 

seen in the mask data were strongest a t  the edges, we assume that the deviations at 

smaller radii are below this variation and that our uncertainty in the position of the 

MCP is f 0.1 mm. 

As we will see later when fitting the ii? asymmetry, a error in the scale factor of 

the ii? MCP position will translate into a corresponding uncertainty in B,. Without 

the collimator to  define the active area, this uncertainty would have been extremely 

difficult to  estimate; as it is, we have no concrete data regarding the inner part of the 

MCP position calibration but based on the mask data, we can be confident that it is 
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FIGURE 4.10: Calculated R,, of the MCP as a function of the angle with respect to the 
polarization axis. 

known at  least as well as at the edges. In future experiments, we will want an online 

calibration of the MCP position to better define the position calibration. This can be 

done by installing a permanent mask with a large open area as discussed in $6.1. 

Position efficiency 

In order to determine the MCP position efficiency, we use the unpolarized data of 

,B-telescope-MCP coincidences. The basic idea is to first find an area in the 2D plot 

of scintillator energy vs. TOF which result in a flat position distribution using MC 

simulations (to account for kinematic and focusing effects), and to then compare the 

observed and expected number of counts; the ratio of the two as a function of MCP 

position is then taken to be the efficiency. As with the absolute position calibration, 

the physics results obtained in this thesis are only weakly dependent on this efficiency 

by virtue of the fact that we are taking asymmetries. The efficiency is common to both 

polarization states and so to first order, systematics arising from determination of the 

efficiency cancels. For absolute position measurements, however, such a variation in 

efficiency as seen in Fig. 4.11 would have a very large effect, and it is unlikely that 

the efficiency could be adequately accounted for*. 

Figure 4.12(a) plots the P-telescopeAr coincidence data as a 2D plot of the time- 

"It should be noted that the damaged MCP plates were replaced before an experiment on 80Rb 

was done, and the efficiency is now flat. Therefore, a future 37K experiment will not have such 

drastic variations in its position efficiency. 



FIGURE 4.11: MCP position spectra for P-telescopeAr coincidences. The data is taken 
from the lb (left) and 6+ (right) data sets; the position distributions differ because of their 
cloud positions: (x,, yo) = (+2.7, +0.1) and (-1.1, +0.2) mm respectively. In both cases, 
the position calibration reproduces the fixed 24 mm wide diameter circular collimator. One 
can also see, independent of the data set, that the damaged plates have two particularly 
inefficient areas at  X ~ c p  M +3 mm and y ~ c p  M (0, -4) mm. 

of-flight of the recoil ions versus the P-telescope's scintillator energy reading. Also 

depicted on this coincidence spectrum are the cuts used to pick events which result 

in an approximately flat spatial distributions on the MCP. As shown by the box at  

longer TOF, we choose events with TOF between channels 625 and 720 and with a 

scintillator energy between 0.85-2.4 MeV for the Ar+' coincidences. Referring to the 

upper-left plot of Fig. 4.12(b), which shows an SMC simulation* of the position of these 

events (2D and both 2 and 6 projections), we see that the distribution is roughly 

flat. The active area of the MCP was broken up into 479 pixels of 1 x 1 mm2 area as 

shown by the grid overlaying the 2D position spectrum. The total number of counts 

in a pixel, normalized to the maximum, is shown as a function of its radial coordinate 

on the MCP in the bottom plot of Fig. 4.12(b). Using the aforementioned cuts and 

assuming a uniform position efficiency, one can see that the spatial distribution of 

Ar+ls is expected to be flat to 5 20% for r 5 12 mm. The sharp decline at radii 

above 12 mm arises from the fact that the active area only covers part of a pixel for 

*These simulations are a weighted sum of all of the data sets, and include the offsets of the cloud 
positions. 
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(a) EsCi" and TOF cuts on data and MC (b) Simulation of spatial distributions 

FIGURE 4.12: Escin and TOF cuts used to generate flat spatial distributions on the MCP. 
On the left is a plot of unpolarized P-Ar ion coincidences and the cuts imposed. On the 
right is a simulation of the expected spatial distributions assuming perfect efficiency for recoil 
detection. 

these points. 

For the Ar+2s, it was not possible to find a region in the Ep vs. TOF spectrum 

which resulted in as flat a distribution (and still had reasonable statistics). In this case, 

we took events with TOF between 540 - 575 and scintillator energies of 0.5 - 1.25 MeV 

(again, outlined by the box in Fig. 4.12(a)). The simulations with these cuts (top right 

plot in Fig. 4.12(b)) clearly show that this distribution is not flat, but has a dip in 

the centre of the NICP. Again, the number of counts for each pixel is shown in the 

lower plot; here, the variations are as large as 50%. Clearly, and especially when 

using the Ar+2s, the simulations are essential to include these spatial variations due 

to kinematics, focusing by the electric field and the cloud position before one uses this 

data to extract a position efficiency. 

The MCP active area was divided up by the same 479 pixel grid and the unpo- 

larized events of Fig. 4.12(a) we binned accordingly. The resulting 2D MCP position 

spectra for the two charge states are shown in Fig. 4.13(a). The 2 and y projections 

of both are also plotted in the Figure and are normalized to the data such that both 
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FIGURE 4.13: MCP position efficiency using a subset of the P - A ~ + ' I + ~  coincidences. A 
comparison of the position spectra for the data to a simulation assuming perfect efficiency 
is shown on the left. The MCP efficiency, plotted on the right, is taken to be the ratio of 
the observed to expected counts. 

have unit area. From the normalized spatial distributions, we calculated the MCP 

position efficiency to be: 

where pi = (xi, yi) is the pixel number corresponding to the 479 grid points of the 

MCP position. This efficiency was separately calculated for each charge state for the 

lst (la and lb) and 2nd (3' - 6') data sets, giving four results. As a measure of the 

difference between the efficiencies from the two charge states within a group of runs, 

a ''reduced X2" was defined by: 

The reduced x2 of this comparison was 1.015 when looking at only the la and lb 

data sets; for the later data sets (which contains much more data), the X2 was higher 

a t  1.248. These results indicate reasonable, but not perfect, agreement between the 

two charge states. The uncertainties used in this x2 are purely statistical, and don't 

reflect serious systematics due to, e.g. the cuts used to generate the position spectra 

(particularly with the Ar+2's), the pulse-height differences, uncertainties in the cloud 



FIGURE 4.14: 1D slices of the MCP efficiency for y ~ c p  = -4.5,0.5 and +4.5 cm (left). 
These slices are overlaid on a copy of the 2D of Fig. 4.13(b) (right). 

position, etc. For example, the corresponding X2 using a high-energy scintillator 

threshold of 2500 keV in the Ar+2s for the lst data sets raises the reduced X2 to 1.555. 

A similar x2 was defined to compare the efficiencies deduced from the two groups 

of runs. After averaging the charge states for both the l S h n d  2nd data sets, this 

comparison gave a reduced X2 of 1.047, which indicates good agreement even though 

the cloud positions are considerably different (see, for example, Table 4.3). 

The final efficiency averaged over all charge states and all the data is shown graph- 

ically as a 2D in Fig. 4.13(b). Figure 4.14 shows the results as a ID for a few slices 

in @MCP. It can be seen to reproduce the two major inefficient areas noted earlier (as 

low as 50% efficiency), with a more or less uniform efficiency elsewhere. The pixels 

near the edge, especially in the upper-right corner, show an enhanced efficiency; this 

is not thought to be real, but is due to the fact that there are fewer events a t  the 

edges with which to deduce an efficiency, and furthermore the pixels at the edge are 

not fully filled and are therefore very sensitive to the position calibration of the MCP. 

So though the efficiency deduced this way produces the dominant inefficiencies, it 

should be considered rough at  best, particularly because nothing has been mentioned 

regarding the pulse-heights in the resistive anode. For the analysis outlined above, 

the minimum (hardware) threshold was used in order to maximize the number of ions 

observed; a modest cut in the resistive anode pulse-height would greatly accentuate 
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the efficiency variations. This fact makes using the neutral recoils impossible, because 

their pulse-heights are already much lower than for the ions. Previously, for the 38mK 

experiments, we were able to  use the pulse-height information to  reduce backgrounds 

in the MCP from ys and ps, but again this is not possible given the damaged plates. 

As noted earlier, we have since replaced the MCP and a uniform efficiency has once 

again been seen with good pulse-heights in the resistive anode (which proves that only 

the plates were damaged, and not the resistive anode itself). Therefore, the next time 

the 37K experiment is performed, the non-uniform efficiency will not be so dramatic 

and we will be able to  use the pulse-height information. 

4.5 Lifetime measurements 

As mentioned a t  the beginning of this chapter, the number of atoms in the 2nd trap 

are replenished every 700 ms when we transfer atoms from the first trap. Though this 

is less than the 1.2 sec half-life of 37K, we can make rough estimates of the trap losses 

and p backgrounds based on the observed lifetime from activity in the detectors. 

With each transfer, a scalar clock running a t  100 MHz is reset. This gives each 

event a timestamp corresponding to the time after the 2nd trap had been replenished 

with new atoms. By generating lifetime spectra - the number of P and P-Ar coinci- 

dent events as a function of this push-time - we can fit the decay curve to estimate* 

losses and backgrounds. 

4.5.1 Trap losses 

As seen from the TOF spectra, the P-Ar coincidence spectrum has a very low back- 

ground, and so a deviation from the literature value of the lifetime of 37K must be 

predominantly due to trap losses. These losses may arise, for example, from incom- 

plete re-trapping of atoms after the optical pumping or from a poor vacuum. We 

therefore fit the sum of all P-Ar coincident lifetime spectra (dominated by the P- 
*These estimates will not be very precise because we can only fit less than 60% of a half-life; for 

precise lifetime measurements, one needs to measure over many half-lives. 
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FIGURE 4.15: Recoil coincidences as a function of time after the lSt + 2nd MOT transfer 
used to deduce trap losses for the lb (left) and 6- (right) data sets for a+ (top) and a- 
(bottom) polarizations. The points are the sum of all P-Ar coincidences, including both 
polarized and unpolarized times within the MOT/OP cycle. The solid line is a fit to Eq. (4.5) 
and the dashed lines are a breakup of the decay and loss components. 

telescope since the number of recoil coincidences with the ;3hoswiches are relatively 

small) to a function of the form: 

NP-Ar (t) = No exp (to - t ) r  ( 1 
where the total decay rate, r = rD + r L ,  is broken up into two decay constants: rD 
which describes the radioactive decay rate, and rL which is an effective decay constant 

accounting for trap loss mechanisms. The value of rD is fixed at In 211.226 s-' from 

the known lifetime of 37K [loo]. Thus the only free parameters of the fit are No and 

rL. Once we fit a value for rL, the fraction of atoms lost from the trap before they 

decay is given by: 

A fit of the P-Ar coincidence lifetime spectra for the lb data set is shown in the 

left panel of Fig. 4.15. The timing information was only introduced into the nuclear 

DAQ after the la data set, so we do not have lifetime spectra for this group of runs. 
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We are therefore not able to obtain quantitative estimates of losses and backgrounds 

for these runs, however we can extend general trends seen in the lb data set to la since 

both use the same optical pumping scheme. As a comparison to a data set where the 

cloud was optically pumped using the Helmholtz coils to generate the 2 G holding field 

instead of the trim coils, lifetime fits are also shown for the 6- data set. As one can 

see, the trap losses in the lb data set is considerable at the 20% level; though the two 

polarization states are in agreement to within uncertainties, it may be that a+ may 

have slightly higher losses than a- polarization. Typically, the later data sets (after 

the new polarization scheme was introduced) showed considerably smaller losses and 

in fact are generally consistent with zero. In the 6- data set, the comparative example 

shown in Fig. 4.15, the loss can be seen to actually be negative or, said another way, 

there is a gain. This corresponds to a fit lifetime that is larger than the literature 

value, which may occur due to backgrounds in the P-Ar coincidences which we have 

assumed were negligible. 

4.5.2 Backgrounds in the ,B detectors 

Armed with a reasonable estimate of the effective trap lifetime from the previous 

section, we now fit each ,O detector's lifetime spectra in singles to estimate their 

backgrounds. Unlike the previous section, we fix the decay constant to be r, the 

result from the P-Ar coincidences, and fit the lifetime with a background as a free 

parameter. For cases when there was found to be gain instead of a loss ( r L  < 0), we 

assume the longer lifetime observed in the 0-Ar coincidences was due to backgrounds 

- which is what we hope to extract from the P singles spectrum - and therefore fix 

it to be zero so I? is the radioactive decay constant, I'D. 

If one assumes the losses are the source of the background, and furthermore that 

they are not time-correlated with the dominant exponential decay, then in the limit 

that r D ( t  - to) << 1, the time-dependence of the background drops out and one is 

left with an exponential plus a constant background. With T - (t,, - to) rn 680 ms 

the time over which the lifetime is measured, rD T 0.4 which is not much less than 

one. Including terms up to 2nd order adds small corrections, with the result being a 
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FIGURE 4.16: Backgrounds in the P detectors based on lifetime fits of the l a  and 6- data 
sets. Shown are the singles spectra and fits for the /3-telescope (top), phoswich A (middle) 
and phoswich B (bottom). 

fitting function of the form: 

1 - r , ( t - t o )+  r D  (t - t o )  

T -to (1 + & ( ~ - t ~ ) ) ]  (4.7) 

In this case, the free parameters of the fits are the normalization NL (as before) and 

the background b (instead of rL ) .  

Results for the lb and 6- data sets are shown in Fig. 4.16 for each of the three 

p detectors. In all cases, the radioactive (exponential) decay of the fit (the higher 

dashed line) uses the results from Fig. 4.15, thereby accounting for the losses from 

the trap. The lower dashed line corresponds to  the background term weighted by b in 

Eq. (4.7). The fraction of background events in the lifetime is calculated by comparing 

the integrated number of counts of these two components. The uncertainty quoted 

in this fraction includes, and in fact is dominated by, the uncertainty in the effective 

decay constant deduced by the fits to the P-Ar coincidences. 

We expect that the lb data set will have larger P backgrounds than subsequent 

data sets because, from the results of the previous section, .we know that more atoms 
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are lost from the trap before they decay. This is reflected by the results of Fig. 4.16 

where again the 6- data set is a respective example of all of the data sets using the 

second optical pumping scheme. The fact that the backgrounds in the a+ lifetimes 

are significantly larger than a- for the lb data set complements the hint from the 

P-Ar lifetime fits that the losses are larger for the a+ polarization in the lSt data 

sets. 

Comparison of the backgrounds in each of the P detectors also gives us an idea, at  

least qualitatively, as to how the atoms are lost spatially: are the losses homogeneous 

into 47r, or are they concentrated in certain spots? Considering the lb data set, we 

see that phoswich A has significantly larger backgrounds than the other two - at 

least for a+ polarization - which indicates more of the atoms get deposited onto 

the mirror in front of this detector. Referring back to Fig. 4.l(b), we see that the 

Dl optical pumping light is initially directed toward and then retroreflected by this 

mirror. Considering that the beam is divergent, one might expect that this beam is 

preferentially pushing atoms towards phoswich A. However, because the heating from 

these photons is only 1 pKlphoton and an atom typically absorbs less than a hundred 

photons, as well as the fact that both phoswiches have about the same backgrounds 

in a-, this is likely not (the whole) explanation. 

The results of this and the previous section allow us to conclude that the 2nd 

polarization scheme reduces the loss of atoms during the trap/optical pumping cycle. 

The estimates for the ,O backgrounds, specifically for the phoswiches, will be used 

when we analyze the ,O asymmetry in 55.1. 

4.6 Cloud characterization 

This section uses the photoion events to characterize the atom cloud. From these 

events, we can measure the cloud size and position as a function of time throughout 

the trap/optical pumping cycle. In addition, we will be able to estimate backgrounds 

during polarized times, which is crucial when we fit the vanishing of the fluorescence 

to deduce the cloud polarization in 54.7. 
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4.6.1 The fitting function 

We are interested in fitting the photoion yield as a function of the optical pumping 

pine. We begin by breaking up the total number of events in the photoion spectrum, 

Ntot, into two parts: a signal, S and a noise, N. By definition, the two sum up to equal 

all events, so that Ntot = S + N. The two are obviously not independent, and so we 

only need one parameter to characterize the spectrum, the integrated signal-to-noise 

ratio, 'IN. In terms of this, the integrated number of signal and noise events are: 

If we now assume that our signal is a Gaussian centered on position xo with a width 

of a: 

we can fix the normalization such that we get the correct total number of signal events: 

A = S A x =  Ntot ' /N ax, 
1 + ' /N 

where Ax is the bin size per unit of measure, either mm (2, $) or ns (TOF). For a 

background that is random with respect to the optical pumping time, the background 

level is simply the total number of background events divided by the number of bins: 

b = 
Ntot 1 .- (4.1 1) 
+ '/N nbins ' 

Thus we fit a function of the form: 

where the only free parameters in the fit are the centroid, xo, the width, a, and the 

signal-to-noise, ' I N .  The range of the fits is large in order to reliably fit the 'IN; for 

the 2 - $ position spectra, it is done over the whole of the MCP and for the TOF it 

is over a range of 100 ns. 



4.6 CLOUD CHARACTERIZATION 101 

The main motivation for deducing the signal-to-noise of these photoion spectra is 

to know what backgrounds we are admitting when generating the fluorescence spectra 

to fit the cloud polarization in the next section. These spectra are the total number of 

photoion events as a function of the optical pumping time, after events beyond 3a of 

the central value have been rejected in each of 2 ,  y and TOF. Therefore, the signal-to- 

noise quoted throughout this section is the integrated number of signal vs. background 

events only over 30, though the fit range is much larger. We can then use the same 

integrated ratio to define the background in the time spectra of the photoion yield: 

assuming the background is constant, its level will be again be given by Eq. (4.11), 

where Nt, will be the total number of photoion events in the time spectrum and nbins 

is its number of bins. This is very important as the background level has a very strong 

effect on the deduced polarization. Because we are able to fit over a wider range in 

TOF, the final signal-to-noise is taken to be that deduced from the TOF fits, rather 

than the 2 - y positions which are cut off by the active area of the MCP. 

4.6.2 Position and TOF cuts 

Now that the fitting function has been defined, we need to sort the data - particularly 

during optical pumping times where we have much fewer photoion events - and try to 

reduce the backgrounds as much as possible by making judicious cuts which maximize 

the signal-to-noise. As mentioned earlier, we have an image of the trap from photoion 

events, and can make cuts in 2, y and TOF* 2 to help pick out signal events. 

To begin, we make no position cuts, requiring only that a photoion event was 

within the active area of the MCP, and apply a very generous cut on the TOF of 

photoion events. Referring back to Fig. 4.7, the initial cut used to define photoion 

events are ones where 700 < At 5 800 ns. This timing cut on the photoion TOF 

spectrum is quite generous as the centroid appears around 750 ns and has a width of 

0 < 10 ns. With these loose conditions, the data was sorted and spectra generated 

for the 2 and y positions in the MCP. We then fit Eq. (4.12) to these position spectra 

and obtained initial centroids (x,, yo) and widths (a,, a,) of the photoion events on 

the MCP. As mentioned in 53.3.3, these positions correspond directly to the 2 - y 
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position and size of the cloud. Using these initial values, we can define an area on the 

MCP which corresponds to photoion events: 

The data was then re-sorted with the TOF condition being replaced by a require- 

ment that R < 3, corresponding to a 30 cut in position. We then would go back 

and fit Eq. (4.12) to this now cleaner TOF  spectrum. This time we obtain a centroid 

to and width at in TOF, as well as an estimate of the signal-to-noise. These values 

were then used to define a tighter T O F  condition: ITOF - to] 5 3at. Releasing the 

position condition and imposing this TOF  cut, we went back and re-sorted the data 

to get even cleaner 2 - $ position spectra, which we again fit to Eq. (4.12) to obtain 

new transverse positions and widths. These cleaner position spectra yielded slightly 

different cloud centroids and smaller sizes, and of course a greater signal-to-noise. 

Once again, we'd re-sort the data with the position cut to generate a cleaner TOF 

spectrum. This process was iterated until none of the positions or widths changed. 

Once this was done, we obtained the average cloud size and position in all three di- 

mensions throughout the trap/optical pumping cycle as well as the signal-to-noise of 

photoion events. 

Figure 4.17 shows typical results of these fits for the In  data set as well as the 

effect of making the aforementioned cuts in position and TOF. Let us first consider 

times during which the atoms are trapped, with no position/TOF cuts imposed. This 

is shown as the dashed histogram and is +lo0 so it is on scale with the spectra 

during optically pumped times. The diflerential signal-to-noise during these times is 

very good because the MOT beams continually excite the atoms and we see many 

photoion events. Though difficult to  see in Fig. 4.17 because of the overlaid spectra, 

the constant background below the main peak of these MOT photoions is negligible, 

with a signal-to-noise of typically 100-200. The non-Gaussian shape and large width 

of these MOT distributions is due to the movement of the cloud throughout the cycle 

(discussed in the next section). In this case, the cuts described above have very little 

effect due to the originally large signal-to-noise ratio. 

The same spectra during optical pumping times is shown as the solid histogram. 



4.6 CLOUD CHARACTERIZATION 103 

I . . . . , . . . . , .  . . .  I . . . , , . . . .  

: 1.5 + 11.7 

-15 -10 -5 0 5 10 15 -15 -10 -5 0 5 10 15 
z,, position [mm] y,, position [mm] 

FIGURE 4.17: Photoion MCP position and TOF spectra used to deduce the cloud position 
and size. The solid histogram and points are the data during optically pumping times, before 
and after cuts have been made respectively (see text); the curve is a fit to the latter. The 
dashed histogram shows photoion events during trap times and because there are many more 
photoions with the D2 light on, it is divided by 100 to be on scale with the other spectra. 

Here we still see a large signal, but the background level has become quite appreciable: 

50%-100% of the signal. After all iterations of fitting the peaks and making cuts, the 

final photoion spectra for the optically pumped data is shown as the points, along with 

the fit result (solid line). One can clearly see that the noise is greatly reduced, with 

essentially no signal events lost in doing so. As indicated in the top-left of the three 

plots, the signal-to-noise is increased by an order of magnitude after invoking the cuts 

described above. This drastic increase is realized because the photoion signals are 

well localized in space ( 2  and 6 on the MCP) and in time (TOF). The initially poor 

signal-to-noise ratio of the raw data is due to the fact that given our laser intensity 

of = 150 mW/cm2; for the sum of all the runs in the la and lb data sets, we only 

have = 2700 identified photoion events. The background is random in (x, y ,  t ) ,  and 

the level is reasonable given the 10 kHz repetition rate of the pulsed laser and the 

10 - 20 Hz singles rate in the MCP detector. ,Bs emitted from untrapped atoms have a 

non-negligible probability of registering an event in the MCP as do low-energy y rays. 

These backgrounds could not be vetoed based on the pulse-height in the MCP as we 

had hoped to do because of the damaged plates used in this experiment (however 

the pulse-heights will make an additional filter for future experiments with the plates 
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repaired). 

4.6.3 Position as a function of time 

The average cloud size and position are now determined, but we are also interested 

in the time-dependence of cloud parameters. By breaking up the photoion spectra 

according to the time within the trap/optical pumping cycle, we can image the cloud 

throughout this cycle. During the MOT times, when atoms are continually being 

excited into the P state, there are a lot of photoions, and we can generate spectra 

with enough statistics to provide a reliable fit every 60 ps. We have seen that during 

OP (optical pumping) times, however, there are much fewer (m lOOx less) and we 

cannot make such fine a binning; during the 1.4 ms of this part of the cycle, we found 

that we could only break up the data into four bins: the first 40 ps long, the second 

80 ps, the last two 600 ps. This choice of binning reflects the fact that there are more 

photoion events at  the start of the optical pumping process before it dies away as the 

cloud becomes highly polarized. 

The cloud was imaged throughout the trap/optical pumping cycle by fits similar 

to the ones described in the previous subsection. The results are shown graphically 

for each data set in Figs. A.l - A.10 of Appendix A. In these plots, the cycle starts 

at  t = 0 with the atoms being collected and trapped, e.g. 4.22265 s in Fig. 4.2. After 

2.6 ms, the MOT is turned off and the atoms are optically pumped for 1.4 ms, at 

which point the MOT is turned back on, returning us to t = 0 in these plots. 

Considering for now only the cloud position as a function of the cycle time (ISt 

and 3rd panels), one can clearly see the atom cloud moving in all directions during 

the trap times. As expected, because the MOT photoions are independent of the 

polarization state when optically pumping, the cloud positions for a+ and a- are the 

same. Also note that, though the absolute positions may differ, the general trends of 

the cloud movement are consistent between data sets which have the same B-fields 

for optically pumping the atoms and nominal cloud positions, ie. between la and 

lb, and similarly between all subsequent data sets. Note the increased uncertainties 

and coarser binning during optical pumping times which again is due to the reduced 
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statistics. 

During these pumping times, we cannot image the cloud as well; this is 'unfor- 

tunate' (but only in the limit that we don't care about attaining high polarization!) 

because it is during these polarized times that we are making our asymmetry mea- 

surements and require the cloud characteristics in order to include them in our MC 

simulations. Even with only four points and with relatively large uncertainties in the 

positions, one can see that the cloud position is not varying as erratically as compared 

to when the cloud is subjected to trapping forces and is being recollected. This makes 

sense because there are no significant forces acting on the cloud during 2.6 ms optical 

pumping times. The only two are: (1) gravity, which generates a downward velocity 

of gt < 2.6 cm/s; and (2) the optical pumping light, where an absorption of a 755 nm 

photon has a 1.3 cm/s effect on the atom's velocity.* Note that both of these forces 

are negligible compared to the typical cloud temperature of a few mK, which gives 

thermal velocities on the order of 100 cm/s randomly distributed in direction. Thus 

we expect that during the optical pumping times, the cloud moves (as it thermally 

expands) with a constant 'sail' velocity+, usail, defined by the group velocity of the 

cloud a t  the moment the trapping light is turned off: 

Here x o  is the cloud position at  the start of the optical pumping (or, equivalently, 

the end of the MOT) part of the cycle. The last four bins of the MOT positions 

(the last 240 ps) have been fitt to a straight line in order to extrapolate the initial 

*Multiple absorptions from the same laser beam can add to generate a stronger effect, but 

counter-propagating beams and the few number of photons absorbed before becoming highly polar- 

ized both mean that the overall effect should stay on the order of a one-photon absorption. 
+We are assuming no forces on the atoms during the optical pumping times. The D2 light is 

fully extinguished during these times, and retroreflection of the Dl laser beam through the system is 

reasonable considering the 0.01 mm thickness of the mirrors; the beam divergence may cause a slight 

imbalance between the primary and retro-reflected beams, however the atoms absorb 5 40 photons 

during optical pumping, and so the effect will be small. 
$The uncertainties in the lst and 2nd centroids were artificially increased by 50 and 25% respec- 

tively in order to ensure that the greatest weighting was given to the points closest to the end of the 

MOT cycle, though doing so had a negligible effect on the final answers. 
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TABLE 4.3: Results of fits to the MOT/cloud positions. Listed are the initial cloud positions, 
in mm, at the start of the optical pumping part of the cycle. Upper values are a result of 
fitting the MOT photoion spectrum just before optical pumping is initiated. Lower values 
are a result of fitting the OP photoions directly and are only listed if the fit X2/v was less 
than that calculated using the MOT photoion fit results. If the MOT photoions had a 
x2/v > 1, then the result is listed in red; otherwise (ie. if the MOT photoion fit was "good" 
and had a X2/v 5 1) then the OP photoion fit results are listed in gold. 

20 
Data set 

o+ o- 
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position at the start of the optical pumping part of the cycle. We feel confident that 

the D2 MOT beams have been fully extinguished based on the lack of events in the 

100 ps between 'D2 off' and 'OP on' (recall Fig. 4.2 of 84.1.2. We started turning 

off the quadrupole trapping field 400 psec before turning off the D2, so we are sure 

the current to the Helmholtz coils is zero, however eddy currents could persist and 

bias our position measurements. As measured with a Hall probe after the online 

experiment, the quadrupole field was found to falls to 5% of its value in 120 f 50 ps. 

Table 4.3 lists* the results of these fits for both polarizations of all of the data sets. 

The results are also listed at the bottom of each plot in Figs. A.l - A.lO, and as a 

summary, Fig. 4.18 shows the results graphically as a function of the data set (ISt and 

3rd columns; filled points). The large difference between the lSt and subsequent data 

sets (particularly in xo) was intentional on our part; we realized the cloud position 

for the earlier data sets was right about where the plates were damaged, and so we 

moved the cloud to where the MCP position was not as inefficient as well as to have 

the cloud better centred in the chamber. Aside from this large difference, the initial 

cloud position is seen to be rather stable throughout the experiment and furthermore 

that there is no obvious correlation with the sign of either the optical pumping field 

nor the polarization state. This is not a coincidence because we checked that the 

length of the trapping part of the cycle time was optimal in that it fully recollected 

the atoms after optical pumping (cf. continuity of the fluorescence spectrum in top of 

Fig. 4.2). If we had made the trapping time too short, the atoms would likely have 

shown correlations with the field/polarization states and/or had larger losses because 

the cloud would not have been equilibrated with the trapping forces and not fully 

recollected. If we had made it longer, we may have been able to better diagnose the 

origin of the sail velocity, but this would have come at  the cost of a reduced duty 

cycle. 

After optically pumping for Atop seconds, the cloud centroid will have moved: 

*To properly interpret this table, please read the caption carefully as well as the discussion 

surrounding it later in this section (pg. 110). 
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In a manner similar to  estimating x,, we fit the first four MOT bins and extrapolated 

the position of the cloud to  the end of the optical pumping cycle, giving us xfi,,]. 

With the initial and final positions, we can rearrange the above equation to  solve for 

the sail velocity. These results are listed in Table 4.4 and, like the x,, are quoted 

in the figures of Appendix A. The graphical summary of Fig. 4.18 shows the xfi,,l 

positions as open circles on the same plots as the x,, as well as the deduced sail 

velocity (columns 2 and 4). The cloud velocities in the 2 direction are reduced after 

the field-switching was enabled, but the 2 component was increased. As with the 

initial positions, there does not appear to be any correlation of the sail velocity with 

the sign of the magnetic holding field. It  would have been surprising if there was a 

correlation between usail and the sign of the holding field because, even though the 

atoms' memory of the final position is not cleared by the trapping forces like it is for 

the initial position, there should not be any forces during the pumping times that 

would add a velocity component. Additionally, we note there there is no obvious 

correlation with the sign of the polarization state, which is very gratifying because if 

there were a correlation in this case, it would also prove that we were wrong in our 

assumption that there are no significant forces during optical pumping. 

The figures of Appendix A show two fits of the position during O P  times to 

Eq. 4.14. One is to  the four points of the optically pumped photoions directly (red 

line with relatively large uncertainties), and the other is an interpolation between the 

beginning and end of the MOT times (blue line). The latter have significantly smaller 

uncertainties due to the much greater statistics in the photoion spectra and, since 

we know the cloud must move continuously between them, provide us with a reliable 

measure of the initial cloud size and group movement during the optical pumping 

process. In the top of each plot, the reduced X2 of the fits are quoted. The top refers 

to a comparison of the interpolated MOT position and velocity to the four optical 

pumping centroids (no free parameters, so there are v = 4 degrees of freedom). The 

lower X2 is the result of a direct fit to  the optical pumping points; this entry is absent 

if its X2 was greater than that deduced by the MOT photoions. If the MOT x2 was 

'good,' meaning less than or equal to  one, then the O P  fits are shown by the 

line with a yellow band representing its fit uncertainties; even if the O P  X2 was greater 
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TABLE 4.4: Results of fits to the MOT/cloud positions (continued). Listed are the sail 
velocities of the cloud, in cm/s, during the optical pumping part of the cycle. The convention 
used (format, colours, etc.) is the same as in Table 4.3. 

Data set 
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a+ polarization a- polarization 

FIGURE 4.18: Graphical representation of the results (x, and usail) listed in Tables 4.3 
and 4.4. In addition, the final positions, xfi,,, are plotted as open circles. 

than the MOT X2, it is still entered in these cases as long as it is also 'good' (less than 

one). Otherwise, if the MOT X2 was greater than one and the OP photoion fit gave 

a better x2, the results are shown in red with a magenta uncertainty band. A quick 

glance at the results shows many more OP results shown in red, which shows that the 

MOT results are generally not consistent with the OP results. This is particularly 

true of the later data sets using the Helmholtz coils to provide the optical pumping 

holding field. 

Numerically, and again in a colour-coded manner, we can see the same trends in 

Tables 4.3 and 4.4. The top row for a given data set are the results using the MOT 

photoions and the lower are the corresponding results using the four OP points (if 

absent, these fits had a worse X2 than the MOT fits). The OP points listed in red 

correspond to the same as the figures of Appendix A; if the reduced X2 of the MOT 

was less than one, the results are shown in goltl. Once again, one sees most OP entries 

are filled, and that they are in red. 

Whether these plots and/or tables are viewed glancingly or scrutinized in great 
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detail, one sees there there are some serious discrepancies between the two methods of 

deducing the cloud position during optical pumping times. As an extreme example, 

consider the i positions of the 3- data set for a+ polarization (top left of Fig. A.5): 

in this case, the optical pumping photoion points not only indicate a drastically dif- 

ferent initial cloud position, but even a significant difference in the sign of the sail 

velocity! One's first reaction is to inquire about the quality of the OP fits of the 

photoion position/TOF spectra, and whether some bias has been introduced. This 

was investigated in great detail and in fact was one of the first reasons we pushed to 

improve the signal-to-noise ratio and make the position/TOF cuts on the photoions. 

Figure 4.19 shows a comparison for this 3- discrepancy for the four OP bins. The 

data (histogram) is fit to Eq. (4.12) with the S/N fixed according to those determined 

from the TOF spectra; it is only significant for the last two bins where the signal is 

small (highly polarized by then) and the time bin is longer (600 ps vs. 40 and 80 ps). 

This fit result is overlaid as the solid line. For comparison, the expected signal based 

on the MOT fit results is shown as a short dashed line. The means of both distribu- 

tions are depicted by long dashed lines. In the first three time bins, the MOT results 

clearly do not reproduce the data, and even with the limited statistics, the direct fits 

are significantly different. One must concede, in this particular case, that the last 

time bin has too few counts to say that the centroid should be so far to the right, 

however this is reflected by the large uncertainty in the centroid visible in Fig. A.5. 

The general trends observed are that the MOT interpolations and the direct fits 

to the optical pumping data disagree more severely for data sets after the Helmholtz 

coils were installed and the polarization scheme changed. The effect is greatest in the 

i and 2 directions, with agreement generally not too bad in the 6 direction. 

The question becomes "Why are they different, and which result is to be believed?" 

As mentioned earlier, it is hard to imagine how the MOT photoions could be wrong, 

because we know that the cloud must move continuously and that there are no signif- 

icant forces acting on the atoms during optical pumping times. On the other hand, 

we know that the direct fits are significantly different in many cases, even considering 

their small statistics. 

One possibility is that the photoionization laser beam (x 24 mm FWHM as seen by 
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FIGURE 4.19: Photoion position spectrum during OP times and comparison to MOT inter- 
polation. Shown as a histogram is the data for the 3- data set with a+ polarization. The 
d i d  line is a fit to these points while the dashed line is the expected position and size based 
on the MOT interpolation (see text). 

eye on a 1" diameter mirror) is not interrogating the whole cloud; if it only illuminated 

part of it, then biases could easily be seen. The fact that this laser beam is brought 

into the chamber from the vertical direction (which is mostly aligned with 6 in the 

optical pumping frame used here) would explain why the ij direction does not show 

as big a discrepancy. However, when one considers the size and varied position of 

the MOT photoions as seen in the figures of Appendix A, this is quickly seen to be 

impossible, because we otherwise would have observed even larger biases in the MOT 

photoion spectra; there would be no signal when the trap moved out of the 355 nm 

laser beam and we would expect to see very distorted photoion spectra. Furthermore, 

a photoion-cloud misalignment would not explain the discrepancy between the last 

MOT points and the initial optical pumping point. The Gaussian nature of the laser 

beam may have biases from non-uniformity of the intensity, however the large beam 

profile means the intensity variation over the cloud volume will be small. 

Another possibility is that the optical pumping beam is not fully overlapping 

the cloud of atoms. In this case, the atoms in the portion of the cloud that is not 

illuminated will not be excited into the P state, and therefore cannot be photoionized 

resulting in a bias of the photoion spectra during only optical pumping times. In this 
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case, the beam ( z  9 mm FHWM) is brought in along the i direction, so one would 

expect this direction to  show little or no discrepancy, not the ij direction. However, 

one must think in three dimensions: if the beam is missing the cloud in the 2 direction, 

and the cloud's group movement is in the 2 - 2 plane, then the y distribution will 

not be affected (recall the sail velocity in y was relatively small) but both the 2 and 

i distributions would become biased. 

To test this hypothesis, we look at the T O F  spectra of the polarized ,O decay 

data. With the two methods of fitting the cloud position and sail velocity giving 

much different 2 positions and velocities, we expect that peaks in the timing of the P- 
telescope-Ar coincidences will be able to discern between the two characterizations. 

In order to  avoid correlations with the uncertainty in the electric field as well as 

t o  maximize the sensitivity*, we look a t  the rising edge of the neutral 37Ar peak 

even though we realize i t  is highly susceptible t o  not only the position efficiency 

described earlier, but it  is also hard to model the energy de:pendence of the neutrals. 

However, as we only require use of the fastest neutrals, this will not preclude us from 

discerning between the two characterization schemes. Due to  the time-walk of the 

MCP with low pulse-heights, the inefficient regions will be pushed to longer TOF, 

and the fastest recoils should be relatively clean. The result of comparing this da ta  

to  two MC simulations is shown in Fig. 4.20 where the positions and sail velocities 

of the cloud input into each of the simulations was based on the MOT (solid line) 

and O P  (dashed line) characterizations. In the la data set (left panel), the agreement 

between the two characterizations is very good, which is what we expect because the 

cloud characterizations are very similar. The same comparison using the 6+ data 

set, where the characterizations - in particular both z,, and vv, - are significantly 

different between the two, and give rise to  a correspondingly significant difference 

in the simulated T O F  spectrum. The simulation using the O P  characterization is 

clearly too long in TOF, while the MOT characterization continues to  do a good job 

of reproducing the data. Similar comparisons to  other data sets continued to show 

the same results, and thus we conclude that: 

'The neutrals, since they are not accelerated by the E-field, have the longest TOF and hence 

the finest binning. 
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FIGURE 4.20: TOF comparison of the data to SMC simulations using the optical pumping 
and MOT cloud characterizations for the la (left) and 6+ (right) data sets. The points are 
the data, the solid line is the simulation using the MOT interpolation, and the dashed line 
represents the MC where the input position and sail velocity were from the fits to the four 
optical pumping bins directly. 

1. agreement between the MOT and O P  characterizations is reasonable when the 

trim coils were used when optically pumping, but there is serious disagreement 

in subsequent data sets using the Helmholtz coils. 

2. for these later data sets, we believe the MOT characterization over the direct 

fits because indications are that the optical pumping beam was not illuminating 

the whole atom cloud in these cases. 

This conclusion has great implications for the polarization of the cloud for all runs 

after the Helmholtz coils were installed. Our comparisons of MOT vs. O P  cloud char- 

acterization have indicated strongly that our optical pumping beam was misaligned 

with the cloud; given that, it necessarily follows that not all of the cloud was being 

optically pumped, and we have no means to quantitatively estimate what fraction is 

being missed. Obviously with some fraction of the cloud unpolarized, the overall 

average of the cloud polarization is reduced. Furthermore, since we determine the 

polarization by fitting the photoion data to our atomic model of the vanishing of the 

fluorescence, and the unpumped atoms are not probed by this diagnostic, we have 

a large, entirely inestimable systematic uncertainty in the polarization of these data 
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sets; if some portion of the cloud was not being polarized, we can not know with 

any precision what fraction were unpolarized, nor how many were initially optically 

pumped before sailing out of the laser beam, etc. In short, we cannot use these data 

sets for any asymmetry measurement, and must restrict ourselves to the la and lb 

data sets where the MOT and OP characterizations agree, and all indications are 

that the entire cloud was being optically pumped; only then can we believe that our 

photoion diagnostic actually probed all of the atoms. 

4.6.4 Cloud temperature 

As the cloud is being optically pumped, the (now untrapped) atoms ballistically ex- 

pand due to their small (yet finite) thermal velocity. In order to describe this process 

physically, we turn to  the kinetic theory of ideal gases which states that an ensem- 

ble of atoms at a temperature, T, will have a Maxwell-Boltzmann distribution of 

velocities [loll: 

where v = Ivl is the magnitude of a given atom's velocity and a is the inverse of the 

most probable velocity, ie. the velocity at which this distribution is maximized: 

Eq. (4.16) describes the probability that a given particle within a thermal ensemble 

will have a velocity between v and v + dv. Strictly speaking, and something that 

should be included in the future, one should calculate the distribution for an ensemble 

of atoms in a trapping potential. The 'temperature' deduced this way will in general 

differ from the Maxwell-Boltzmann distribution, especially for small temperatures. 

However, in this thesis we only consider a thermal ensemble. 

Suppose for the moment that we truly have a point-like source and that it is 

centered at the origin. In a time, t, an atom with thermal velocity, v ,  will move 

Ax@) = vt. Assuming that the direction is homogeneous in space ((vi) = (vi) = 

(v:) = i(v2)),  the velocity will have an average magnitude of lvl = uo and the 
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FIGURE 4.21: Example of MC analysis to determine how v , ~  is related to the growth of 
the cloud size. The left panel shows the simulated photoion y-MCP position spectrum 
for different bins of time after the atoms begin expanding due to their thermal velocity 
distributions. Gaussians are fit to each of these spectra and the time-dependence of a is 
calculated. These results are plotted in the right plot, as well as the fit of the width to 
Eq. (4.19). 

ensemble will ballistically expand as a three-dimensional Gaussian. Considering the 

argument of the normal distribution, we expect the width to  grow according to: 

2 1 a (t) = - 2 v2t2. 

If we start with a finite cloud size, a,, the width will initially be larger, however 

the expansion rate remains the same: 

1 
a2 (t) = a: + - v2t2 

2 

Though intuitive, this is by no means a rigorous derivation. To check that  this is 

the correct expression, a MC analysis was performed. For a given temperature, the 

expansion of a finite-sized cloud was simulated over a 2 ms time scale by randomly 

and homogeneously distributing the atoms' velocity according to  Eq. (4.16). The 

initial size was taken to  be a, = (1.410,1.249,1.062) mm, which are typical cloud 

sizes observed in the experiment. Simulated photoion events were tracked through 

the electric field in order t o  generate MCP position and T0.F spectra; the time after 

the release was divided into 8 bins of 0.25 ms and, for each of these bins, the posi- 

tion/TOF distributions were fit to  Gaussians. As an example of these distributions, 
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FIGURE 4.22: Relationship between fit v e ~  and temperature a3 deduced by MC analysis 
(left). The points are the best fit vefi for a given T, and the sol~d line shows the fit to the 
Eq. (4.20). The dashed line shows the case vefi = v, for comparison. The fit values of the k 
and jj widths are shown on the right, and agree with the values input into the simulations. 

the 6 distributions are shown in the left plot of Fig. 4.21 where the initial cloud tem- 

perature input into the MC was 6 mK (again, a typical cloud temperature seen in 

the data). The sharpest peak is of course the first 250 ps  after the atoms being their 

thermal expansion; by the time we get to the last time bin (1.75 < t 5 2 ms), the 

width has approximately doubled. Note that  this MC analysis exactly parallels how 

we will deduce the cloud temperature, and thus also accounts for minor corrections 

arising from the spatial resolution of the MCP and the small additional transverse 

movement of the photoions during their transit time in going from where they are 

photoionized to the MCP through the electric field. 

After fitting these eight distributions, we plot on the right of Fig. 4.21 the deduced 

widths as a function of the time after the atoms were released and began their thermal 

expansion. Overlaid is the result of fitting these widths to a function of the form of 

Eq. (4.19). As one can see, the fit using this function describes the time dependence of 

the simulated widths very well. Ideally, we would expect that the parameter describing 

the time-dependence, let us call i t  'veff ,' corresponds to  v, of the Maxwell-Boltzmann 

distribution. For a temperature of 6 mK, v, = 164.3 cm/s which is very close, but 

slightly larger than, the fit value for veR. 

The above analysis was done for a number of cloud temperatures ranging from 0.1 

to 15 mK. For each of these, the initial widths and effective thermal velocities were 
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TABLE 4.5: Results of fits to the MOT size. Listed are the initial cloud widths as deduced 
by fitting the Gaussians to the distributions at the end of the MOT part of the cycle. 

Initial cloud width [mm] 

Data set 2 6 A 

z 
g+ g- g+ g- g+ g- 

calculated as described above. The temperature dependence of the v e ~ ,  averaged over 

the three dimensions, is shown in the left plot of Fig. 4.22. Again, because we expect 

v e ~  to be close to v,, these points were fit to a function of the form: 

where the only variable free to vary in the fit was 6, a small correction parameter ac- 

counting for the tracking, MCP spatial resolution, etc. The temperature dependence 

of the velocities is well-reproduced, with the fit giving a 2% value for the correction 

factor. On the right of Fig. 4.22 are plotted the initial widths fit for each tempera- 

ture in the 2 and 6 directions. I t  is worth noting that the fit for each temperature 

reproduced the values input into the MC. 

Now that we know how to relate the cloud expansion to its temperature when 

released, we can fit the photoion data to estimate the temperature of the cloud during 

the 37K experiment. In fact, we use the exact same fits as 54.6.3 except instead of 

analyzing the time dependence of the means to get the initial cloud position and sail 
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velocity, we consider the widths of our Gaussian fits to get the initial cloud size and 

temperature. The initial width is given by the averaging the same four MOT time 

bins used to deduce the initial cloud position. The results are listed in Table 4.5 and 

shown graphically in Fig. 4.23. Unlike Table 4.3 for the initial positions, there are 

no entries from fits to the optically pumped photoions because no initial widths were 

estimated from this data; due to the low number of photoions during optical pumping 

times, in this case we are not to be able to reliably fit the time dependence of the 

widths and extrapolate the size to when they were released. 

Referring again to Figs. A.l - A.lO, one can see that the widths during OP times 

are erratic and follow less of a trend than that of the centroid. In particular, the 

last bin (which has the smallest statistics) is needed because it would almost entirely 

define the cloud temperature if we attempted a fit using Eq. 4.19. The results of such 

attempts, if they converged at  all, were extremely varied and often non-sensical, even 

giving negative temperatures. We therefore relied on the continuity of the cloud size 

and again used the fits of the MOT photoions just after the optical pumping part of 

the cycle to define the final cloud size. One can see that once the trap is enabled, 

the cloud expansion is halted and the atoms are recompressed by the time we release 

them and begin optically pumping again. Instead of a linear interpolation, we expect 

a quadratic dependence of the width with time, and so we define the cloud's effective 

thermal velocity by: 

where Atop = 1.4 ms is the time between the measurements of the widths. Re- 

arranging Eq. (4.20), we are able to relate this calculated velocity to the cloud's 

average temperature. 

The temperatures deduced in this manner are listed in Table 4.6 and are shown 

graphically in Fig. 4.23. Typical temperatures are in the range of 3 - 8 mK which 

is significantly higher than the 150 pK Doppler limit for 37K (see pg. 49). We have 

typically seen temperatures above the Doppler limit in the 38mK experiments such 

that we expected 3 7 ~  temperatures of N 1 mK; the observed temperatures are several 
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TABLE 4.6: Results of fits to the MOT expansion. Listed are the cloud temperatures as 
deduced by fitting the cloud expansion over the optical pumping time. 

Cloud temperature [mK] 

Data set 2 Y 2 
u+ u- u+ u- u+ u- 

times larger than we had expected. This is likely due to the MOT - optical pumping 

cycling of the atoms and the turning on and off the magnetic fields. It does appear, 

from Fig. 4.23 that the y temperatures are generally higher than the other directions. 

This indicates field effects because the quadrupole field in this direction is twice as 

strong as the 2 and 2 directions, and thus effects from turning it on and off are likely 

enhanced. It also appears that, at  least in the 2 direction, the Helmholtz coils of the 

later data sets resulted in lower temperatures, but this is far from conclusive (a clear 

trend is only observed in the 2 direction with a+ polarization) and certainly not the 

dominant source of high cloud temperatures. As with the position and sail velocity, 

there are no blatant correlations of the initial widths with the sign of the holding 

B-field nor the polarization state. 
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u+ polarization a- polarization 

FIGURE 4.23: Graphical representation of the deduced cloud sizes and temperatures listed 
in Tables 4.5 and 4.6. The filled (open) circles represent the cloud widths at the start (end) 
of the optical pumping part of the cycle. The difference between the final and initial cloud 
width is used to calculate the cloud's average thermal velocity which in turn is used to 
calculate the mean cloud temperature . 
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Atomic Fits to  the Polarization 

In the previous sections, we have deduced the cloud size and position throughout 

the trap/OP cycle. In this section, we will use this information to make clean MCP 

position and TOF cuts on the photoion spectra; the number of photoion events as a 

function of the optical pumping time, as mentioned earlier, is directly related to the 

atomic fluorescence because only atoms in the excited P state can be photoionized. 

We will fit these spectra to our model of the optical pumping process and thereby fit 

the average polarization of the atomic ensemble. 

4.7.1 Fits to the Time Spectra of the Photoion Yield 

The physics going into our model of the optical pumping process has been outlined 

in 53.3.2, the kernel of which is based on the rate equations for a multi-level atom, 

Eqs. (3.44). By fitting the photoion spectra to this model, we are able to estimate 

the average atomic sublevel populations as a function of the optical pumping time. 

Using Eqs. (3.25) and (3.26), and given the sublevel populations from the fit results 

(including the negligible excited state populations), we are able to estimate the the 

polarization and alignment of the atom cloud; both will be subject to uncertain- 

ties arising from the different population distributions among all of the ground (and 

excited) state sublevels that give the same steady-state photoion yield. The polar- 

ization and alignment are averaged over the same times as used online when defining 

'polarized7 events, namely 200 ps after the optical pumping process is initiated. 

As seen by Eq. (3.39), the transition probability, Wij, depends on a few parameters 

which we allow to vary freely in the fits: IL, the laser light intensity; A, the detuning 

of the optical pumping laser with respect to the F = 2 -+ F' = 2 transition; and 

y ~ ,  the FWHM of the laser beam. The transition probability affects the rate at  

which the cloud becomes polarized, but does not affect the asymptotic value of the 

final polarization; given enough pumping time, perfect circular polarization and a 

perfectly aligned holding field, the cloud will become 100% polarized even if Wij is 

relatively small. The depolarizing mechanisms included in our model are given by: 

S3, the Stoke's parameter which characterizes the purity of the circular polarization 



of the optical pumping laser light [102]; and BL, the unwanted component of Bop 

perpendicular to the 2 or polarization axis. If S3 = l•’ . - [• ’  . ;-Il2 # f 1, then 

the polarization of the laser light is not pure, and there will be a small component 

of the wrong polarization which will quickly pump atoms out of the stretched state. 

If the optical pumping field is not perfectly aligned with the quantization axis of the 

laser beam, then the IF M F )  states will mix and again atoms may be able to leak out 

of the stretched state, resulting in imperfect polarization. 

The two (de)polarizing mechanisms, S3 and BL, are completely correlated and 

cannot be simultaneously fit. Similarly, IL and A are also 100% correlated. Thus fits 

were performed with each of the possible combinations of free parameters: (S3, IL), 

(S3, A), (BL, IL) and (BL, A). Other parameters were fixed: 

toffset = 0 - assumes that the optical pumping process starts a t  zero time. The 

time resolution of the online data is 10 ps, and it is possible for the process to 

start anywhere within the bin, not necessarily a t  t = 0. 

b = b, - the background level as determined from results from the posi- 

tion/TOF fits of the photoions in the MCP in 54.6.2. 

Bop = f 2 G - for the la and lb data sets, Bop = -2 G; for subsequent data 

sets, the sign is that indicated by the name, e.g. 3& had a field of f 2 G. 

Examples of the fits of the rate equation model to the 1" data sets are given in 

Fig. 4.24. In the cases shown, we have fixed the circular polarization of the laser 

light to be perfect (S3 = f 1) and have left BI and IL free to vary in the fits. The 

polarizations quoted in the Figures are averaged from 0.2 s 5 top 5 1.3 s. Results with 

S3 free to vary instead of BL were very similar, with the small differences considered 

below when including systematic uncertainties. One can see the large initial spike in 

fluorescence which is expected because at the start of the optical pumping process, 

the cloud is unpolarized. The fluorescence quickly dies away, but does not entirely 

vanish to the background level expected based on the position/TOF fits (cyan line 

barely visible above the ?-axis); hence the fits to our optical pumping model indicate 

that the polarization - though quite high at 95 - 98% - is not complete. 
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FIGURE 4.24: Fits to the vanishing of the fluorescence for the lSt data sets where the field 
was -2 G: la (left) and lb (right). The top row is a+ polarization and the bottom a-. 

For the data sets where the Helmholtz coils generated the optical pumping field, 

examples of fits to the fluorescence curves are shown in Figs. 4.25 and 4.26. In these 

cases, as predicted by the position/TOF fits, the background level is smaller, but one 

also sees that the extinguishing of the fluorescence is better than the l a y b  data sets. 

The resulting fit polarization is therefore higher than the lSt data sets a t  98 - 99.5%. 

However, as mentioned earlier, this method of deducing the atomic cloud's average 

polarization only probes atoms that are overlapped with the optical pumping laser 

beam. As we explained a t  the end of 54.6.3, we have evidence that not all of the cloud 

was being optically pumped, although our diagnostics a t  t h k  stage are limited. The 

true total cloud polarization is actually lower than these fits indicate; furthermore, it 

is lower by an amount that we cannot estimate. The point of showing these plots and 

calculating the polarization is to indicate how the Helmholtz coils improve the optical 

pumping method. The Helmholtz coils generate a better defined B-field compared 

to  using the trim coil fields and therefore there will be less gradient magnetic fields 

which disrupt the optical pumping process. The fits of the parts of the cloud that were 
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FIGURE 4.25: Fits to the vanishing of the fluorescence for the 2rd data sets where the field 
was +2 G: 3+, 4+ and 6+ (left to right). The top row is a+ polarization and the bottom a-. 
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2 :  
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50 . 

efficiently pumped give us an idea as to  the polarizations we can expect to  achieve 

next time we run and are absolutely sure that  we are pumping the entire cloud. 

The results of the fits to all of the data sets is given in Table 4.7. 

' '3 -' 1 A r -4.50 MHz 
t , ,  r 0.0 p 

' b I 0 596 sount./rar.. 

: x2/31 rn 1.632 
CL. - 15X 

1 a ( P )  = -98.812+0.157% 

4.7.2 Systematics 

This section explores the potential sources of systematic uncertainties in the fits of 

the vanishing of the fluorescence. Generally speaking, each of the input parameters 

of the model was varied by its uncertainty, and then the systematic taken to  be 

the change in the fit values of P and T. As outlined in 8R.2.2, we follow [I031 in 

our analysis of systematic (Type B) uncertainties. The largest source of error is the 

fitting range, which corresponds to  normalizing the initial spike in the fluorescence. 

Tables 4.8 and 4.9 list the identified sources of systematic errors and estimates of their 

magnitude. Below we discuss each of the sources in some detail. 
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TABLE 4.7: Results of fits of the photoion spectra to the optical model from which the 
average polarization and alignment of the cloud is calculated. All values are in percent, and 
the quoted uncertainties are purely statistical at this stage. 

Data set 

The Fitting Range 

The overall normalization of the rate equation model we are comparing the photoion 

data to is fixed such that the total number of counts are equal in the two spectra. 

This normalization is actually crucial to remove large systematic dependences of the 

normalization on the sometimes very low-statistics of the initial spike in the fluo- 

rescence (versus, for example, allowing the normalization to be a free parameter). 

Therefore, we do not actually need to fit the very initial part of the optical pumping 

process, at  least to within the first 60 ps; if taken to extreme, we will only fit the 

flat background and have no information on the pumping process. We are sensitive 

to the details of the optical pumping process (ie. the exact mechanism by which the 

cloud is polarized) only in so far as we need to define the normalization of the initial 

spike in the fluorescence. At times greater than 200 ps, a steady-state is achieved and, 

regardless of the process by which the atoms got there, the baseline of fluorescence is 

a sensitive probe of atoms not in the stretched state. If we instead let the normaliza- 

tion become a free parameter, then we become more sensitive to the pumping process 
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and the details of how the fluorescence decays away; a more detailed model of the 

pumping process (e.g. including perpendicular field components in a more rigourous 

manner) and off-line tests with stable species may help improve our fits and reduce 

this (currently dominant) source of systematic uncertainty. 

This systematic was estimated by fitting the fluorescence spectra as we successively 

cut the first 10,20, . . . ,60 ps. The assigned uncertainty was taken to be the maximum 

and minimum differences from the nominal fit result using the entire spectrum. 

(De)Polarizing Mechanisms 

In the atomic model, incomplete polarization of the atoms can occur in two dominant 

ways: either through imperfect circular polarization of the optical pumping laser 

light, or the magnetic holding field may be mis-aligned with the quantization axis. 

In the case of the polarization of the laser light, a small component of the opposite 

handedness will quickly pump atoms in the wrong direction, thereby spoiling the 

polarization. The Stokes' parameter, S3, characterizes how well the light is polarized; 

the further from unity this parameter is, the less atoms accumulate into the stretched 

state. The atoms equilibrate early in the cycle, so the result is a baseline of fluorescence 

above the background. 

A small component of a B field not aligned with the optical pumping axis will 

cause the atoms to  Larmor precess about that axis, which also induces transitions 

between the sublevels and can result in an incomplete polarization. The effect is very 

similar to  a poor S3, and indeed the fits cannot converge if both left free to  vary due 

to the complete correlation between these parameters. 

A systematic uncertainty arises from the difference in the fit value of the polariza- 

tion according to  which depolarizing mechanism we include in our model: in one case, 

we set S3 = f 1 and let BI be free to  vary; and in the other we fix BI = 0 G and let 

fit S3. The difference arises mostly in how the pumping process achieves the steady- 

state and the final distribution of atoms left in sublevels outside of the stretched state 

(e.g. the relative amounts of 12 1) versus 11 1)). Because these two mechanisms are 

highly correlated and result in very similar sublevel populations, this systematic is 
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not very large. 

Laser Beam Intensity/Detuning 

These two parameters are extremely correlated, and both are difficult to know with 

absolute precision. Estimates are that the detuning was 4.5 MHz to the red of the 

Dl transition, and the total average beam intensity was 500 pW/cm2. The detuning 

is thought to be known to within half a MHz, but the intensity overlapping the 

atom cloud is more difficult to estimate. A power meter measured the total beam 

intensity, ItOt = 1.5 mW, and the density was estimated by dividing by the area, 

~ ( l  ~ m ) ~  = 3.1 cm2. A reduced apparent power density in the fit may be due to 

the Gaussian nature of the beam and cloud, but most likely it is accounting for 

inefficiencies in the optical pumping process or loss channels not present in our model. 

Due to the complete correlation between the detuning and intensity, the two p+ 

rameters could not be independently fit. To estimate the effect of using one over the 

other, all fits were done with the detuning fixed at  its best value, and the intensity free 

to vary; this was then compared to a fit with the intensity fixed at  its best value, and 

the detuning free to vary. The difference in the fit results is taken to be a systematic 

uncertainty in our measurement of the polarization. 

Dependence on Binning 

Although Poisson statistics are used throughout, and low statistics in the photoion 

spectra should be properly accounted for, the resulting answer for the polarization 

will depend on the choice of binning of the spectra. In particular, the dependence 

arises from two affects: 

1. the estimate of the size of the initial spike in fluorescence 

2. the estimate of the flat background in steady state (long times) 

In the first case, too fine a binning makes the normalization subject to large (relative) 

statistical fluctuations, while too coarse a binning makes one sensitive to times when 

the fluorescence has already diminished by a large fraction. In the second case, too 
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fine a binning makes one encounter many zero-count bins and again, more sensitive 

to statistical fluctuations; in this case, coarse binning poses no problem. 

This systematic was taken to be the variation in the fit value of the polarization 

for binning factors of 1 bin110 ps, 1 bin120 ps, . . . , 1 bin150 ps. 

The Time Cut-off 

The clock scaler (cleared with each duty cycle and read with each event) measuring 

the cycle time has a bin width (resolution) of 10 p, SO we can not be sure of when - 

within this bin - the optical pumping beams were on. Indeed, some of the spectra 

show indications that a build-up of the fluorescence is present within the first time bin, 

i.e. the second bin has more counts than the first, and then the normal vanishing of 

the fluorescence occurs. This effect may be manifest through the unknown 'start time' 

of the optical pumping process, or may also be a result of inefficient atom excitation 

by the OP beams. For example, if the OP beams take some finite time to come to full 

intensity, a discernible rise the initial fluorescence spike may be expected. No matter 

the mechanism, the answer will clearly be a poorer polarization than if the first bin 

had the most number of counts. As an estimate of the effect, we assume it is due only 

to the unknown start of the OP process within the first bin, which we leave as a free 

parameter of the fit. 

In estimating the systematic, we compare the fit value for to = 0 to that of the best 

fit time-offset. This difference is called the systematic error due to the time cut-off. 

Random Background 

The background was estimated from the position spectra of the photoions in the MCP 

(see i4.6.2). In the fits to the fluorescence, this background is a fixed parameter, 

however its magnitude is subject to statistical uncertainties which will have a direct 

effect on the deduced polarization. This is because the steady-state of the pumping 

process which almost entirely determines the final polarization is defined entirely by 

the magnitude of the flat tail at  long times. 

These photoion spectra are the same events that defined our cuts early; this time 
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however we look at  the number of photoion events during the optical pumping time 

(rather than position/TOF). Of the - 2700 events in the la*b data sets, 1800 were 

associated with either a* polarization. We are justified in fixing the background level 

in these time-spectra of the photoion events based on the determined from other 

information (position/TOF) about the same photoion events. 

To estimate the systematic uncertainty due to the background, the level was var- 

ied by f la of its best fit value, and the polarization re-fit. The change in the fit 

result is taken to be the systematic. Note that this systematic is never the dominant 

one because the backgrounds are so small; the position and TOF cuts made on the 

photoions produces a very clean spectrum of the fluorescence. By allowing events 

within 30 of the central value, we have a 95% acceptance efficiency if the cloud were 

Gaussian and the atoms are thermalized. 

I t  should be noted that the position cuts were relaxed a great deal and the po- 

larization fit to check that the cuts were not biasing the data. Specifically, we made 

a 100 cut in TOF to define a very loose condition on photoion events and required 

only that the position of the hit was anywhere within the MCP's active area. This 

of course gave much larger backgrounds and poorer signal-to-noise ratios. The fit 

polarizations were entirely consistent with earlier estimates when tighter cuts were 

made*, however the systematic due to the background level became quite significant 

at  f 0.4%. 

4.7.3 The Combined (ok) Polarization 

The relevant quantity for any asymmetry measurement will be the combination of 

both polarization states. We therefore define an "effective polarization" to be the 

average magnitude of the two polarization states: 

*For example, the fits to la gave P(a+) = 97.9 f 0.6% and P(a-) = -95.9 f 1.3% which are in 

good agreement with the results listed in Table 4.7. Similarly, for 1 we found P(d) = 98.1 f 0.8% 

and P(a-) = -95.8 f 2.0% with the looser cuts. 
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TABLE 4.8: Systematic uncertainties in the fits to the vanishing of the fluorescence for the 
lst data sets, before field switching was enabled. The variance and shift from the potentially 
asymmetric uncertainty range, A and 6, are described in Appendix B.2.2. All values are in 
percent, and the dominant systematics are identified by a boldfaced font. 

Source 

S3 VS. BI 

background 

binning 

time offset 

fitting range 

IL VS. A 

MCP efficiency 

Sum systematics f 0.32 -0.13 f 0.85 +0.42 

Due to the fact that we are unable to determine which depolarizing mechanism dom- 

inates (S3 or BI), the individual polarizations, P*, are taken to  be the average of the 

two fits where one or the other was a fitting parameter. Thus we assume that both 

contribute roughly equally which is a reasonable assumption; and, a t  any rate, the 

systematics as deduced above account for the difference between the two fits. 

As a concrete example of how the effective polarization is deduced, let us consider 

the la data set. With S3 free to vary, the fits to the vanishing of the fluorescence gave 

nuclear polarizations of P+ = 0.978(5) and P- = -0.965(12), while the fits with BI 

free to  vary* gave P+ = 0.978(5) and P- = -0.956(14). Averaging the magnitude and 

statistical uncertainties for both a+ and a- yields (P+) = 97.8(0.5)% and (P-) = 

-96.0(1.3)%. Evaluating Eq. (4.22) using these values yields Pla = (96.9 f 0.7)% 

for the combined polarization. Similar analyses were done for the other data sets, 

resulting in the combined polarizations listed in Table 4.10. 

'These results are shown in Fig. 4.24 



TABLE 4.9: Systematic uncertainties in the fits to the vanishing of the fluorescence for 
the 3rd-6th data sets. The systematics are estimated separately for both negative (left) 
and positive (right) signs of the optical pumping field. All values are in percent, and the 
dominant systematics are identified by a boldfaced font. 

Source 

S3 VS. BI 

background 

binning 

time offset 

fitting range 

IL VS. A 
MCP efficiency 

Sum systematics 

TABLE 4.10: Effective (combined a*) polarizations for the data sets. The systematic un- 
certainties were deduced using combinations of data sets (see Tables 4.8 and 4.9), and so are 
only included after averaging similar data sets. All values are given in percent. 

Data set P Data set P Data set P 

A = f 0.46 
Systs 

6 = -0.27 

(P )  96.47 f 0.80 99.55 f 0.09 98.84 f 0.26 
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Data Set 

FIGURE 4.27: Average value of the combined polarization, P,  as a function of data set. 
These are simply a graphical representation of the results presented in Table 4.10. 

Now we must factor in systematic uncertainties. As mentioned earlier, in order to 

obtain reasonable statistics to estimate these uncertainties, all comparable data sets 

were combined, and so we do not have an estimate for the individual data sets (e.g. just 

the la data set; we only have systematics for the combinati~n of the la and lb data 

sets). This is not a problem, however, because it simply means that we must defer 

inclusion of systematic uncertainties in all measurements involving the polarization 

until we sum up similar data sets, which we will do anyway when extracting physics 

results. Thus, we only have three combined polarization measurements: one for the 

la and lb data sets; another for the 3+, 4+ and 6+ data sets; and a final one for the 

3-, 4-,  5- and 6- data sets. 

Systematics from Tables 4.8 and 4.9 are included in Table 4.10 and added in 

quadrature to the combined polarizations of compatible data sets. The results are also 

shown graphically in Fig. 4.27 and emphasize the fact that the different polarization 

schemes result in different average polarizations. The bottom line in Table 4.10* 

shows the final estimate of the combined polarization for the three groups of data sets, 

including all uncertainties. In all cases, the statistical and systematic uncertainties 

are about equal, although the magnitude of both is much larger in the lSt data sets. 

*More than figuratively! 
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We must re-iterate again, however, that there is a systematic associated with the 

3rd-6th data sets which we cannot estimate because as discussed in i4.6.3, we have 

indications that not all of atom cloud was being probed by the OP beam. The higher 

polarizations quoted and smaller uncertainties do indicate, however, that the next 

time the experiment is performed - and we are absolutely confident that the beam 

is fully overlapping the cloud - we can expect to achieve higher polarizations using 

the Helmholtz coils to provide the weak bias field for optical pumping. 



Angular Correlations 

5.1 ,8 Asymmetry, AD 

This section describes analysis of the @-singles data from the phoswich detectors as 

a measurement of the @ asymmetry parameter. As was shown in 84.5, backgrounds 

from lost atoms introduce large corrections which are estimated from limited lifetime 

measurements and so are not known very well. Therefore, we are not able to use the 

current data to extract a precise measurement of Ap; however, this run has shown 

that we can considerably improve the measurement the next time we perform a 37K 
experiment. 

5.1.1 Introduction 

As shown in Fig. 4.1, the geometry of our experiment includes two phoswich @ de- 

tectors arranged to optimize a measurement of the @ asymmetry parameter. The 

detection axis defined by these detectors was made to overlap the polarization axis 

(defined by the optical pumping beam) by placing the detectors behind the mirrors 

which reflect the optical pumping beams. We polarize our trapped atoms and com- 

pare the @ rate in these detectors when the polarization is aligned vs. anti-aligned 

with their detection axis. 

Recall from Eq. (2.6) that the @ asymmetry comes into the decay rate as: 



FIGURE 5.1: Schematic diagram of geometry used for the Ap measurement. Shown are the 
two phoswich detectors with the laser-cooled 37K in the centre, polarized along the direction 
indicated by the fat arrow. The length of the thin arrows indicate the expected angular 
distribution assuming Ap = -0.57 and P = +1. 

so one can see Ap is the relative strength of the correlation between the emitted 

positron and the initial nuclear polarization, I. Figure 5.1 schematically shows the 

situation, with the expected angular distribution according to Eq. (5.1) of Ps assuming 

the Standard Model and perfect polarization. The sign of Ap is negative, so one 

expects an anti-correlation with the polarization, so that the phoswich detector along 

- P  will see a higher P rate than the one along +P. By flipping the sign of the 

polarization, the phoswich detector will see a change in the ,B rate, which to first 

order equals PAp.  With our independent measurement of P from 84.7.3, we are able 

to extract Ap from such a measurement. 

For the ideal case of perfect polarization, point-like detectors and assuming the 

SM-based value of Ap = -0.5702(5), we would expect to see an asymmetry of -57% 

in phoswich A and +57% in phoswich B. A MC simulation of this ideal case shows 

that finite detectors and their response functions (including energy loss through the 

mirrors), the finite cloud size and its position, and P (back)scattering reduces the ex- 

pected asymmetry to f 55%. Note that though the positrons are generally relativistic 

because of our 500 keV detection threshold, the energy depend.ence in Eq. (5.1) cannot 

be neglected. 



5.1.2 Raw Asymmetries 

Here we present the raw p asymmetries in the phoswich detectors. The asymmetry at 

this point is based on the number of accepted E - A E  events in the phoswich detectors 

with conditions that: (1) there is an acceptable energy reading in both the plastic 

AE and CaF2(Eu) E  detectors (see Fig. 4.4); and (2) optical pumping of the cloud 

had proceeded for more than 200 ps, the same condition used to deduce the cloud 

polarization earlier. Furthermore, because the DSSSD-scintillator telescope is per- 

pendicular to the polarization axis and insensitive to the direction of the polarization, 

the number of counts in the phoswiches for each polarization state was normalized 

according to the counts in the P-telescope to account for differences in the number 

of atoms decaying. This renormalization resulted in 1% - 2% corrections to the raw 

rates in the phoswich detectors. 

With these cuts, the number of counts in each phoswich detector for each polar- 

ization state directly give a measure of the p asymmetry: 

where Nitos is the number of counts in the phoswich detector for a given polarization 

state normalized by the P-telescope rate, and the values of Table 4.10 were used to 

account for the finite polarization of the cloud. In Fig. 5.2 we show the asymmetries 

in the two phoswich detectors as a function of the trap/optical pumping cycle time 

for the la data set. One can see that during the trapping times, the asymmetry is 

consistent with zero at the 1% level which is expected because the MOT does not 

generate bulk polarization of the trapped atoms. Once the optical pumping is turned 

on (depicted by the dotted line at  N 2.6 ms), the asymmetry quickly rises to 2 0.4. 

Once the polarization part of the cycle is finished at  w 4 ms, the MOT is reactivated 

to recollect atoms and we start the cycle over again. 

The vacuum in the detection chamber was very good, but not perfect; this may 

have an effect on the observed asymmetries by shortening the trap lifetime and produc- 

ing a background from atoms that decay on the chamber walls. Based on the observed 

2nd MOT lifetime of 30 s, the vacuum in the detection chamber was calculated to be 
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FIGURE 5.2: Asymmetry in the phoswich detectors as a function of the cycle time for the 
la data set. The bands represent the expected asymmetries given -the background deduce in 
$4.5 (see also 55.1.3). 

3 x lo-'' Torr. To investigate the effect of the finite vacuum, we intentionally wors- 

ened it to 1 x Torr to see how much the observed asymmetry in the phoswich 

detectors was reduced. We have fit the dependence of the asymmetry as a function 

of pressure, and estimate that there is a 0.004 attenuation due to the actual pressure 

of 3 x lo-'' Torr. 

Referring back to Fig. 5.2, we show the expected asymmetries assuming the Stan- 

dard Model and perfect polarization (dashed line with the highest asymmetry). Even 

once we factor in the observed polarization of 96.7% and the finite vacuum, we still 

expect to have a higher asymmetry than is observed. If the polarization was the 

source of the discrepancy, we would need a much lower polarization to agree with 

the fit asymmetries during polarized times. Based on the rough calculation of back- 

grounds in the ,B detectors in 84.5 and as discussed shortly in $5.1.3, we can estimate 

what effect untrapped atoms has on this singles measurement; this is shown as the 

horizontal bands in Fig. 5.2. Though the uncertainties in our background correction 

are large and so the band width is large, we find much better agreement with the 

observed asymmetries once they are included. 



Figure 5.3 shows the average asymmetry over polarized times for each run. The 

data sets are distinguished by colour, with the average for each set listed. First is 

the la data set, and then lb; following these are the subsequent data sets where the 

OP field switching was implemented. The first of these is the 2' data set which is 

otherwise not considered in this thesis because the trap location was being moved 

around and the optical pumping process was being optimized, making a quantitative 

analysis effectively impossible. Following in order are the 3-, 3+, 4- , 5-, 6- and 

finally G + .  ,8 energy cuts of 1, 2 and 3 MeV are shown in the Fig. 5.3. As one can 

see, the higher Ep cuts do slightly increase the observed asymmetry. However the 

change is not drastic, indicating that low-energy backgrounds are not overwhelmingly 

significant. 

The most striking data sets are lb and 2-, which clearly have a reduced asymmetry 

compared to the rest. As mentioned earlier, this is expected for the 2- data set because 

these runs were used for optimization, however the lb data set is expected to have 

high polarizations based on the fits to the vanishing of the fluorescence. We will see 

in the next section that a large part of this discrepancy arises from atoms leaving the 

trap and getting sprayed onto the walls and mirrors in front of the phoswich detectors, 

where they (likely) depolarize and hence give a reduced asymmetry. 

5.1.3 Background corrections 

The phoswich detectors are not able to distinguish decays from atoms on the optical 

pumping mirrors from atoms from the trap region. Since atoms implanted on the mir- 

rors likely depolarize, they represent a significant background to the Ap measurement. 

When these atoms 0 decay, they do so with no correlation with the polarization axis 

and so the phoswich detectors will see a suppressed asymmetry, depending on how 

many decays it observes from the trap region versus atoms from the mirrors. 

The results of 54.5 give us an idea as to how many atoms are lost and may have 

been deposited onto the mirrors. We can correct the observed asymmetry assuming 

these lifetime measurements give an accurate estimate of this background. Figure 5.4 

is the same as Fig. 5.3, but this time the ,b' asymmetries are corrected for atoms 
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FIGURE 5.3: /3 asymmetries deduced from the phoswich detectors using a Ep = 1 MeV 
(top), 2 MeV (middle) and 3 MeV (bottom) cuts. In this case, the only correction applied 
is a renormalization based on the counts in the @telescope for the of polarization states. 



lost based on the lifetime measurements. The la data set, for which we do not have 

lifetime measurements, has been corrected based on the lifetime measurements of the 

lb data set because they both share the same optical pumping scheme. The extremely 

high asymmetries of the la data set seen in Fig. 5.4 indicates that the losses were 

greater in the lb data set, and that we have likely over-corrected the la data set. The 

lb and subsequent data sets all have improved asymmetries, but are generally still 

slightly below the f 55% asymmetry expected for the Standard Model prediction of 

Ao = 0.5702(5). 

5.1.4 Discussion 

The phoswich detectors in the present system are clearly prone to a large background 

due to lost atoms from the trapping region, making a precise measurement of Ao 

impossible. The deduced backgrounds in the P detectors from the lifetime measure- 

ments prove that these backgrounds exist; however, since we only measured the rates 

in the detectors under one half-life, our measurements of the backgrounds are not 

good enough to make a precise correction possible. Qualitatively, though we know 

from 54.7 that the 3rd - 6th data sets did not polarize the entire cloud, the lifetime 

measurements show that these backgrounds are reduced when the Helmholtz coils 

were used to optically pump the atoms. This implies that a subsequent experiment 

with this optical pumping scheme optimized will require a smaller correction. 

Table 5.1 shows the backgrounds needed to obtain the SM prediction with and 

without the corrections from the lifetime measurements. Without the corrections, one 

can see that the asymmetries fall well below the Standard Model prediction. Once 

the corrections are applied, the asymmetries become much closer to agreeing with 

predictions. The uncertainties are significantly increased because our estimates of the 

backgrounds are coarse. It is encouraging to note that we have not overestimated the 

backgrounds because there are no significantly negative values once the corrections are 

applied. It does seem, however, that we may have underestimated the backgrounds 

in Phos A where agreement with the SM would require statistically significant extra 

backgrounds than are accounted for; Phos B is generally consistent with the SM, 



FIGURE 5.4: asymmetries deduced from the phoswich detectors using a ED = 1 MeV 
(top), 2 MeV (middle) and 3 MeV (bottom) cuts. In this case, corrections for both the 
normalization of a' in the scintillator and the backgrounds based on the lifetime fits are 
applied. 



TABLE 5.1: "Extra backgrounds" needed for the observed asymmetries in the phoswich 
singles 0 spectra in order to agree with the expected asymmetry of *55% based on the 
Standard Model prediction of AD = 0.57. The 0 energy cut in this case is 1 MeV. All values 
are in percent, and the "non-extra backgrounds" in the phoswich detectors are taken from 
the results of $4.5. 

-- - 

no background correction including lifetime results 
Data set 

Phos A Phos B Phos A Phos B 



although the large uncertainties mean that we cannot extract a test of the SM or 

place any interesting limits on new physics using the P asymmetry. 

In future experiments, it will be necessary to  understand and remove the loss of 

atoms. Assuming the loss is correlated with the violent cloud movements throughout 

the optical pumping/trap cycle, this can be developed off-line using stable potassium 

species. Longer lifetime measurements would be useful to test how well the fit half-life 

agrees with the measured value, but attempting to  make corrections based on these 

measurements will never result in a precise measure of AD; we have had to  make too 

many assumptions (like the homogeneity of the losses, that the atom fully depolarizes 

when implanted on the mirror/wall, etc.), and it is unlikely we would ever measure 

the background to  less than a percent using the lifetime. Therefore, if a precise 

measurement of Ap is to  be feasible, we must develop our optical pumping techniques 

such that atoms are not lost during the MOT/OP cycling. 

The Neutrino Asymmetry, B, 

This section describes how we use our clean P-Ar coincidences in the back-to-back 

geometry to  measure the neutrino asymmetry. The detectors involved have been 

well-characterized and understood in great detail from the 0++ O+ scalar [ll, 91 and 

massive neutrino [12, 131 searches. 

5.2.1 Introduction 

We begin by looking a t  the angular distribution of the ,8 decay and noting that one 

is sensitive to  the neutrino asymmetry, B,, in the back-to-back geometry. 

Consider the set-up of the MCP and plastic scintillator with the polarization axis 

perpendicular to the detection axis as depicted by the schematics in Fig. 5.5. In order 

to  intuitively understand the situation, let us take the limit of a point-like P detector 

(so that p, = pe2) and assume that the neutrino is emitted perpendicular to  the 

detection axis ( 2 .  e. p, . p, = p, - 2 = 0). 

For a given nuclear polarization along 5, the neutrino will be preferentially emitted 



along or against it. As the name of this correlation implies, this is akin to the ,B 

asymmetry, the only difference being which lepton is correlated with the initial nuclear 

spin. The sign of B, determines the direction, and the magnitude gives the degree 

of this correlation. For 37K, the SM predicts that the sign is negative, and that the 

magnitude is large, = 0.75 (see $2.1.2). Thus if the optical pumping beam is a+ so that 

the nucleus is polarized along +2, then case (a) in Fig. 5.5 will be highly suppressed 

relative to case (b). Conservation of momentum - and the fact that the laser-cooled 

37K decays from rest - allows us to relate the unobserved neutrino momentum in 

terms of that of the positron and recoil: p, = -pe - pA,. In the idealized scenario 

outlined here, the recoil momentum in the 2 direction is -pe,  while in the 2 and y 

directions, pAr = -p,. Therefore, the suppression of (a) and enhancement of (b) 

translates into a greater number of recoils striking the MCP at x > 0. The collection 

efficiency of the Ar ions - even those with a relatively high transverse momentum, 

which of course are most sensitive to Bu - are enhanced by the focusing effect of 

the electric field. If the optical pumping beam is instead a- polarized, the nuclear 

polarization will be along -2 and so the situation is reversed; in this case, scenario 

(b) is suppressed and one would see more events at x < 0. 

In terms of the decay rate, Eq. (2.5), one can easily show that flipping the polar- 

ization direction will give rise to an asymmetry in the decay rate that goes like: 

dW(a+) - d W(U-) 
dW(a+) + dW(a-) 

= PB, cos C - P D  (g ) sin QUi 

Here P = ( I ) / I  is the average effective nuclear polarization for both signs of the 

optical pumping light, as defined in $4.7.3, and Qui is the angle between the neutrino 

and the polarization axis, which we assume lies exactly along 2. Thus the recoil 

asymmetry in the 2 direction is: 

If we consider the cases where the neutrino was emitted in the f 2 direction, then 

the magnitude of the recoil asymmetry will be PB,. A precise measurement of the 

recoil asymmetry therefore translates into a direct measurement of the combination 

dW (a+) - d W (a- ) 
dW(a+) + dW(a-) 

= -PBV (pAr a 2) , 
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FIGURE 5.5: Schematic diagram of the geometry used to measure the neutrino asymmetry. 

PBu which, since the polarization is measured independently, allows us to measure 

the neutrino asymmetry parameter. The position of recoil events in the MCP along 

the polarization axis will be related to the 2 component of the recoil momentum. 

Inclusion of finite detector sizes and allowing the daughter products to be emitted 

into 4n means that Eq. 5.4 is no longer true, and that the asymmetry cannot be 

expressed as an analytic function of the MCP position; however, MC techniques can 

be used to  extract the value of BV from the observed recoil asymmetry. 

Figure 5.6 shows the MCP position spectra for 0-Ar coincidences for the la data 

set. The charge states +I, +2 and +3 were selected based on the TOF between 

the scintillator and MCP and then summed. The neutrals cannot be used in this 

data because the MCP energy and (especially) position efficiencies are prone to large 

systematics. The top panel shows both the 2D and the corresponding ID projections 

for both a+ (left) and a- (right) polarized optical pumping light. As one can see from 

the bottom-left plot, there is a clear asymmetry between the two in the 2 direction. 

The red lines are a MC simulation assuming the SM and as mentioned above, relates 

Eq. 5.4 to the observed position asymmetry. 
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FIGURE 5.6: MCP ~ r + ~ 1 ~ ' ~  &coincident position spectra. The 'black points are data and 
the solid red line is a MC simulation (see text). 

The $ asymmetry is shown in the bottom-right plot, and in this case, the recoil 

asymmetry is given by: 

A finite asymmetry will ideally only be observed if the time-violating correlation 

parameter D is non-zero (up to final-state effects, of course). Note, however, that 

systematics may also provide a false signal; for example, even a small $ component 

of polarization can give rise to an asymmetry through the B, term, and thus this 

asymmetry is very sensitive to the direction of the nuclear polarization. An asymmetry 

can also arise if the cloud position differs between the two polarization states. 

5.2.2 Method of Fitting the Data to MC Si~mulations 

The predicted shape of the 2 asymmetry is generated using MC simulations of the 

experiment, where the tracking of the ps is done using GEANT. This 'theory curve' is 

then fit to the data in order to determine the experimental value for B,. Incorporated 

in the MC are: the finite sizes of the detectors; the detector response function, includ- 

ing p scattering and annihilation-in-flight; the electric field; the effective polarization 
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of the atomic sample; and the finite size and position of the expanding, polarized 

cloud. Input into all simulations are the measured value of the ratio of Fermi to 

Gamow-Teller matrix elements, and the resulting Standard Model prediction for the 

neutrino asymmetry, i .  e. BEM = -0.7692(14) (see $2.1.2). 

Referring back to Fig. 5.6, the simulations for a' polarization are first separately 

fit to the 1D 2 projections with an overall scaling factor free to vary. This ensures that 

the relative normalization of the spectra for two polarization states are optimal before 

generating the simulated asymmetry. In general, these fits produced normalization 

factors such that the number of counts in both the data and the MC were equal. 

All simulations were generated with at  least 100 x more events than the data so that 

the statistical uncertainty in all of the fits were not biased by the finite statistics of 

the simulations. Once the MCs were normalized, a simulated asymmetry curve was 

generated in exactly the same way as the data, i .e. for both the data and the MC, we 

define the MCP position asymmetry as a function of the xi coordinate (either 2 or $) 

as: 

where Nk(xi) is the number of counts in the i th bin for which the optical pumping 

light was a' polarized. 

The obvious approach to  fitting the data is to generate a number of MCs with 

various values of B,, and then to fit the data directly by making a x2 map as a 

function of the value of B, input into the MC. This approach, though simple and 

valid, was not used due to the exorbitant computing resources required, especially 

when investigating potential systematics*. 

Instead, the method used to extract B, from the data was to exploit the fact 

that the magnitude of the asymmetry scales like PB,. With an overall scaling factor, 

K ,  free to vary, we fit the data to a MC by minimizing the x2 between the two 

asymmetry curves. This scaling factor represents the ratio of the best fit PB, to that 

input into the simulation. This way, we only need to generate one reference value 

for the polarization and the neutrino asymmetry; in all cases, the Standard Model 

*For each of the nine data sets, we require over 150 MCs for each value of B, simulated! 



prediction for B, is used for the neutrino asymmetry, while the polarization is taken 

to be the best estimate for each data set. If we let B, represent these reference values 

for the polarization and asymmetry parameter: 

then based on the decay rate (see Eq. (5.4)), the scaling factor should be given by: 

The shape of the asymmetry curve is determined primarily by the acceptance of the 

detectors and the strength of the electric field, while the magnitude of the asymmetry 

will be defined by the value of PB,. Fitting a value for K by scaling the normalization 

of the asymmetry curve is therefore equivalent to  fitting the combination PB,. If 

the true value of PB, is less than the reference values, our fit value for K would be 

less than unity; conversely, if PB, > B, then we would find K > 1. Of course if our 

input B, exactly reflects reality, our fit would return K = 1. Note that because the 

value of B, simply represents a reference point, the actual value input into the MC is 

arbitrary, a t  least for small deviations from the true value. In order to confirm that 

this is true, simulations with varying values of B, were compared to  each other, and 

it was found that the asymmetry curves did in fact scale linearly over a wide range 

(f 15%) to within the MCs statistical uncertainties (5 0.2%). 

Once a value for K is fit, we rearrange Eq. (5.8) to  get: 

and since the reference value of the effective polarization input into the MC is Pref = P, 

the one we measured using the photoions, the polarizations cancel and we are left with: 

when evaluating the neutrino asymmetry. The uncertainty in this value of B, will 

have contributions from both the fit result of K as well as the uncertainty in the fit 

polarization. From Eq. (5.9): 



Note that there is no contribution from B, because as mentioned before, this is simply 

a reference point; it can be taken to be any value - at  least any one reasonably close 

to the fit result - and hence, no uncertainty is associated with it. The correlation 

between tc and P is zero because of the way we have defined tc: polarizations cancel, 

even if they are improperly estimated, i. e. if our estimated polarization, P, is Ptrue f 
6P, then the reference polarization will similarly be Pref = PtrUe k 6 P  and the bias 

cancels. In the end, then, tc remains unchanged, and so cov(tc, P) = 0. 

Recall that evaluation of the systematics in P for introduces small shifts in the 

best estimate of the combined polarization, and that this shift is not included in the 

simulations; this bias, then, will not cancel with the reference value in B,. When 

evaluating the final value of B,, a shift of 6 P  must be propagated through to B, 

according to: 

5.2.3 Fit results 

Using the method outlined above, and the numerical fitting techniques described 

in iB.1, we have fit each of the data sets to obtain a value for 6. Using the best 

estimates of the cloud characteristics, the polarization, the electric field, etc., as given 

in 54.4- i4.7, we generated MC simulations and analyzed the MCP position spectra 

in the exact same manner as the data: The atoms are given the average polarization 

as deduced by the photoion fits and move/expand according to the deduced positions, 

velocities and temperatures. Decays are generated after the atoms have been released 

for 200 ps, and the decay products are tracked. GEANT is utilized to track the ps 

while the simple Ar-recoil tracking in the constant electric field provides us with the 

TOF. The MC generates ps with kinetic energy as low as 50 keV, but - like the data 

- has a Tp threshold of 500 keV imposed after all tracking is completed. Our best 

estimate of the MCP position efficiency and the charge states (generated randomly 

at  the time of the decay) are determined from their TOF, as is done with the data. 



The plots in Fig. 5.7 show the results of fits for the la (left) and lb (right) data 

sets. The top panel shows the a+ (filled circles) and u- (open circles) projections 

for the Ar+"s (640 5 mh5 5 1100 ns, where recall that mh5 = TOF + as well 

as the comparison to the MC simulation (green and blue lines, respectively). The 

difference in shape of the two polarization states is due to the kinematic acceptance 

of the system with the trap offset from the centre of the MCP. Below these position 

spectra we plot the asymmetry and overlaid as a histogram is the fit result for K. 

In the case of the Ar+l data, the position spectra are binned such that there are 

1.5 mm/bin for the la data set, and due to the greater statistics, 1 mm/bin for lb. 

As one can see, the agreement between the MC and the data in the projections is 

rather poor, but once the asymmetry is taken, the fit gives a reasonable x2. The 

beauty of the relative measurement is now made clear: many systematic problems 

which would plague an absolute measurement (ie. the projections) cancel to first 

order once the asymmetry is taken, and thus a relatively much cleaner measurement 

may still be made of the neutrino asymmetry. The most significant culprit in the 

discrepancies of the projections is the MCP position efficiency; however, since both 

u+ and u- are equally affected and we are taking the asymmetry in each position bin, 

the (in)efficiencies largely cancel resulting in a well-behaved asymmetry curve. 

Also shown in Fig. 5.7 are the fit results for the Ar+2 (525 5 mh5 < 640 ns) and 

Ar+3 (470 5 mh5 < 525 ns) position spectra. When calculating the asymmetry, Gaus- 

sian statistics is assumed in order to be able to assign uncertainties to the asymmetry 

points; in order to ensure that this assumption is valid, we have rebinned the data 

until most bins have 2 65 counts. If we retained 1 mm wide bins for the Ar+3 spec- 

trum, for example, our calculated weights when fitting the asymmetry curve would 

be highly biased since in fact each projection follows Poisson statistics, which only 

approaches Gaussian as the number of counts gets large*. 

Once all three charge states were fit, the final value for K was calculated by taking a 

weighted average of the three. Clearly, with the Ar+l data having the most events, the 

K deduced for a given data set will be dominated by these events. The +4 and higher 

charge states were not used because, in order to validate the Gaussian approximation 

'This will be further discussed as a source of systematic uncertainty in n shortly. 
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FIGURE 5.7: Best fit of rc, using the Ar-p coincidences for the l a  (left) and lb (right) data 
sets (see text). 



TABLE 5.2: Fit results to the scaling factor, K ,  using the best estimates of d input param- 
eters. The uncertainties quoted here are purely statistical. 

Bu Data set K = Bu Data set K = B Data set K = + 

when calculating the asymmetry, we would have to use 1.2 cm wide bins, which would 

not give an asymmetry "curve". 

The best fit K'S averaged over the three charge states for all of the data sets are 

listed in Table 5.2. From this, one can see that the data sets where the field switching 

was implemented have, on average, a significantly smaller value for K than in the lalb 

data sets. As was discussed in 54.6.3, it was found by analysis of the TOF of the 

photoions that the optical pumping beam was likely not fully overlapped with the 

atomic cloud, resulting in an inestimable systematic on the cloud's polarization. The 

apparent neutrino asymmetry for these data sets is expected to be smaller since, if 

a part of the cloud was unpolarized, those decays will suppress the MCP position 

asymmetry. Therefore, in what follows, we will not consider these data sets and will 

only concentrate on la and lb where the polarization is better understood. 

5.2.4 Systematics in K 

This section explains how potential systematics to the asymmetry curve fits were 

estimated. As this section shows, our largest systematic uncertainties arise from our 

limited knowledge of the cloud position during the polarized part of the MOT/OP 

cycle. All other potential sources investigated affecting the fit value of K are 5 50% 

of this dominant systematic. 



Cloud position during polarized times 

Due to the finite statistics of the photoions, our knowledge of where the cloud was a t  

the start of the polarization part of the cycle ( ie .  a t  about 2.6 ps in Figs. A.l- A.lO) 

has an uncertainty associated with it; not surprisingly, the observed asymmetry is 

extremely sensitive to systematic positional shifts between the a* polarization states. 

Similarly, the position a t  the end of the optical pumping cycle, when the MOT is 

turned back on to re-collect the atoms, has an uncertainty. The mean position of 

the cloud throughout the polarized times over which we increment the MCP position 

spectra to  make the B, measurement will have an uncertainty characterized by the 

initial cloud position, x,, and the interpolated group movement of the cloud, v,~,. 

Below we discuss the uncertainties introduced by these potential systematics. 

Initial cloud position As far was we can tell, the cloud did not shift between a+ 

and a-. However, we can only say that to the precision that the centroid of the 

photoion peaks are determined (see 54.6.3). If the position was different between the 

two - especially in the 2 direction - then the resulting asymmetry could be greatly 

affected and be either enhanced or suppressed (depending on which way the cloud 

shifted). 

In fact, this scenario is difficult to imagine because the initial cloud position is 

determined entirely by the MOT, which is exactly the same in the two cases. The a* 

optical pumping light is only applied after the cloud is released, and since the MOT 

destroys any 'memory' the atoms may have had from the previous optical pumping 

cycle, it seems unlikely that there could be a relative shift in the initial cloud position 

between the two polarization states. However, an apparent shift may arise due to the 

finite statistics in measuring the centroids; and perhaps more likely, it is conceivable 

that the re-collection of the expanded atoms from the previous cycle may not have 

attained equilibrium before releasing again. Also, small but possibly finite lingering 

B fields may cause a shift. Since the dependence on such a possibility is severe, we 

have investigated what effect it may have had on our fit value of K, in order to assign 

a uncertainty arising from this potential systematic. 
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To determine the potential effect on the fit value of n, we compared fit results where 

the cloud position input into the MC was shifted by the uncertainty as deduced by 

fits to the photoions (see Table 4.3), with all other parameters fixed at  their best 

values*. For example, consider the 5 positions of the la data set; in this case, the best 

estimates of the average positions gave xf = 2.89(6) mm and xz- = 2.83(6) mm. The 

difference of these nominal positions is consistent with zero, and so shows no significant 

indication of the cloud moving between polarization states. However, due to the 

limited precision in these measurements of the centroids, the cloud may have moved 

by 0.06 f 0.008 mm. To account for that possibility, we generated MC simulations 
- 

where the positions were at  xu+= xz+f bzz+ and 2" = z z - ~  bxz- (with y and z fixed 

at their best estimates, yo and z,). Continuing with the 5 positions of the la data 

as an example, the fit results for n using these positions are listed in Table 5.3. As 

one can see from Fig. 5.6, when the MC has z 2 z, for af ,  the simulated asymmetry 

will increase and we fit a smaller value for n; conversely, for xu* 5 xz* the MC's 

asymmetry will be attenuated and the fit yields a larger scaling factor to reproduce 

the data's asymmetry. 

As outlined in 5B.2.2, we can estimate the uncertainty in our fit value of n based 

on these points. Note however that the quantity of interest here is the mean difference 

between the centroids, so evaluating the points at their f la values is an overestimate 

by a factor of a ;  hence A and b defined by Eq. (B.36) must be scaled to + &/a 
and b + b/2, respectively. The three points in Table 5.3 yielded a Type B systematic 

of bn = f ~ : ~ ~ ~ ~ .  In th  is case, the uncertainties are essentially symmetric+: b adds only 

a +0.03% shift, and the symmetrized la systematic uncertainty is A = 1.1%. By 

Eqs. (B.38) and (B.39), the deduced expectation value is E[n] = 0.995 with a Type 

B uncertainty of a, = 0.011. 

Systematics were estimated in this manner for each of the three directions (5, @ and 

2) separately. For @ and 2, the potential systematic is expected to be small because 

small shifts in these directions will have only little bearing on the 5 asymmetry via 

'Correlations between this and other systematics (particularly v,,il, the cloud movement during 

optical pumping times) will be discussed later. 
hdeed,  a third (in)significant digit has been retained in order to see any asymmetry at all. 



TABLE 5.3: Fit results used to estimate the systematic due to the uncertainty in the cloud 
positions of the P direction for the la data set. 

2 position (mm) 

CT+ polarization CT- polarization 

fit value 

of K 

the finite acceptance of the detectors; however, it is not clear which variation will have 

the largest effect. In 2, it is obvious that if we increased/decreased both CT* centroids 

simultaneously, the effect would largely cancel and so in that case, we only compare 

opposite variations. In the case of ij and 2, in addition to the comparisons made for 
- 

2, we also compared simulations where, e.g., yz+f Sy:+ and y" = yz-f Syz-. 

The final systematic was taken to be the larger of the two variations in K.  

The results for all directions (which were "independently varied") are listed in 

the error budget of Table 5.4 at  the end of this section. As expected, the 2 direction 

overwhelmingly dominates the systematic due to the initial cloud position uncertainty, 

by a factor of more than five. Intuitively, one would not expect high correlations 

between the three directions, and especially since the systematics from ij and 2 are 

inherently small, we neglect correlations and add the three contributions in quadrature 

to get the total systematic arising from the initial cloud position. As a check of this, we 

also made simulations where all three directions were simultaneously varied by their 

uncertainties and compared the resulting fit values of K.  Explicitly, we compared 

fits ('~sim~ltaneousl~ varied") where the positions were (x,, yo, z,)"++ (x, f Sx,, y,f 

Sy,, z, f Sz,)"+ and (x,, yo, z,)"- + (x, TSX,, y ,~Sy, ,  z, TS~,)"-. In both data sets, 

the systematic uncertainties deduced this way are consistent with the sum of the 

three independently varied estimates for each of 2,ij and 2.  This is consistent with 

the expectation that the three positions are independent variables. The shifts, S, 

however, show larger variations than the As, and it is unclear which estimate is to 

believed over the other; we therefore have opted to average the two shifts for each 



data set, ie. for la, we take 6 to be +0.001 due to the Type B uncertainties in the 

initial cloud position. 

Cloud sail velocity In addition to the uncertainty in the initial cloud position 

just described, the movement of the cloud during optical pumping times introduces 

a potentially large source of systematic uncertainty. Recall from $4.6.3 that this 'sail 

velocity' was determined based on a linear interpolation between the cloud positions 

at the start and end of the optical pumping part of the cycle. Again - at least for the 

lalb data sets - there do not appear to be significant differences in the sail velocities 

between o+ and o- (see Table 4.4) because the small shifts are within uncertainties 

(these shifts are included in the MCs. However, much like the initial cloud position, 

the fit value of K is very sensitive to the uncertainty on our estimate of (particularly 

the 2 component of) Usail. 

In this case, a difference in usail between the two polarization states is not as 

difficult to imagine: the Dl optical pumping light, though meant to only affect the 

internal degrees of freedom of the atoms, also has a slight effect on the atoms' external 

motion since they necessarily absorb some Dl photons. However, it only takes an 

average of 6.2 absorptions of the Dl light to optically pump an atom into the stretched 

state. Once there, it no longer absorbs any more a& light (because there is no MF = 3 

state to get excited to). With such a small absorption rate of the optical pumping 

light, we do not expect that the Dl laser beam is significantly heating the atoms. 

A Dl photon imparts = 1.5 eV/c of momentum per absorption*, which is small 

compared to the component of the cloud's sail velocity along the pumping beam axis 

(e.g. N 70 cm/s, for la, corresponding to a momentum of Mv = 80 eV/c). The fact 

that both a+ and a- absorb similar amounts of pumping light throughout the cycle 

further+ reduces the difference between the sail velocities. 

An analysis akin to that just used to estimate the uncertainty from the initial cloud 

*Note that because we have counter-propagating beams that are of nearly equal intensity, the 

overall momentum imparted during optical pumping will not be much larger than the one photon 

absorption. 
t~owever, based on the fits of the polarization, a- absorbs 50% more optical pumping light 

than a+ for the l a y b  data sets. 



position was similarly performed for usail: with all other parameters fixed at their best 

values, a comparison made between simulations where the sail velocities were varied 

by f la of their nominal values. The results, also listed in Table 5.4, again show a 

large dependence in the 2 direction, with essentially negligible contributions from 6 
and 2. This time, however, there is a slightly larger estimated uncertainty from the 

simultaneous variation of the three directions in the la data set. This may indicate 

slight correlations between the directions; as indicated by the boldfaced font, we take 

this as our estimate of the systematic uncertainty instead of the one deduced from 

the independent variations. 

Correlations between x, and Usail Recall that the sail velocity was determined 

by a linear interpolation between the initial and final cloud positions. Thus, it is clear 

that the systematic associated with x, will be correlated with that determined for v,il, 

and that we should therefore not add the two simply in quadrature. This correlation 

can be deduced based on a geometrical argument: the two uncertainties from x, 

and xfinal form a right-angled triangle with vSailAt because they are uncorrelated, 

independent measurements: 

where At = 1.4 ps is the optical pumping time. Thus the correlation pxo,vsai, is simply 

the projection of C T ~ ~ ~ ~ ~ A ~  onto the a,, axis: 

The same correlation is found if one propagates uncertainties starting from xfina = 

x, + vSailAt, solves for aVs,, - including correlations - and then requires that it 

agree with Eq. (5.13) above. The correlation is negative (as expected) because if, for 

example, we increase the initial position by 62, we would need to decrease usail by 3 
in order to arrive at the same final position. Note that if the initial and final positions 

are determined with the same precision, the correlation of the sail velocity with x, 

will be 50%, as expected; this is more or less the case as can be seen at  the bottom 



TABLE 5.4: Systematic uncertainties in n from the cloud position during optical pumping 
times. All values have been multiplied by x 100 for clarity, and so (roughly) correspond to 
percent effects on the fit value of n. 

la data set lb data set 

Source a, A 6 a, A 6 

Initial cloud position 

f f l . l l  +0.03 f::;: f1.26 +0.01 

independently +0.26 -0.08 f 0.17 +0.09 f f 0.10 +0.02 
varied : f 0.07 +0.10 f f 0.18 +0.05 

sum f1 .14  +0.22 f 1.28 +0.08 

simultaneously varied +l.ll -1.15 f 1.13 -0.02 f :::! f 1.24 -0.18 

Cloud sail velocitv 

I "  : f 1.13 +0.04 2 :  f 1.25 +0.04 

independently y +0.20 -0.09 f0.14 +0.05 f::;! f0.19 -0.09 
varied f fO.10 +0.06 f f0.14 -0.13 

f 1.15 +0.15 f 1.29 -0.18 

simultaneously varied f ::;,6 f 1.35 +O.ll f f::: f 1.18 +0.02 

Px0 ,vsai, (in 2 direction): -48.8% -58.5% 

Combined systematic: f 1.27 +0.23 f 1.17 -0.13 



of Table 5.4. Here, only the correlation in the 2 direction is quoted because it is this 

systematic which totally dominates the uncertainty from the cloud position. 

The final uncertainty is taken from the largest systematic calculated from x, and 

usail, be it from the independent or simultaneous variations of the positions. These are 

highlighted in Table 5.4 by a boldfaced font. The two are then added in quadrature 

including the 2 correlation; for example, for the la data set, we calculate the total 

uncertainty in K as: 

The shifts are taken to be the average of the independent and simultaneous variations 

in the two cases, and then added together. This was done because the total uncer- 

tainties of the two methods are very similar, and so we expect their shifts to be as 

well; because the shifts are of the same order of magnitude as the fluctuations due 

to MC statistics, this averaging should reduce the possibility of over-estimating the 

shifts. 

Cloud size during polarized times 

The previous subsection dealt with the cloud position as a function of time over the 

optical pumping part of the experimental cycle. Below we now discuss the systematics 

arising from the width of the cloud over the same times. In this case, we do not expect 

as high sensitivities because the cloud sizes are similar between a+ and a-, and as 

the 2nd moment of the position distribution, should not have a large effect on the 

asymmetry. 

Initial cloud width The initial cloud width is determined from the same Gaussian 

fit to the photoion data used to obtain the centroids for the position of the cloud. It 

seems equally unlikely, therefore, that these initial widths would differ between a* 

since it is again the MOT which defines the size of the cloud when it is released and 

the optical pumping is initiated. Regardless of the how unlikely the systematic is 

expected to be, we performed an analysis identical to that just done on the cloud 



positions to estimate how large a systematic this may be. Again MC simulations were 

generated where this time the initial widths were varied by f la of their best-fit val- 

ues, and the effect on the fit value of IC was tabulated (see Table 5.5). In this case, the 

independent variations gave a larger uncertainty compared to the simultaneous varia- 

tions, indicating that the cloud size in the three directions may be anti-correlated. As 

in Table 5.4, we choose the larger of the two when assigning a systematic uncertainty 

and this is again indicated by a boldfaced font in Table 5.5. 

Cloud temperature The width of the cloud as it is optically pumped was inferred 

from the difference in the width of cloud at  the start and end of the optical pumping 

cycle (see $4.6.4). In the case of the sail velocity, it was pointed out that the optical 

pumping light could have a small heating effect, and change the group movement 

of the cloud; it seems less likely that the temperature of the two polarization states 

could be systematically different, since again this is defined by the end of the MOT 

cycle when the atoms are released and begin their ballistic expansion. Absorption 

affects the group movement of the cloud, rather than being a source of an increase in 

the random thermal motion of the atoms*, while de-excitation heats the atoms by an 

amount on the order of TreCoil z 0.8 pK/photon, which is negligible. 

The systematics were again deduced in the same manner as the other cloud char- 

acteristics described earlier, with the results listed in Table 5.5. The uncertainties 

deduced using independent and simultaneous variations are more similar than in the 

case of the initial cloud size, which indicates a smaller, essentially negligible, anti- 

correlation between directions. Again to be conservative, the quadratic sum of the 

independent variations is taken to be the uncertainty associated with the temperature 

of the cloud. 

Correlations between a, and T A similar analysis to that outline for the correla- 

tion between the initial cloud position and the sail velocity shows that the correlation 

*Since the atoms generally de-excite by spontaneous emission, however, there will be some ran- 

domness involved; the average effect will be biased towards the direction of the laser beam, though, 

and so should have a greater effect on the sail velocity. 



TABLE 5.5: Systematic uncertainties in K from the cloud size and temperature during op- 
tical pumping times. All values have been multiplied by xlOO for clarity, and so (roughly) 
correspond to percent effects on the fit value of K. 

la data set 1" data set 

Source 0, A d 0, A d 

Initial cloud size 

2 : f 0.05 +0.09 : f 0.32 -0.08 

independently -0.03 f 0.07 +0.04 +O -,:,, lo f 0.16 -0.06 
varied : f0.08 +0.06 : f0.27 -0.05 

f 0.21 +0.19 f0 .48  -0.19 

simultaneously varied : f 0.14 +0.15 : f 0.11 +0.01 

- - 

Cloud temperature 

+0.05 f 0.02 +0.03 f 0.08 f 0.08 0 +0.01 

independently +'.I5 -0.11 f 0.13 +0.02 : f 0.15 +0.06 
varied f :::,6 f 0.14 +0.12 +0.02 -,.,, f 0.05 -0.03 

f0 .26  +0.17 f0.20 +0.03 

simultaneously varied f f 0.18 -0.05 +'.I2 -0.24 f 0.18 -0.06 

PC, ,T (average of 2, 6 and 2):  -43.5% -55.1% 

Combined systematic: f0.25 +0.23 f 0.40 -0.10 



between the initial cloud size and the thermal expansion is: 

where for clarity, instead of "aoi", Aui is used to represent the la uncertainty in the 

measured width, ui. Unlike the 2 direction for P ,~ , ,~~~, ,  no one direction dominates 

the systematic uncertainty from the cloud size. Therefore, in accounting for the 

correlations in Table 5.5, we take the average of all three directions of both polarization 

states. The standard deviation of the individual correlations is less than 20%. 

Binning of the data 

The fit results depend on how finely binned the Ar+1!+23+3 position spectra are because, 

as mentioned earlier, the propagation of error used to derive the weighting of points 

in the asymmetry curve has been assumed to be Gaussian. Too fine a binning will 

bias events because there are too few events to  validate the Gaussian approximation 

to  the truly Poissonianly distributed number of counts per bin. Conversely, too coarse 

a binning removes positional dependence and overall sensitivity. This systematic is 

different for the two data sets because the lb data has = 2x more events than the la 

set. 

We began by binning the projections of the position spectra such that there was 

0.5 mm/bin. We then calculated the mean number of counts per bin, n, and if it 

was less than some threshold, nmin, we rebinned the spectra by two so that there was 

1 mm/bin. If the recalculated n was still less than nmin, we again made the binning 

coarser; this process was iterated until n 2 nmin. 

In order to find the optimal value for this threshold, the fit results for K were plotted 

as a function of nmin as shown in Fig. 5.8. The points represent the fit values every 

time the increase in nmin resulted in a rebinning of any of the three charge states. The 

blue arrows indicate the values of nmin which caused the Ar+l charge state spectrum 

to be rebinned; in both data sets, the first instance of the +1 rebinning can be seen 

to  cause a relatively large step in the fit value of K. This makes sense because the 

Ar+''s have the greatest statistics, and hence the greatest effect on the average value 
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bin  c o u n t  t h r e s h o l d ,  E 

FIGURE 5.8: Systematic dependence of rc on n for the la (left) and lb (right) data sets. The 
arrows point to thresholds which change the rebinning factor of the Ar+l charge state. 

of K. After this first rebinning of the Ar+"s, there is only a small variation in the 

value of K and there no longer is a systematic decline as nmin increases. 

All fits to the neutrino asymmetry have nmin = 80, which is well into the flat region 

of Fig. 5.8 for both data sets. As an estimate of the uncertainty on B,, we took the 

variation in the fit value of K for all cases above the first rebinning of the Ar+l charge 

state; this range and the variation is shown by the dashed red lines in Fig. 5.8. The 

numerical results are listed in Table 5.6. 

Systematics common to la and lb 

The previous subsection dealt with the systematics related to the cloud characteri- 

zation, which were different for the two data sets. Below we account for systematics 

that did not change between data sets, and so should be common to both la and lb. 

The general scheme for estimating these systematics are similar to the that done for 

the cloud characterization, and is also done for each data set independently; in the 

end, however, since they should be common to both, we average the two estimates 

and apply the systematics only to  the combination of KS from the two data sets. 

MCP position calibration The position calibration of the MCP was based on the 

(0 source + mask) data, and then adjusted slightly at larger radii in order to make 
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TABLE 5.6: Systematic uncertainties in K separate for the la and lb data sets. All values 
have been multiplied by x100 for clarity, and so (roughly) correspond to percent effects on 
the fit value of K.  

la data set lb data set 
Source 

A b A b 

Cloud position/velocity f 1.27 +0.23 f 1.17 -0.13 

Cloud size/temperature f 0.25 +0.23 f 0.40 -0.10 

Counts per bin threshold f 0.43 -0.08 f 0.24 -0.04 

Total systematics: f 1.45 +0.38 f 1.28 -0.27 

the collimator image of the online data become circular. Based on the linearity of 

the mask data and on how well the online calibration reproduces the R,, = 1.2 cm 

collimator image on the MCP, we expect deviations to be below 1 mm. Due to the fact 

that we are fitting the asymmetry in this detector as a function of the 2 coordinate, 

we must be concerned about potential deviations in the position calibration of the 

MCP. 

To investigate the effect of the position calibration, we varied the scaling of the 

calibration by f 20%, i.e. rho = rbCp(l f 0.005, f 0.01, f 0.015, and f 0.02), and fit 

K in each case. The dependence of K on the scaling factor was fit to a straight line 

as shown in Fig. 5.9 for both data sets. The systematic uncertainty (see Table 5.7) 

was taken to be the average variation of the fit value of K due to +0.8-1.7% changes 

in scaling the radius of the calibration. 

Another effect which is likely correlated with the position calibration scaling is 

the overall active area of the MCP. Though this is well-defined by the collimator, 

non-linearities in the calibration are largest near the edges of the MCP, and may effect 

the fit value of K since this is also where the asymmetries are largest.* Ideally, if one 

were to shrink the active area of the MCP by imposing radial position software cuts 

in the data (and of course the MC), the fit value of K would not change and only the 

*Though this is also where statistics are the most limited, and hence the weighting in the fit to 

K, are reduced relative to smaller radii. 
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Scale factor of MCP position calibration 

FIGURE 5.9: Effect of scaling the radial position calibration of the MCP on n. The dashed 
blue lines indicate the limits on the scaling of the radial position as deduced in 54.4.2. 

uncertainty would slightly increase due to the vetoing of the edge events. We tested 

the variation of K for radii of R,, = 0.9,1.0,1.1,1.2 and 1.25 cm. 

MCP position efficiency As discussed in 54.4.2, we have estimated the depen- 

dence of the MCP position efficiency for the recoil ions based on comparisons to 

simulations of what one would expect if it were perfect. By taking the asymmetry of 

the absolute position spectra, we significantly reduce our sensitivity to this systematic; 

however, i t  remains a cause for concern. To estimate the potential bias introduced 

by the efficiency, we generated MCs with varying amounts of the correction applied 

for the MCP efficiency to see the effect on the extracted value of K .  The variation 

of the correction applied is described by a factor, A,  in ternis of the best estimate, 

EMCP(X, y ) :  

With this parameterization, our best estimate is recovered at X = 0. Positive values 

suppress the inefficiency, tending towards a uniform efficiency as X -4 1; negative 



FIGURE 5.10: Position projections and effect of the MCP efficiency. Shown are the com- 
parison of data (points) to simulations with X = -0.7, -0.1, +0.5 and +0.9 for the la (left) 
and lb (right) data sets. 

values of X enhance the estimation of the efficiency. 

In order to see what range of X values we should consider for the uncertainty in the 

efficiency, we compared the projections of the MCP position spectra for various values 

of A. These plots are shown in Fig. 5.10 for the la and lb data sets for a few values of A. 

One can see how the projections become more uniform as X approaches unity, and how 

the inefficiencies are most apparent at negative values ( e g  cyan versus red histogram). 

For the la data sets, it is clear that X = -0.7 is too much of an enhancement of the 

inefficiency, and similarly X = f0.9 is too little. On the other hand, X = -0.7 is not 

unreasonable for the lb data set (especially for the o+ ?-projection), and X = f0.5 

is already too smooth. The dichotomy in these absolute position spectra accentuates 

the fact that the accuracy of our deduced MCP efficiency is limited; as stated before, 

if we were not using the asymmetry of the two polarization states, the MCP efficiency 

would be a very serious systematic and would surely dominate the final uncertainty. 

We have estimated the effects of the MCP position efficiency by investigating the 

dependence of K on the value of E M C P ,  ie. by letting X = f 0.1, f 0.3,. . . , f 0.9. This 

range of X spans the efficiency values which give somewhat reasonable projections in 

Fig. 5.10, and represents a rather large variation of the overall magnitude of the MCP 

position efficiency. The results, listed in Table 5.7, separately for the la and lb data 

sets. Naively, one would expect this systematic t o  be common between the two data 



sets because the MCP did not change between the two, however because the trap 

position was not strictly constant, the effect of the position efficiency can be different 

between the two. 

We stress again that if the absolute position was needed, this systematic would 

result in an uncertainty that far out-weighed the statistical uncertainty; the fact that 

this measurement uses the difference of the same position bins - differing only in 

polarization states - means that most of the efficiency effects drop out. We also 

note, however, that as of the fall of 2004, the damaged plates of the MCP have 

been replaced for an experiment involving 80Rb, and the position efficiency has been 

found to once again be uniform. Therefore, the next time the 37K B, experiment is 

performed, this inefficiency systematic will become negligible. 

2 - O P  alignment As made explicit in Eq. (5.3), the recoil asymmetry in the 2 
direction only goes like -PB, if the polarization axis is exactly along x-axis of the 

MCP. A small misalignment of these two directions will attenuate the asymmetry 

arising from B, and introduce a small component of the D term which would otherwise 

fully describe the 6 asymmetry. Similarly, the 6 asymmetry will increase because 

instead of being = 0, it would acquire a finite asymmetry from the B, term. 

The calibration of the MCP position, being carried over from the detailed work 

on the scalar search, is in the reference frame of the chamber. The transformation to 

the optical pumping frame is made by rotating the coordinates by 30•‹, the nominal 

angle defined by the ports housing the phoswich detectors and thin mirrors relative 

to the push beam axis. If either the MCP calibration is off or these ports are not at 

exactly 30•‹, then we may be introducing a bias in our B, measurement. 

In order for the incident optical pumping light to be retro-reflected back out of the 

system as observed, the angle of the mirrors defining the polarization axis must not 

have been misaligned by more than about a degree. The absolute orientation of the 

MCP is also known very well from calibrations using an a source and a mask [104]. 

The relative orientation of the polarization and MCP's x-axis is likely less than 2"; 

however, to be conservative, we double that and assume that the reasonable range of 

this misalignment is within f 4". 
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In order to estimate the systematic uncertainty, we varied the orientation of the 

MCP from -lo0, -7.5", . . . , +lo0 and fit K to each angle, giving nine results for each 

of the la and lb data sets. These results were then fit to a Taylor expansion of K 

around sin 05i.-OP = 1 (cf. Eq. (B.26)): 

1 2 
~(02-OP) = KO + cl - sin&-op + - 2 c2 sin 05-OP, (5.17) 

where K,, cl and c2 were free parameters. Unlike the dependence on the cloud parame- 

ters, since this time we have a number of fits to K as a function of only one parameter, 

we are able to fit cl and c2 ( ie .  A and 6) directly, instead of estimating them from 

only two points at  f la. K, represents the best estimate of K, which may or may not 

coincide with the result of fitting the asymmetry to the expected relative orientation 

of sin 02-OP = 0. We estimate the systematic uncertainty on K by simply evaluating 

the Taylor expansion, Eq. (5.17), at 02-OP = f 4' using the fit values of K,, cl and 

c2. This gave a, =f::!:fy and f::::;: for the la and lb data sets respectively. These 

results are listed in Table 5.7. We average the upper and lower uncertainties for the 

two data sets since this systematic is common to both, giving a total uncertainty in 

K from the alignment of the MCP position and the optical pumping axis of f 0.0033. 

As with the previous systematic estimates, we varied the orientation of the MCP 

by f 10" and fit the Taylor expansion of K around zero. This gave the systematics 

outlined in Table 5.7. Note that the uncertainties are both positive; this is because the 

misalignment suppresses the Bv asymmetry, regardless of the direction. We therefore 

end up with a relatively large shift, and in fact the b term in Eq. (B.39) dominates 

the total uncertainty of this systematic. 

The electric field An improper estimation of the magnitude of the electric field 

can have an effect on the deduced value of K in a number of ways: it will change the 

acceptance of recoil detection by collecting Ar+ ions of higher transverse momentum 

with greater/lesser efficiency; it will change the shape of the asymmetry curve; and 

for a given set of TOF cuts bins used to choose the charge states, it will change 

the relative distributions Ar+1>2f charge states. I.e. if the field is actually stronger 

than expected, then compared to our simulations, we will have more (slow) Ar+2 with 



mh5 I 640 channels, and similarly more Ar+3 will be in our Ar+2 TOF bin. 

The electric field was determined to be -810 f 10 V/cm based on the TOF 

spectra of the Ar+1*213s as discussed in 54.4.1. The dependence of K on the mag- 

nitude of the field was found by fitting the asymmetry with differing field strengths 

of -790, -795,. . . , -830 V/cm. A Taylor expansion of K around E = -810 V/cm 

evaluated at  f 10 V/cm gave 2::::; and 2::::;; as the systematic uncertainties for the 

la and lb data sets respectively. 

Ep threshold The (kinetic) energy threshold on the P-telescope was set to Tthresh = 

500 keV, above the Compton edge of the ef annihilation radiation, based on the cali- 

bration fit of 54.3.1. In the MC simulations, this threshold is set with no uncertainty, 

but if the calibration is slightly off, one may introduce a systematic uncertainty by 

having an effectively different threshold placed on the data. 

To estimate the systematic effects on K due to this threshold, simulations were 

generated with thresholds of 400,450, . . . ,600 keV, and with the resulting asymmetry 

curves fit to the data. For both la and lb, the fit value of K, was consistent with the 

value of ~ ( 5 0 0  keV). 

Using the uncertainties from the calibration fit, the energy at 500 keV is known 

to f 12 keV. We estimate the systematic uncertainty on K by simply evaluating 

the Taylor expansion at  Tthresh = Tthresh f 12 keV using the fit results to KO, cl and 

c2. This gave a, = f 0.0002 for both la and lb data sets; however, to account for 

systematics in the calibration and to be conservative, we assume an uncertainty of 

a~,,,,,, = 50 keV, which increased the deduced systematic on K to those listed in 

Table 5.7. We average the upper and lower uncertainties for the two data sets since 

this systematic is common to both, giving an essentially symmetric, total uncertainty 

in K from the p energy threshold cut of f 0.0006. Even with a generous allowance 

for the uncertainty in the calibration, this systematic is negligible. This makes sense 

because the P-telescope is really only used to tag positrons that were emitted in a 

small pyramid around the 2 axis, and the recoil asymmetry is not directly dependent 

on the emitted p's energy. 



TABLE 5.7: Systematic uncertainties in K common to both la and lb data sets. All values 
have been multiplied by x100 for clarity, and so (roughly) correspond to percent effects on 
the fit value of n. 

Source lb a: a, (0,) b S 0, 

MCP position calibration 2:::; 2 :  +0.67 -1.34 f 1.01 -0.33 f 1.11 

MCP position efficiency 2 :  : +0.41 -0.52 f 0.46 -0.06 f 0.47 

? M ~ P  - OP alignment +0.40 +0.30 +0.35 
+O.ll +0.06 +0.08 +0.22 0.33 

Electric field +0.19 -0.14 +0.28 -0.23 +0.23 f 0.21 +0.03 f 0.21 

Ep threshold +0.09 +0.04 
-0.05 -0.06 2 fo.06 +o.oo fo.06 

Total common systematics: 

5.2.5 The B, Result 

In 84.7.2 we presented a breakdown of the uncertainties associated with our atomic 

measurements of the polarization via the vanishing of the fluorescence. Here we 

combine those results with the uncertainty estimates of K above to  determine the 

final uncertainty in our extracted value of B,. 

Let us put all of the fit K results together for the la>b data. We start by adding 

in the separate systematics (both the variance, b ,  and the shift, S) from Table 5.6 to  

the la and lb data sets: 

Now we take a weighted average of these two results, and then add in the common 

systematics from Table 5.7: 

Including the finite polarization from Table 4.10, the above result for ( K )  and the 

SM prediction of B : ~  = -0.7692 with Eqs. (5.10) and (5.11), we arrive at our final 



result for the neutrino asymmetry: 

a 3.1% measurement in agreement with the Standard Model. 

This result includes both Type A ("statistical") and Type B ("systematic") uncer- 

tainties; however, it can be instructive for future experiments to know how much of 

the final uncertainty is statistical and how much is due to systematics. The total 

statistical uncertainty can be calculated by combining the statistical uncertainties in 

K. and P for the la and lb data sets combined; the former is given in Table 5.2 and 

the latter in Table 4.10. Adding these two statistical contributions in quadrature, we 

find: 

stat - 
OBU - 0.020. (5.20) 

The total uncertainty is the sum in quadrature of statistical and systematic uncer- 

tainties, so it follows that the total systematic uncertainty is*: 

and so the result, Eq. (5.19), can be re-expressed as: 

Bu = -0.755 f 0.020 f 0.013 
(stat) (syst) 

This explicitly shows that the present experiment is statistics limited, almost entirely 

from the fits to K. which bring in a statistical uncertainty almost 5x larger than that 

arising from the polarization. We therefore expect that, even if we did not improve 

the system a t  all, we could achieve a 1.7% measurement by simply counting longer. 

Of course if we had a fully polarized cloud for all of our data sets, the statistical 

uncertainty would be much smaller (see Table 4.1) and we would have been systematics 

limited even with the run performed in the fall of 2002. 

'Note that the same total systematic is found by taking the weighted average of the cloud 

systematics, and then summing that with the common (both in rc and P )  systematics. 
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FIGURE 5.11: Exclusion plot of the left-right mixing angle, C, versus a possible right-handed 
boson mass, Mz including the B, result. This is a reproduction of Figs. 2.3 and 2.5 (dashed 
lines) with the result, Eq. (5.19), included (solid line). 

Fig. 5.11 depicts the impact of this 3% measurement of the neutrino asymmetry 

on right-handed current parameters within the manifest left-right symmetric model. 

This is a reproduction of the exclusion plots shown in 82.2.3 with this B, result added. 

Clearly, our result is not competitive with the limits imposed by other experiments, 

however as this was a first attempt at a complicated measurement, we believe we will 

soon be able to vastly improve our precision and in our next running period, we 

expect to place limits that complement the variety of techniques used to search for 

right-handed currents. 

5.3 Time-Reversal Violating Correlation, D 

As has been alluded to earlier, the ,8-Ar coincidences in the back-to-back geometry 

can be used to time-violating currents in the weak interaction. The triple-vector 

product in the angular distribution weighted by the D parameter is only non-zero if 

time-reversal is not a good symmetry. Given our geometry, with the f i  emitted in the 

+b direction and the polarization along f 2, kinematics only allows P . (p ,  x p,) to 

be non-zero when neutrinos are emitted with a fi component. Therefore, instead of 



looking at  the &asymmetry in Eq. (5.3) as we did for the B, measurement, this time 

we look at  the $-asymmetry leading to Eq. (5.5). Figure 5.6 shows the $-asymmetry 

for the la data set in the bottom-right panel. I t  is compared to a MC simulation 

where D = 0. If the value of D was allowed to vary, we found D = +0.048 f 0.020 

where the uncertainty is purely statistical. 

We did not pursue a detailed analysis of this correlation ( i e .  including system- 

atics) because we quickly realized how difficult it is to measure with great precision. 

One would expect that a null measurement would be very appealing because the only 

(physics) sources of a finite asymmetry are: (1) a SM-violating T-odd, (P-even) in- 

teraction, and (2) final-state effects, predicted [I051 to come in at  the 2 x level 

- half as large as in 19Ne. In the ideal case, this expectation is valid, however a 

number of serious systematics make such a measurement very difficult to do with the 

precision needed to complement current limits imposed by P decay experiments of the 

neutron [I061 and 19Ne [107], i e .  1 x The large value of B, means that even 

a small misalignment of the polarization direction and the 2 axis will generate a sig- 

nificant asymmetry in $. Furthermore, the cloud characteristics which were found to 

contribute a significant (2 1%) systematic to the B, measurement will also generate 

false signals. Not including our statistical uncertainty of = f 0.02, these two factors 

alone limit our D measurement to a precision of approximately f 2 x which is 

already over an order of magnitude larger than present limits. 

I t  seems very difficult for our experiment to achieve the precision needed to make 

an impact on T-violating interactions. Reaching the 0.1% level would likely be possi- 

ble, but certainly would be extremely demanding. In addition to much more statistics, 

we would to minimize and understand the source of the cloud sail velocity, and would 

have to be very careful about the relative orientation of the optical pumping and MCP 

axes; much of the development needed for a precision experiment will be addressed in 

future efforts to improve the measurement on B,, so we expect to be able to extract 

D limits the next time we run. 

The emiT collaboration is working at  improving their measurement and expect 

to extend their sensitivity to the 3 x level [106]. This raises the bar very high 

on experiments aimed at  testing time-reversal invariance. Even a dedicated program 



meant to be optimized for a D measurement might be able to compete at this level 

over the course of years of development; however, it will likely not be possible for us 

to achieve such sensitivities to D in parallel with our search for right-handed currents. 

It is therefore unlikely that we will pursue a D measurement, at least not vigourously 

and not until we have completed our right-handed current search using B,, and 

4- 

5.4 The &,, Parameter 

The B, asymmetry, though the dominant part of this thesis, is not the only clean 

correlation sensitive to right-handed currents that we can measure in our present ge- 

ometry with our polarized source of 37K. Using the phoswich detectors in coincidence 

with the recoil detector, we have found [92] a new correlation which not only has a 

different sensitivity to M2 and <, but is also rather insensitive to uncertainties in the 

measured value of A, the ratio of Gamow-Teller to Fermi matrix elements. 

5.4.1 Dependence on Right-Handed Current Parameters 

The geometry of the phoswich and MCP detectors, depicted in Fig. 5.12, is such that 

fast Ar+ recoil events are suppressed because the electric field of -810 V/cm is not 

large enough to significantly alter the ion trajectory, so recoils with large momenta 

along -2 will miss the MCP. For slow recoils, however, the field is able to focus the 

ions within the active area of the MCP. In this way, the kinematics and geometry of 

these events helps to pick out slow recoil events. In the purely back-to-back geometry 

depicted in Fig. 5.12, this translates to events where the P alone goes along 2 into the 

phoswich, while the v and recoil are both emitted in the opposite direction. In reality, 

however, the Ar+ and v are not constrained to be along -2 and the differentiation 

of fast to slow recoils becomes less precise. We have shown that we can enhance 

selectivity of slow recoils based on the TOF. At the present time with current statistics 

this cut is not practical, however this can be employed in the future when we have 

more events. 



Allowed For bidden 

FIGURE 5.12: Geometry (not to scale) and kinematics of phoswich-MCP coincident events. 
The top panel depicts how the experimental set-up and kinematics of the decay accept 
slow recoils, while fast Arf will not fire the MCP. The bottom panel shows how angular 
momentum can only be conserved for the slow recoils if the initial nuclear spin is aligned 
with the direction. 

Continuing to consider the back-to-back geometry for sim$icity, it is easy to show 

that helicity arguments require that, for a purely V - A interaction, the initial nuclear 

spin of the 37K must be aligned with the direction. If it were opposite, the initial spin 

projection of r n ~  = -I could not equal the sum of the final state spins: m p  + r n ~ , , ~ ~ ~ ~  = 

-I + 1 > r n ~ .  We therefore define a vanishing observable, .%lo,, to be the ratio of 

these phoswich-MCP coincidences: 

In the back-to-back geometry, this ratio vanishes as can be seen by looking a t  the 

decay rate and imposing po = -@, = -5: 

Taking the limits P t 1 and + 1, we get: 
E.0 



which, after substituting ap, = 0.6684 = and c = (Ap - B,) = 0.1990 = i ,  is zero. 

The denominator, on the other hand, goes like: 

and so does not vanish 

We measure &low by looking a t  the 2-MCP asymmetry as per the B, measure- 

ment, except this time requiring that a ,O fired the phoswich detector instead of the 

(back-to-back) P-telescope. 

Noting that the lepton spins are aligned in back-to-back decay, one can see that 

the Fermi component (ie. where ap, = +1) of this mixed F/GT decay is suppressed. 

To the extent that we measure only slow recoils, the Gamow-Teller part of the decay 

is singled out making us much less sensitive to the value of A. Algebraically, it is a 

straightforward - albeit rather tedious - task to  use Eqs. 2.19 and 2.20 to show that 

the dependence of &low on the right-handed current parameters goes like (6 + <)2,  

where S = (Ml/M2)2. Intuitively, this can be understood by considering how the 

matrix elements of a V + A interaction couple to left-handed neutrinos: 

1. directly through a new right-handed boson exchange: In this case, the matrix 

element with a WR exchange is suppressed relative to  the WL by the 1/M& 

mass-dependence of the propagator, resulting in a M,2/M,2 dependence. 

2. weak eigenstate mixing of the left- and right-handed bosons. This time, the 

mixing goes like sin < which, for small admixtures, is linear in <. 

The overall probability of having a right-handed current goes like the square of the 

sum of these two matrix elements, namely (S + <)2. 

5.4.2 Measurement Prospects 

The &low observable has been shown to be a sensitive probe of the RHC parameters, 

and that it will depend only weakly on the accuracy of the measurement of A. The 



FIGURE 5.13: Exclusion plot of the right-handed boson mass, M2, versus the left-right 
mixing angle, C, from a 'fit' to Shown is the X2 surface of very rough fits to the MCP 
position spectra for phoswich-recoil coincident events. One can see very little sensitivity at 
large masses but that a wall quickly rises as one gets to M2 5 100 GeV. 

drawback is in the number of events: there are under l o x  less events than our B, mea- 

surement due to kinematics and detector acceptances, and so Glow is highly statistics 

limited. We plan to  continue analyzing this observable in future experiments when 

we have sufficient statistics t o  warrant a detailed analysis. In particular, we would 

like greater statistics t o  be able to  make additional T O F  cuts to  help pick slow recoil 

events, which should enhance our sensitivity. 

As a foray into using the phoswich-MCP coincidences to measure the data  

was filtered for all runs (not just and all phoswich A-MCP coincidences were 

recorded. A MC simulation was made for a wide variety of values of right-handed 

current parameters: 100 GeV I M2 5 300 GeV and -0.25 5 < 5 0.25. The x2 map 

of the resulting fits is shown in Fig. 5.13. The minimum X2 is taken to  be the average 

value over the plateau a t  high masses ( M 2  > 150 GeV) and is found to  be 25.5 for 24 

degrees of freedom. This corresponds to  - very roughly - a measurement of &low 

to  f 0.1. Comparing this exclusion plot t o  limits from the B, correlation, one sees 

the relatively enhanced sensitivity of &, because the same limit would require a 5% 

measurement of B,. 



Future Prospects and Directions 

This first measurement of the P decay of polarized 37K has produced 

a 3% measurement of the neutrino asymmetry parameter, which does not 

yet represent a stringent test of the Standard Model. This chapter dis- 

cusses the sources of systematic uncertainties, what steps can be taken to 

minimize them and what sensitivities TRINAT expects in the future. 

6.1 Reduction of Systematics 

The B, measurement described in this thesis suffers from a few dominant systematics. 

In this section, we discuss the limitations of the current experiment and how we can 

improve them without drastic changes to the system. 

6.1.1 Cloud polarization 

First and foremost we must discuss the polarization of the atomic cloud. If we had 

been sure that the optical pumping beam was fully overlapping the cloud for all of 

the data sets, our B, measurement would not be statistics limited as it currently is; 

we likely would have been able to improve the precision of our B, measurement by a 

factor of two. The later data sets where the field switching was enabled have higher 

polarizations* and reduced systematics arising from the polarization of the cloud. 

The next time we run, we will have improved Helmholtz coils for applying the optical 

*At least of the parts of the cloud that were optically pumped and probed using photoionization 

techniques. 



pumping holding field, and we simply have to make certain that the optical pumping 

beam is large enough, and is well-centered on the atom cloud so that all of the atoms 

are certainly being polarized. 

The TRINAT collaboration now has a Dl laser which gives us l o x  the power of 

the optical pumping beams used in the experiment presented in this thesis. We will 

therefore be able to illuminate a much larger area with greater uniformity, which will 

make it easier to ensure that we are optically pumping the whole atomic sample. 

A simple check that the lasers fully overlap the atoms is to move the cloud in 

space and ensure that the observed asymmetries do not change; however this would 

be an expensive use of valuable beamtime. Since photoionization can only occur from 

atoms that are being optically pumped, we can also check the absolute rate of the 

photoions as we move the cloud in space; we will change the cloud position until we 

see the rate decrease which will tell us when we have moved the cloud outside of the 

optical pumping laser beams. This method of checking the cloud-laser overlap can 

be investigated and optimized off-line with stable 41K before we use it for the 37K 

experiment. 

We have attempted to develop non-resonant photoionization from the ground state 

directly using a high-power 266 nm laser. This photoionization scheme would be 

extremely useful for viewing the cloud position and size when the atoms are not being 

excited and the 355 nm laser produces no photoions, e.g. during optical pumping 

times when the cloud is highly polarized. There are two difficulties with this probe: 

the 266 nm laser photoionizes the P state lOOx more than the ground state, so any 

excited state populations would bias the probe of the ground state; and the 266 nm 

laser also fires the MCP with high efficiency which not only significantly reduces the 

signal-to-noise of the photoions, but also carries a high risk of damaging the recoil 

detector. 

A clean probe of the ground state populations would be to use a 405 nm laser 

to resonantly excite atoms via the 4Sl/2 -t 5Pl12 transition and to then photoionize 

atoms in this excited state using a 532 nm pulsed laser. Contamination from any atoms 

excited into the 4 P  state is suppressed in this technique because the 532 nm laser does 

not photoionize the 4 P  state. With a 0.67 MHz/G splitting of the 12 + 2) from the 



12 + 1) state and a 5 P  state linewidth of 1.1 MHz, a 5 G or greater optical pumping 

holding field would be needed to  Zeeman-split the sublevels enough to  resolve them. 

This technique of course would require that the 405 nm laser itself have a linewidth 

small compared to the 5 P  state, which is not a simple task; we have achieved laser 

linewidths of 3.5 MHz, which is already useful since one in principle deconvolve the 

laser linewidth, however a laser with a linewidth 5 1 MHz would allow us to  resolve 

the sublevel and allow us to be sensitive to small populations in the 12 f 1) next to the 

strongly populated stretched state. This technique can also be developed and tested 

off-line with stable 41K. 
Based on analysis of the polarization of the later data sets - again at least the 

part of the cloud that was being optically pumped - we expect to be able to  achieve 

polarizations of 2 99% with systematic uncertainties that would be below the 0.3% 

level. At this level of precision we would need to  develop our optical pumping model, 

in particular to properly include the effects of components of the magnetic field not 

aligned with the laser beam axis (ie. to  use the density matrix formalism instead 

of the rate equations). With these improvements implemented, we would expect 

uncertainties in the polarization to  be reduced by nearly an order of magnitude. 

6.1.2 Cloud characterization 

The dominant systematic of the l a 3 b  data sets after the polarization is the character- 

ization of the cloud, particularly the position and sail velocity. This seems to have 

been improved in the latter data sets once the field switching was enabled, however a t  

present it is not entirely clear how to  minimize the cloud movement and the different 

positions between a+ and a-; this again should be developed off-line using 41K. Our 

diagnostics of these characteristics, however, can be improved by simply* increasing 

the intensity of the photoionizing laser beam: more photoions will give us greater 

statistics with which to characterize the cloud. Assuming that our polarization is 

very high, it  will still be problematic to obtain good statistics of the cloud location 

a t  long optical pumping times, unless of course we are able to develop the 4 s  + 5 P  

'Subject of course to real-life budget limitations. 



photoionization technique described earlier. If we are only photoionizing from the 

excited state, it will be necessary to periodically destroy the polarization early and 

probe the cloud characteristics throughout the optical pumping times by shining in 

some D2 light. For example, once or twice a run, we could take a few cycles and turn 

the MOT light on after 25, 50, . . . , 400 ps and obtain photoion images of the cloud 

with good statistics, allowing us to view the expansion and movement directly. It is 

very important to actually see the cloud expand and move, not only online to include 

the cloud characteristics in our Monte Carlo, but also off-line when learning how to 

minimize the cloud movement using stable 41K. 
We are also planning to implement double-pass AOMs which will allow us to shift 

the laser frequency of the trapping light (without a corresponding shift in the direction 

of the beam). This is a technique we have used in the 38mK experiment to minimize 

the size of the cloud. Additionally, by shifting the Dl frequency to compensate for 

the Zeeman shift from the optical pumping holding field, we will be able to minimize 

the cloud's sail velocity and shifts in the cloud position. This can be tested off- 

line, especially in conjunction with learning to view the cloud throughout the optical 

pumping process. 

With the above improvements and diagnostics, we expect to be able to greatly 

reduce the cloud movement and position shifts so that our uncertainties in the cloud 

characteristics will no longer be a dominant systematic. A quantitative estimate is 

impossible at  this time until the techniques are developed, however we expect it will 

be feasible to control and measure the cloud position with = lox the present accuracy, 

which would bring down the systematics on B, to the 0.1% level. 

6.1.3 MCP Position Information 

The recoil detector's position efficiency and calibration were found to have a consid- 

erable contribution to the overall systematic uncertainty. We have already replaced 

the damaged micro-channel plates and proven that the detector once again has a 

very uniform efficiency. This improvement immediately reduces the systematics from 

recoil detection considerably, however it does not improve our knowledge of the a b  



(a) Large open area mask (b) Grid mask 

FIGURE 6.1: Schematic diagrams of potential mask designs for online calibration of the 
micro-channel plate's position and active area. 

solute position calibration of the MCP. Our plan is to add a permanent mask, one 

with a large open area, in order to have an on-line calibration of the recoil detector's 

position and active area. This would also be a useful upgrade of the system for an im- 

proved measurement of up, in 38mK Ill], SO we will have to consider both experiments 

when designing this mask. In terms of the right-handed current search, Fig 6.1 shows 

schematics of two potential mask designs which have the characteristics required to 

improve the experiment presented in this thesis, and which would also be compatible 

with the 38mK experiment. First and foremost, the mask should have a large open 

area so as not to  block many of the recoils we are measuring. The hatched area shown 

in Fig. 6.1 represents the inactive region of the MCP, i .e .  beyond the 2.5 cm diameter 

of the current detector. In both designs there is a circular component of the mask at 

R = 0.9Rm, with small (00.25 mm) holes spaced throughout which would be used 

to define the position calibration near the edge of the MCP. F'urthermore, this part of 

the mask can be used to accurately define the active area of the detector with better 

position information that the current collimator. 

In design (a), four arms come in from the edges and connect to a small circular 

piece centred on the MCP. The idea here is to leave as much open area as possible, 



especially along the polarization axis (depicted by the thick red arrow). It is important 

to  leave the actual centre of the detector open because this is where the photoions 

from the trap will be hitting the MCP, and so the inner circle must be larger than the 

cloud size in 2 - 6 in order to keep this cloud position measurement clean. The arms 

have small holes throughout to  define the position calibration over most of the MCP's 

active area; the drawback in this design is that the position calibration along the 

polarization axis (as well as perpendicular to  it) will require the greatest amount of 

interpolation. Obviously, there is a trade-off between having a open area and knowing 

definitively the position calibration along the polarization axis. In this design, the 

mask covers less than 10% of the active area of the detector. One might consider as 

a spin-off of this design arms which would come in a t  f 30•‹ rather than f 45" to the 

polarization axis so that the calibration is better defined along 2. 

Design (b) is on the other side of the fence with regards to  the trade-off between 

minimal blockage along the polarization axis and an unambiguous calibration of its 

position. This grid design yields calibration points throughout the active area of the 

MCP and thereby limits interpolation of the position calibration to the spacing be- 

tween strips; as a suggestion, to  keep the open area reasonably large (= 25% blocked), 

a 5 x 5 mm2 grid with holes every 2.5 mm should give a very robust calibration. 

Neither of these designs is the final solution, but are instead meant to stimulate 

discussions and define the basic criteria. The TRINAT collaboration will need to 

consider possible constraints imposed for compatibility with future up, experiments 

as well as the relative merits of the two basic concepts before finalizing any design of 

an online mask for the MCP. 

Another improvement of the recoil detection that would complement a new up, 

experiment is having a larger MCP. This would allow us acquire more of the angular 

distribution of the recoils, and in particular would help to increase statistics in an 

&,, measurement. We are considering the wedge-and-strip readout to  replace the 

resistive anode, because the wedge-and-strip readouts are known to have linear po- 

sition calibrations over large active areas [108]. In addition, our electrostatic hoop 

system used to generate the uniform electric field will need to be amended to accom- 

modate a larger MCP. It  remains an open question as to  whether or not we would 
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like to have a larger 2nd chamber 

6.2 Directions for Further Development 

In this section, we describe improvements to system that require extensive develop- 

ment which are likely required to go below the 0.3% level. These include new types 

of atom traps and new nuclear ,O detection systems. 

6.2.1 Far-off Resonance Traps 

The TRINAT collaboration has been interested in utilizing the extremely high polar- 

ization capabilities of a new type of trap: circularly-polarized far off-resonance dipole 

force traps (CFORTs). These purely optical traps confine atoms within only one mag- 

netic sublevel state [log, 110, 1111. By choosing the sublevel to be one of the fully 

stretched states, this type of trap allows one to simultaneously polarize and confine 

the sample of atoms. The basic idea behind a CFORT is depicted in Fig. 6.2 and as 

shown, the CFORT is simply a circularly polarized laser beam that is focused to a 

tight waist. The trapping forces arise from the spatially varying ac-Stark shift from 

the laser beam. An atom with a resonant transition above the laser frequency will 

feel a force towards the region of high intensity, and transitions below are repelled. 

By tuning the a* laser frequency between the Dl and D2 transitions, the ac-Stark 

shift will create a potential well only for atoms in the 4S12 f 2) stretched state. This 

Stark potential is shown for light tuned = 6x  closer to the Dl line than the D2 as 

a function of the radius from the beam centre (in units of the beam waist, w,) in 

Fig. 6.2. The solid line corresponding to the 12 f 2) stretched state is the only one 

which feels a potential well, with all others (dashed) feeling a positive potential. With 

only atoms in the stretched state trapped, the cloud will have 100% atomic and nu- 

clear polarization. This is true, at  least, in the limit that we have shone in perfectly 

circularly polarized light; a small component of the wrong polarization will do two 

things: (1) it will pump atoms into lower sublevels through real absorption of the 

light, and (2) it will act like a magnetic field (the "analogous Zeeman effect" [112]) 
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FIGURE 6.2: Schematic diagram of a circularly-polarized far off-resonance dipole force trap 
(CFORT). The graph indicates the trapping potential at the waist as a function of the radial 
position, and shows that the only negative potential is for the 12 f 2) fully stretched state. 

and mix the stretched state with other magnetic sublevels, so that strictly speaking 

F is no longer a good quantum number. The first effect does not affect the polariza- 

tion of the atoms because once in the wrong sublevel, it is no longer trapped and so 

this effect simply reduces the overall lifetime of the CFORT. The latter, however, will 

have a small effect on the polarization of the cloud because the atoms in the originally 

F = 2, r n ~  = f 2 state will remain trapped, but have small components of other levels 

which are not perfectly polarized. Explicit calculations of this effect will need to  be 

done, but we expect that with the current quality of our circular polarization, that 

the CFORT will provide polarizations 2 0.999. 

This is clearly a very well suited trap for polarized decay experiments, however 

loading of such a trap is very difficult, particularly in potassium where the splitting 

between the Pl12 and P312 states is not very large; the dipole force in this alkali is not 

as far off-resonance as in, say, rubidium. Potassium therefore has inherently stronger 

heating from real absorption of photons, and so loading the CFORT and attaining 
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long lifetimes requires significant development. As a first step, TRINAT has recently 

demonstrated the ability to load atoms initially trapped in a MOT into a linearly- 

polarized FORT with 1% efficiency and lifetimes of 1 sec [113, 1141. We will continue 

development of this and then the circularly-polarized FORT using stable 39K; if the 

loading efficiency and trap lifetimes are large enough for use with radioactives, then 

we would begin implementing the CFORT into our system for /3 decay experiments 

with 37K. 

6.2.2 ,B Detection 

The dependence of Bv on the /3 response function is relatively weak in the current 

experiment because the /3-telescope simply tags events where the positron was emitted 

within a small solid angle centered around +2; the physics is extracted by the position 

asymmetry of the recoils in the recoil detector. However, once we are able to control 

and minimize trap losses, a /3 singles measurement of Ap would certainly require 

better /3 detection than is presently obtained using the phoswich detectors. Telescopes 

similar to the DSSSD-scintillator detector used for the B, measurement would likely 

suffice, however the current constraints given the small port sizes make such detectors 

problematic. 

It is suggested that TRINAT perform the B, experiment with the improvements 

listed in g6.1 before investing the time and effort needed to improve the /3 detection 

along the optical pumping axis. Once it is demonstrated that a /3 singles measurement 

of Ap is possible with reduced backgrounds, and once a serious attempt at  a measure- 

ment of &, is performed, then we would know how well we would need to measure 

the /3s and could design detectors and possibly a new 2nd chamber accordingly. 

6.2.3 Shake-off Electron Detection 

Inspired by the results of the Berkeley group [115], the TRINAT collaboration is inves- 

tigating the use of a micro-channel plate in the chevron configuration as a detector 

of the shake-off electrons following /3 decay. The same electric field used to collect 

the Ar+ ions accelerates low-energy electrons in the opposite direction which can be 



detected with high efficiency. Since there are two (or more) shake-off electrons for 

each Ar+l (or higher charge state) decay, and since the field accelerates all of the 

e- onto the MCP electron detector, this technique provides a very high efficiency for 

recoil-e- coincidence detection. 

Unfortunately, this technique is incompatible with the present /3-Ar detection 

system, and so represents a path of research that is diverges greatly from the one 

presented in this thesis. However, a very promising aspect of this technique is the 

ability to perform a clean measurement of the /3 asymmetry. With a clean tag of 

decays from the laser-cooled atoms using the shake-off electron(s), we will be able to 

require a coincidence with the phoswich detectors and greatly reduce our backgrounds 

from untrapped atoms. 

Once initial tests of the shake-off electron detection are performed* the collabora- 

tion will be able to compare the pros and cons of each detection system and decide 

which route to pursue. 

Expected Sensitivities of Future Experiments 

The previous sections have outlined how TRINAT can improve their search for right- 

handed currents using a laser-cooled, polarized 37K source of /3 decay. In the short- 

term (56.1), we can expect to reach the 0.5% level with minor modifications to the 

experiment presented in this thesis. 56.2 has indicated a couple of directions which 

will likely be necessary to go beyond towards our ultimate goal of 0.1% precision. 

The sensitivity for various precisions of the experiment in the context of the man- 

ifest left-right symmetric model is summarized in Fig. 6.3. Shown are the 90% CL 

limits of the present work along with the limits one would get with an improved mea- 

surement of B, to 0.5% and 0.1%. With the 0.5% measurement of B, we expect to 

make after making the modest modifications outlined in 56.1, we will be sensitive to 

right-handed boson masses of 290 GeV. At this level, we would already be beyond 

the present world-average of neutron decay, and would even be complementary to the 

*As of the writing of this thesis, the MCP electron detector was being installed, with an experi- 

ment planned for the end of November 2005. 



FIGURE 6.3: Expected sensitivities to right-handed current parameters M2 and [ in the 
minimal left-right symmetric model from the present and improved measurements of B, to 
f 0.5% and f 0.1%. Also plotted are the results from other model-independent experiments 
from Figs. 2.3 and 2.5 (dotted lines). 
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limits from the world-average of all nuclear 10 decay limits (save the O+-+ O+ limits 

on 0. To reach the limits imposed from p decay and to significantly contribute to 

the world-average of nuclear decay, we will need to re-evaluate our systematics af- 

ter the next experiment and likely upgrade the system based on the new systematic 

evaluations. 

Once we go beyond a 0.5% measurement, we will also need to consider theoretical 

uncertainties: recoil-order corrections, which are calculable from [24] given that this 

is an isobaric analogue decay (see •˜2.1.2); radiative corrections, which in principle 

are also calculable to the precision needed [19]; and uncertainties in gAMGT/gVMF, 

which are already small, but may require a new measurement [116]. 

If we are able to minimize losses to the walls or utilize the shake-off electron 

technique to perform a precise measurement of Ap, and assuming we are able to 

measure &, precisely, we can combine limits from these complementary correlations 

to our exclusion plot of future sensitivities. Fig. 6.4 is an exclusion plot similar to 

Fig. 6.3, except in this case we include 0 asymmetry and measurements to the 

same precision, ie. all three to f 0.5% (long dashed line) and f0 .1% (short dashed 

line). As one can see, there is a significant increase in sensitivity and so it will 
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FIGURE 6.4: Expected limits to M2 and in the minimal left-right symmetric model from 
combined measurements of AD, B, and RslOw. Shown, in addition to the result presented in 
this thesis, are the contour limits one would place if all three correlations could be measured 
to f 0.5% and to f 0.1% (which is the goal of TRINAT'S polarized 3 7 ~  program). 
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be worth the effort to measure these other correlations. In addition to increased 

sensitivity, a precise measurement of AD, B, and all in the same experiment 

will allow us to have cross-checks of systematics. For example, we could compare the 

result we get from AD alone to  that of B,; if they are significantly different, we could 

use the ratio of Ap/B, to  test whether the discrepancy comes from our polarization 

measurement since in this ratio, the polarization cancels. Similarly, if AD and B, 

both give consistent answers but differ from that of &ow, it may be an indication 

that the value of gA1%fGT/gVl%fF needs re-evaluation since &, is less sensitive to its 

value than the other correlations. 
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Conclusions 

This thesis has described what originally was expected to be a proof-of-principle 

experiment, but which resulted in the first correlation parameter measurement in /3 

decay using a polarized, laser-cooled radioactive source. This experiment has required 

pioneering techniques in both atomic and nuclear physics. We are the first group to 

utilize optical pumping techniques to polarize a radioactive sample of laser-cooled 

atoms. We have developed photoionization techniques to both characterize the size 

and position of the cloud of atoms as well as to deduce the average polarization of 

the sample in situ. A detailed Monte Carlo simulation and analysis scheme has been 

developed to extract physics results from the observed asymmetries. 

The neutrino asymmetry has been measured for the first time in a system other 

than the neutron*, and found to be B, = -0.755 f 0.020 f 0.013, in agreement 
(stat) (syst) 

with the Standard Model prediction of -0.7692(15). In the context of the minimal 

left-right symmetric model, this limits the contribution of a possible right-handed 

boson to M2 > 180 GeV/c2 at the 90% CL. This measurement is not competitive 

with other searches for right-handed currents, however our dominant systematics have 

been identified and we have shown that they can be reduced. 

We have also introduced the correlation and shown that it is a sensitive 

probe of right-handed current parameters which can be measured in parallel with Bu. 
Being a P-Ar coincidence, it is not susceptible to backgrounds like a P asymmetry 

measurement and so we also expect to be able to make a precise measurement of 

&I, the next time we run. The combined measurement of both B, and &lowwill be 

*Except for the 15% measurement in 19Ne. 
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a powerful probe of physics outside the Standard Model, and will complement other 

experiments which have limited the existence of right-handed currents in the weak 

interaction. 

With the modest improvements to our system outlined in this thesis, we expect to 

to be able to measure B, to 5 0.5% next time we run. The most important develop- 

ment projects are: improving the polarization and developing a more complete model 

of the optical pumping process; reducing the cloud movement during the OP/MOT 

cycle; and having an online MCP position calibration. These can all be investigated 

using stable potassium before we pursue another P decay measurement using 37K. 



Cloud Characteristics in Detail 

Here we present the results of fitting the photoions to when the MOT was on, and 

also during the optical pumping part of the cycle. The MOT size and position im- 

mediately before and after the optical pumping time can be used to interpolate the 

cloud characteristics during the optical pumping process. For the cloud position, as 

discussed at the end of $4.6.3, we assume the sail velocity is constant, and so fit a 

straight line to the data. 

The width of the MOT photoions defines the initial cloud size, and the width at 

the end of the optical pumping tells us how much the cloud expanded during the OP 

part of the cycle while the atoms are untrapped. In this case, we expect a quadratic 

dependence as was explained in 54.6.4. 

In the figures that follow, the MOT photoion centroids and widths are depicted 

as diamonds and the interpolated cloud characteristics are depicted as blue lines with 

the f la uncertainties shown by dashed cyan lines. The black circles show the results 

of fitting Gaussians to the photoions during the optical pumping part of the cycle, 

and if the x2/v  is better than that interpolated by the MOT photoions, the red line 

shows the best direct fit to  those points. 
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Trap/OP cycle time. to,,. [ms] Trap/OP cycle time. [ms] 

FIGURE A. 1: Cloud/trap sizes and positions for the la data set with a+ (left) and a- (right) 
laser light polarization. 
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FIGURE A.2: Cloud/trap sizes and positions for the lb data set with a+ (left) and a- (right) 
laser light polarization. 
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Trap/OP cycle time, t- [ms] Trap/OP cycle time, t- [ms] 

FIGURE A.3: Cloud/trap sizes and positions for the 2- data set with a+ (left) and a- 
(right) laser light polarization and B = -2 G. 
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Trap/OP cycle time, t- [ms] 

FIGURE A.4: Cloud/trap sizes and positions for the 3+ data set with a+ (left) and a- 
(right) laser light polarization and B = +2 G. 
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FIGURE A.5: Cloud/trap sizes and positions for the 3- data set with a+ (left) and a- 
(right) laser light polarization and B = -2 G. 
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Trap/OP cycle time, te, [ms] Trap/OP cycle time, tm, [ms] 

FIGURE A.6: Cloud/trap sizes and positions for the 4+ data set with a+ (left) and a- 
(right) laser light polarization and B = +2 G. 
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FIGURE A.7: Cloud/trap sizes and positions for the 4- data set with af (left) and a- 
(right) laser light polarization and B = -2 G. 



APPENDIX A CLOUD CHARACTERISTICS IN DETAIL 202 

Trap/OP cycle lime, tm, [ms] Trap/OP cycle lime, tm, [ms] 

FIGURE A.8: Cloud/trap sizes and positions for the 5- data set with a+ (left) and a- 
(right) laser light polarization and B = -2 G. 
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FIGURE A.9: Cloud/trap sizes and positions for the 6+ data set with a+ (left) and a- 
(right) laser light polarization and B = +2 G. 
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Trap/OP cycle time, tqde [ms] Trap/OP cycle time, tma [ms] 

FIGURE A. 10: Cloud/trap sizes and positions for the 6- data set with g+ (left) and g- 
(right) laser light polarization and B = -2 G.  



Details on Data Analvsis 

This thesis contains many fits to spectra, and it is important for one to understand 

how the quantities of interest were deduced. This appendix is meant to provide the 

reader with some details of the fit programs used, a discussion of their estimation of 

the statistical uncertainty, and to explain how, in general, non-random (or systematic) 

uncertainties are included and propagated. 

Fitting Routines 

We use two fitting routines throughout this thesis, both based on the maximum 

likelihood method for parameter estimation: 

1. physica - a very powerful, graphical mathematical software package devel- 

oped at  TRIUMF [117]. Data input/output of vectors and matrices is straight- 

forward, and many built-in functions provide the ability to do much of the data 

manipulation with great ease. 

2. fit. F - a completely general Fortran fitting routine [118], where one can fit any 

function numerically through a user subroutine. 

Physica was used for all analytic and any simple histogram fits because of its ease 

of use. By 'simple histograms', we mean MC simulations whose output is exactly the 

same as the data (e.g. the MCP positions, where both data and MC have 48 x 48 1 mm 

bins). In the case where non-analytic calculations were required (e.g. rate equations 

and 'complicated' MC simulations), the slightly less convenient fit was used. The 



data and output of fit would then be processed through physica to view and plot 

the results. As discussed below, the same likelihood function is maximized by both 

programs, although the method to find that maximum is different: physica uses a 

gradient-search technique while fit uses the Marquardt algorithm [119]. Tests have 

been performed to prove that both return the same results, and this was found to be 

true to many significant digits. 

B. 1.1 Parameter Estimation 

In what follows, let us assume that we have performed an experiment and have ob- 

tained a spectrum with observed values yk, where k = 1,2 , .  . . , N are the number of 

bins included in the fit. The model which we fit the data to will have predictions, 

fk(p), where p = (pl,p2,. . . ,p,) are the n parameters being fitted. The data we ob- 

serve represents a random sample from some parent probability distribution function. 

We consider below two examples of these distributions: Gaussian and Poissonianly- 

distributed data. 

Gaussianly-distributed data 

Let us assume that the probability to observe a count in bin k is distributed as a 

Gaussian whose mean is the model prediction, fk(p), and which has an unknown 

variance, a:: 

In general (e.g. if yk is the number of counts), one estimates the variance by the data 

which, if Gaussianly distributed, yields the well-known uk = 6. In fact, a better 

estimate is likely to come from the model prediction (properly normalized, of course), 

and one can take uk = a. 
The goal is to find the optimal values of the parameters, pO, which maximize the 



joint probability function of all N bins being fit: 

This is the method of maximum likelihood, described in any number of texts on 

statistics 198, 1201. 

Taking the natural logarithm of the likelihood functions turns the troublesome 

product into a sum, but does nothing to change the maximum of the function. Sim- 

ilarly, if we then change the sign of the function, the maximum will become the 

minimum; many minimization techniques exist and so in practice one actually finds 

the maximum of the likelihood by minimizing the log-likelihood function, L: 

In the case of Gaussianly distributed values, Eq. (B.l), one finds equivalence with 

the x2 statistic: 

N 
1 [ ~ k  - fk(p)] 

~ ( p )  = const + 5 C 
k=l 4 

and we see that an increase x2 = xkin + s2 corresponds to an increase in the log- 

likelihood L = Lmh + s2/2. Here, s = @-'(I - 712) is the quantile of the standard 

Gaussian corresponding to a confidence level of 1 - y. The most commonly used 

central confidence intervals of 68.3%, 90% and 95% are given by s = 1,1.64 and 1.96 

respectively. 

We are only interested in the minimum of the log-likelihood function and its be- 

havior near that minimum, so let us now consider a Taylor expansion of L around the 

best fit values, pO: 



where the partial derivatives are evaluated at the best fit values of the parameters. 

Substituting Eq. (B.4) into the expansion Eq. (B.5) inspires us to define a vector b 

and matrix M-' as: 

We will return to M-' in 5B.1.2 where we will see it is the inverse error matrix, hence 

the suggestive name. In (compact) matrix notation, we see that we are therefore 

interested in minimizing the function (T denotes the transpose): 

1nP By linearizing this function (ie. assuming + 0) and imposing VL = 0, we 

reduce the problem to solving the matrix equation: 

It is exactly this equation that both physica and f i t  solve to estimate their best 

fit parameters and matrix M-l. Therefore, as mentioned earlier, their results will be 

identical because any reasonably well-behaved fit will converge to the same minimum, 

regardless of the method used to get there. 

Poissonianly-distributed data 

In the case of low-statistics*, the probability of observing yk events in a bin k where 

the true mean is fk will be a Poisson distribution: 

The log-likelihood function will in this case be: 

(B. 10) 

*When uncertainties do not need to be propagated! See discussion in $5.2.4. 



In order to arrive at  the same matrix equation to be minimized, Eq. (B.9), we should 

this time define: 

For any and all histograms, Poisson statistics is assumed and the fit minimizes 

L based on Eq. (B.lO). When we are fitting data that has been manipulated and 

uncertainties need to be propagated, we revert to using Gaussian statistics, i .e .  the 

p.d.f. defined by Eq. B.l, since we have not derived an expression for L based on the 

difference of two Poisson variables. Until this is done and in order to be confident the 

bias introduced by this Gaussian approximation is small, one should rebin the data 

so that all bins have 2 25 counts*. 

B. 1.2 Statistical (Fit) Uncertainties 

The statistical uncertainty of the fit parameters, p, is determined by the shape of 

the likelihood function near the best fit values, pO. Generally, one estimates the 

uncertainties based on the change required to raise L from Lmin to Lmin + 112 which, 

in the Gaussian limit, corresponds to an increase in X2 of one. This is then quoted as 

the l a ,  or 68.3% confidence level, uncertainty in the fit parameter. In general the sth 

a uncertainty is found where X2 = xkin + s2, or equivalently where L = Lmin + s2/2. 

We take the form of our log-likelihood function to be a multi-variant Gaussian of 

the n fitting parameters: 

where \MI represents the determinant of M, and all other parameters retain the 

definitions of the previous section. Indeed, this is the same L(p) as Eq. (B.3); the 

*Many people have many different thresholds, from 5 up to 500; just depends what one means 

by "a small bias." 



difference is that here the sum over bins has already performed, and we are only 

considering the dependence of the log-likelihood as a function of the fit parameters, 

p. At this time, we see that correlations between the fit parameters will be contained 

in the off-diagonals of the matrix, M, which we now identify as the covariance, or 

error, matrix: 

M =  

The diagonal elements of this matrix represent the total (statistical) variances of the 

fit parameters. As can be seen by Eqs. (B.7) and (B.13), the inverse error matrix is 

the one actually used in maximizing the likelihood; one calculates the error matrix by 

inverting the inverse error matrix using numerical techniques. 

The covariance of two parameters, say pl = x and p2 = y, goes like cov(x, y) -t 
1 C[ (xk  - xi)(yk - pi)] as the number of bins N -t oo. In that limit, if the fit 

parameters were all independent, we would expect these product of deviations to 

average out and arrive at  a net covariance of zero; in this case, the matrix would 

be diagonal and no correlations would exist between the fit parameters. In general, 

however, covariances exist and - especially if the correlations are high - one must be 

careful to include them when estimating and propagating uncertainties. 

A two-parameter fit 

In order to remove some of the abstraction of the previous section and to actually 

see how correlations may affect our uncertainty estimations, let us restrict ourselves 

for the moment to a simple two-parameter fit. With n = 2, the general multi-variant 

Gaussian p.d.f., Eq. (B.14), reduces to: 



and the covariance matrix, Eq. B.15, similarly reduces to the 2 x 2 matrix: 

where we have let p = cov(x7 y)/axa,. In this simple case, analytic forms for the 

determinant and inverse of the error matrix are easily derived: 

Substituting these expressions into Eq. (B.16) and performing the matrix multi- 

plication yields: 

The error ellipse is defined as the contour in the x - y plane which covers a 68.3% 

confidence level of the two fit parameters; as noted earlier, this is defined by the 

contour where L = Lmin + $. By definition, the best fit values give the maximum 

likelihood: 

With the likelihood function defined by the p.d.f., Eq. (B.19), we find: 

The soth error ellipse is therefore the contour which satisfies: 

2  
P 2 [ (  ( )  -2-(x-~0)(y-y0) (B. 22) 

1 -p2 a x  a, 

The la ellipses are plotted for different values (and signs) of the correlation coefficient, 

p, in Fig. B.1. In the absence of correlations, the ellipse is a circle (black curve) and the 



FIGURE B.l:  Error ellipses for (un)correlated fit parameters. Plotted is the contour where 
L = Lmin + for values of p = 0, -0.8 and 0.99. The dashed box spanning X" f a ,  and 
yo a, is the maxima for all contours, regardless of the value of the correlation coefficient. 

maximum deviations all lie on-axis. As the definition implies, a positive correlation 

indicates that a change in x such that x >< xO implies a corresponding change in y 

such that y 2 yo, as shown by the p = 99% case (green curve). The semi-major axis 

of positively correlated parameters will be +45" from the 2 axis. Parameters that are 

anti-correlated (e.g. p = -80%; blue curve) are rotated -45" so that that y 5 yo for 

x >< xO. 
The dashed box contains all the possible values of x and y, independent of whether 

correlations exist or not. As the figure indicates, these values are the square root of 

the diagonal elements of the error matrix. The intercepts, on the other hand, are 

determined by the inverse error matrix as shown in 2 for the p = -80% case; they 

represent the amount one parameter needs to vary to increase the log-likelihood by 

112 when correlations are neglected and the other parameter remains a t  its optimal 

value (the "uncorrelated" uncertainty). 

The quoted (statistical) uncertainty 

If one is fitting the parameter of interest directly, say y, then one quotes the total 

standard deviation as the uncertainty, and this will include any correlations with x. 



If, however, the measurement is of a function of the fit parameters, f = f (x, y), then 

the best fit value* is f (xO, yo), and its uncertainty will be given by+: 

As can be seen by, e.g. Eqs. (B.12) and (B.13), these partial derivatives are necessarily 

calculated as part of the fitting routine, so one can fall back on numerical estimates 

of them when they cannot be calculated analytically. 

When fitting n parameters, there are n(n - 1)/2 correlations to contend with, 

and these are best dealt with in matrix notation (which, incidentally, is also conve- 

nient when programming a fitting routine). For a function f of the fit parameters, 

pl, pa,. . . , pn, we evaluate it at the minimum of the log-likelihood to find the best 

value: f (pO). The uncertainty associated with this evaluation of f is found by prop 

agating the variances of the fit parameters, including their correlations. In matrix 

notation, the general formula is simply given by: 

where the transpose of the directional derivative is a row vector defined as: 

Perhaps more familiar as the law of propagation of uncertainty is the above in sum- 

mation form: 

This is just the generalization of Eq. (B.23) to n fit parameters. 

B.1.3 Comparison of the fitting routine to a X2 map 

An alternative to performing a maximum likelihood fit to the data is to define a grid 

of two parameters (say pi and pj) and to then map out the x2, point-by-point. In 

*This and the rest of this section are only true for symmetric uncertainties, which random 
fluctuations generally are in the limit of reasonable (Gaussian) statistics. The case of asymmetric 
uncertainties will be discussed in 5B.2.2. 
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this case, the data is never actually fit; the x2 is simply calculated. Once the grid is 

completed, contours of constant x2 can be interpolated and plotted (e.g. in physica), 

giving error "ellipses" (more properly 'error contours') which truly represent a x2 
increase of one. In particular, no assumptions regarding the shape of the x2 around 

the minimum have been required, whereas the fitting routines assume it  is quadratic. 

Initially, the error ellipses from the X2 map were compared to the fit results as a test 

of the fitting routine and propagation of uncertainties (and it served as an excellent 

debugging tool). 

Once proven that the fitting routine found the same minimum and yielded error 

ellipses consistent with the x2 map, these comparisons were performed to investigate 

non-linear effects in the polarization deduced from the photoion data (cf. $4.7.1). Let 

us consider two parameter fits to the vanishing of the fluorescence in order to deduce 

the polarization, P. The results of a fit to a+ data with BI and I free to vary is shown 

in Fig. B.2(a). The solid lines are the calculated 1- and 20 error ellipses from the 

fitting program, f i t .  From the x2 map, we get the corresponding contours of xkin + 1 

and xiin + 2 (dashed lines). The fit and X2 error ellipses all cverlap well for the most 

part, though some non-linearities are apparent a t  strong intensities. The x2 map also 

gives contours of constant polarization: shown are the best fit value, Po (dashdotted 

line), Po& ap and Po& 2ap (dotted lines) where ap was calculated using Eq. (B.24) 

and the fit results. If the polarization was perfectly linear in these parameters, we 

would get a straight line, which appears to be approximately true. If our la estimates 

were perfect, the dotted lines of Po& ap and f 2ap would touch the extremes of the 

corresponding error ellipses (Po + n a p  is to the left of the best estimate, i .e. to lower 

Bl). The deviations are quite small for the la ellipse, indicating the fit returned a 

good estimate of the parameters' uncertainties and correlations. The difference at 20 

is becoming significant for Po + ap. 

The same comparison was performed on a- data with S3 and I free to vary, with 

the results in Fig. B.2(b). The la error ellipses still overlap well, but the 20 contour 

shows greater distortions, and looks more pear-shaped than elliptical. Note also that 

the contours of constant P show larger non-linearities. Even in this distorted case, 

the la error ellipses line up rather well with the contours of Po f ap.  The 20 ellipses 



(a) a+ polarization; BI vs. I. (b) a- polarization; S3 VS. I. 

FIGURE B.2: X2 map and comparison to the error ellipse from a two-parameter fit. Shown 
are the results of fitting the vanishing of the fluorescence of the 2- group of data sets to a 
rate equation model (see text for details). 

are off by much more than in Fig. B.2(a), indicating a greater non-linearity in the 

dependence of P on the Stoke's parameter, S3. 

B.2 Random versus Systematic Uncertainties 

It  is very important as a physicist and scientist in general to assign an honest, quan- 

titative measure of the uncertainty in any estimate of a parameter deduced using 

scientific means. Implicit in that statement is that we also express this uncertainty 

in a way that others can understand. In order to make that possible, one needs to 

precisely define what is meant by 'uncertainty,' and so the International Organization 

for Standardization (ISO) has outlined the policy by which uncertainties should be 

expressed [121]. This standard has been adopted by many labs around the world, 

particularly the National Institute of Standards and Technology (NIST) which kindly 

offers a report publicly available on the internet summarizing the IS0 proposal [122]. 

The uncertainty of a measurement is grouped into two categories according to how 

it was evaluated: 
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A. statistical methods, 

B. other means. 

The NIST Technical Note emphasizes the distinction between these classifications 

and the commonly referred phrases "random" and "systematic" uncertainties. Type A 

uncertainties are any uncertainty ('systematic' or otherwise) which is evaluated using 

statistical techniques (ie. a fit result). As a concrete example, we deduced our best 

estimate of the polarization based on a fit to a rate equation model. The fit result 

gives a statistical uncertainty associated with each data set's photoion spectrum. In 

addition, Type B uncertainties were estimated 'by other means'. Now, in terms of P, 

this agrees with the common notions of statistical versus systematic. However, when 

we propagate the uncertainty of our deduced polarization into our B, measurement, 

both become a systematic uncertainty; one was estimated by statistical means and the 

other is not, but both are potential sources of systematic error in the deduced value 

of B,. 

When combining Type A uncertainties, the overall uncertainty is reduced because 

the more measurements we make, the smaller the random fluctuations. Type B un- 

certainties on the other hand are not random and so do not improve with increased 

number of measurements. In the case that these systematics are common between 

measurements, we can reduce the statistical fluctuations in the estimate of these Type 

B uncertainty by averaging them. 

Both Type A and B uncertainties are expressed as a standard deviation, a, which 

is the positive square root of the variance of some probability distribution, 'normally' 

assumed to be Gaussian. The difference between Type A and B uncertainties is not 

in the assumption of the parent p.d.f. but, as mentioned above, only in the manner 

by which the variances were estimated. 

B .2.1 Evaluating Type A Uncertainties 

Estimation of the Type A standard uncertainty of a measurement is based on a 

statistical treatment of the data. gB.1 describes in detail the method used throughout 

this thesis for fitting data to a model using the method of maximum likelihood. 
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B.2.2 Evaluating Type B Uncertainties 

Estimation of Type B uncertainties differs from Type A in that repeated measure- 

ments will not decrease the uncertainty because it is not random. As the NIST report 

states (84.1) "A Type B evaluation of standard uncertainty is usually based on scien- 

tific judgment using all the relevant information available." A number of methods and 

examples are outlined, however the one used in this thesis is based on the assumption 

that the probability distribution is Gaussian. In this case, we vary parameters around 

their best fit by f la, and see what effect they have on our fit result. The difference 

from the best estimate is taken to be the la Type B uncertainty. 

In what follows, we adopt the propagation of asymmetric uncertainties as outlined 

in Ref. [103]. We begin by assuming that a measurement of some observable, f ,  

has been made as a function of one parameter, p, the best estimate of which is pO. 

Normally, one would take the best estimate of the observable to be f (pO) (cf. end of 

•˜B.1.2), however this is only true if the uncertainties are symmetric about pO. Below 

we consider the possibility of asymmetric uncertainties by first assuming f can be 

Taylor expanded around pO with the series truncated at  2nd order: 

The linear case (ie. symmetric uncertainties) is a special case of the above when 

d2 f /dp2 + 0. In the general case, the expectation value of f is not f (pO) because the 

asymmetric uncertainties bias the most likely value off towards whichever uncertainty 

is larger. Specifically, the expectation value of f as given by Eq. (B.26) is: 

where we have used 
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and the term involving 8 f  / 8 p  drops out because we are integrating from pO - up to 

pO + up, and ( p  - pO) is symmetric about pO. Thus we see that the best estimate of 

f  is the evaluation at  pO as in 5B.1.2, but there may be a second-order shift if the 

uncertainties are asymmetric. 

The variance of f  about its expectation value similarly depends on potential 

higher-order corrections. The result is: 

where the skewness and kurtosis are defined as , , S(P - P O ) ~ ~ P  and . , J ( P  - p0I4dp 

u; S dp  0; S dp  

For the Gaussian distributions assumed throughout this thesis, the skewness is zero 

and K: = 3. Again, in the case of symmetric uncertainties, the variance of f reduces 

to the usual propagation of uncertainties: uf = J a f  lapla,. 

To simplify notation somewhat, let us define 

1  a2 f  6 = - -  u2 and A=-up - a f  
2  ap2 a p  

so that the expectation value and variance are simply: 

E[f l  = f ( P O )  + 
and o ? = A 2 + 2 S 2 .  

We obtain estimates of 6  and A by evaluating f  at  various values of p  near pO, 

and then fitting the results to Eq. (B.26). Once these two parameters are estimated, 

we can calculate the expectation value and standard deviation by the equations given 

above. A minimum of three points is required, with which we can uniquely solve for 

S  and A. If we check the dependence of f  at  pO and pO f up, and find differences in f  

of: 

A + = f ( p 0 + % J -  f ( p O )  (B.34) 

and A_= f ( p O )  - f ( p O - a , ) ,  (B.35)  
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then 6 is their half-difference and A their half-sum: 

- 

6 = i ( A + - A _ )  and A = i ( A + + A - )  (B.36) 

As mentioned earlier, the best estimate of f can potentially be biased towards 

higher or lower values if the dependence is highly non-linear. In these cases, we have 

two choices: 

1. we can keep f at  it's best fit value and quote asymmetric la uncertainties: 

2. we can assume it is nearly Gaussian (linear) and, as described above, take the 

best estimate to be shifted by 6 

and assign an uncertainty of 

In general, the asymmetric uncertainties are quoted when deduced, but when 

adding i = 1, n systematic effects together, approach (2) above is used, with the 

various hi shifts added together to give the expectation value of f: 

and the final uncertainty is the sum in quadrature of the various as: 

The Central Limit Theorem guarantees that the combination of a large number of 

variances will approach Gaussian, and so this approach is valid. 
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B.2.3 The Combined Standard Uncertainty 

Whenever possible, a result is quoted with the Type A uncertainty separate from the 

Type B so that one can easily see their relative contributions. The combined standard 

uncertainty, which represents the total estimated standard deviation of a result, is the 

combination of all Type A and Type B standard deviations. Statistically speaking, 

as long as the variances of the distributions have been estimated well and they are 

approximately Gaussian, one does not need to differentiate between the two; in other 

words, it doesn't matter how the variances of the distributions were deduced, when 

they are combined one simply uses the usual propagation of uncertainty, Eq. B.24. 



Perpendicular B-fields and Optical 

Pumping 

If we do not take B to be aligned with 2, the situation becomes more complicated, 

even for the static fields we have been considering. This may occur, for example, 

when another interaction is most easily described by defining a quantization axis that 

is not necessarily aligned with B. Such is the case in our optical pumping process: 

we take the propagation direction of the laser beam to define the quantization axis 

in order to  keep that description relatively simple. In order to be able to use the 

usual rate equations to  describe the optical pumping process (discussed in •˜3.3.2), we 

include the magnetic field effects on the eigenvectors of the Hamiltonian, which as we 

will see amounts to a mixing of (I, J) basis states, mostly between adjacent MF levels 

within the same hyperfine manifold. Then we can proceed with the rate equations 

neglecting any B-field effects* in our model of the optical pumping process, as long 

as we substitute the calculated eigenvectors of the total Hamiltonian for the zero-field 

approximation IF M F )  when calculating observables, such as the nuclear polarization 

and alignment. 

Whatever the direction of the magnetic field, p will precess around that axis; if 

B is misaligned with 2, then this plane of precession is tilted slightly with respect to 

the x-y plane, by OiB = tan-l(BL/B,) as depicted in Fig. C.1. Again thinking of a 

'Aside from the fact that since the atom is precessing around a slightly tilted axis, the apparent 
polarization will change. 
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FIGURE C.l:  Vector model of spin precession in a field with a small perpendicular com- 
ponent. The  plane of precession in this case will be slightly tilted with respect to the 
quantization axis. 

classical dipole, the rate change of p due to this field is: 

where, if we let 2 represent some arbitrary direction in the 2-$ plane, we can define a 

general static field by: 

Unlike the simpler case described earlier, F, and F, are now coupled to  the field, 

which is problematic because they are not eigenfunctions of the Hamiltonian of the 

system. If we limit ourselves to cases where one component of the field is much larger 

than the other, we can consider the parallel and perpendicular effects independently. 

The results of the $3.2.3 account for the parallel component, and now we add in a 

BI component which can be treated as a perturbation, in which case Qib << 1. This 

corresponds to treating the problem classically and neglecting coherences between the 

two components, which makes the solution much simpler*. 

'A complete description can only be realized through the density matrix formalism using the 

optical Bloch equations. 



A P P E N D I X  C PERPENDICULAR B-FIELDS AND OPTICAL PUMPING 223 

To understand the effect of p precessing in a field with a small 4 component, let 

us work in the rotating frame of the magnetic dipole. In that reference frame, the 

perpendicular field appears to acquire a time-dependence and vary sinusoidally at  the 

Larmor rate: 

B', (t) = ( cos nLt  4' + sin nLt  y') BI. (C-3) 

where we have aligned 4' with BI at  t = 0 and neglected the small tilt of the plane 

of precession. By analogy with electromagnetic waves, we expect the perpendicular 

modes to be two-fold degenerate, and described best in the circular basis defined by 

the t* = 4' f i y' axes: 

1 
Bl (t) = - Bl (t+e-'"~' + 2- eiaLt ) . 

2 

This says that the field in the XI-y' plane may be made up of a superposition of 

two axes rotating at  the Larmor frequency; one motion is in the positive (counter- 

clockwise) direction and the other is in the negative (clockwise) direction. To agree 

with Eq. (C.3), we take the real part of B',(t) above. Letting 4, represent the initial 

phase between BI and the component of p perpendicular to 2,  Eq. (3.9) becomes: 

and we see that the perpendicular field couples states whose angular momenta differ 

by f ti. Furthermore, we note that the precession may be positive or negative, de- 

pending on the value of g~ for a given hyperfine level. The effect of the perpendicular 

field depends on time: it is a maximum when p is aligned with the perpendicular 

component of B (along 4), and it is zero when it is aligned with y. This variation is 

sinusoidal as p precesses around the magnetic field, as one would expect. Expressing 

this in terms of I and J, the equation used to calculate the Z B  matrix is: 
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A perpendicular field is found to have a negligible effect on the the expansion 

coefficients affected by a parallel field (see end of previous section) and does not cause 

any (appreciable) additional energy shifts. What it does do is mix all of the other 

MI, M j  states and so affects all of the other expansion coefficients, ak, such that 

almost none of them remain zero. This makes sense considering it creates non-zero 

expectation values between levels of different MQ and simply reflects the fact that in 

the limits we are working in, parallel and perpendicular field effects are decoupled. 

Finally, referring to the example used when describing parallel fields in 53.2.3 (see 

page 45), the once short and succinct I Q  = 2 MQ = 1) state now has every ak non-zero. 

The two dominant ones remain Zi4 and Zi7, with negligible (5 1%) differences from the 

parallel field values. Other components, however, can become as large as 4.5%: 

Zil = 0.00002, Zi2 = 0.001 1, G3 30.036, G5 = O.0007, = 0.036, and = -0.042. 

These values are quoted for the Sl/2 state, but because the perturbation is relative to 

the 2 G parallel field, the effects are essentially independent of the hyperfine coupling, 

and so very similar values are found for the P1p state as well. 

Clearly, this mixing can have an appreciable effect on the expectation values of MI 

and M; ( 2 .  e. the nuclear polarization and alignment), even for small perpendicular 

fields. 



Expressions for the Angular 

Distribution Parameters 

The expressions for the angular distribution parameters in Eq. (2.6) are reproduced 

from [18] and presented below. The upper sign is for P- decay and the lower - relevant 

for this thesis - is for positron decay. The relativistic factor is I? = 4- and 

b I I I  is the usual Kronecker delta function. The spin functions X I I I  and A I I I  used in 

some of the expression below are given by: 

The parameter, t, which multiplies the whole decay rate, is given by: 
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The expressions for the angular distribution parameters are: 

CTCi + C&C:)] (D. 6) 
Pe 



Electronics Diagrams of the DAQ 

System 

As discussed in this thesis, the nuclear detection system consists of four detectors: a 

p telescope, two phoswich P detectors and a recoil MCP detector. Below we provide 

a brief overview of these systems as well as the logic of the system as a whole. 

The Maximum Integrated Data Acquisition System (MIDAS) [I231 is used to  ac- 

quire and write the data to  the disk of the host Pentium I11 500 MHz Linux PC. The 

on-line data analysis was done using a TRIUMF standard program, NOVA [124], with 

a special subroutine added to  incorporate the position decoding of the DSSSD [lo]. 

Off-line, we opted to  write our own Fortran codes to analyze the data for maximum 

flexibility, though NOVA was still used to write out all triggered events. 

A separate computer controls the laser system, including the trapping and optical 

pumping cycling. Aside from the information provided to  the nuclear DAQ system 

discussed below, details of this atomic aspect of the experiment is deferred to  the one 

who set i t  up [125]. 

E.1 The P Telescope 

A schematic diagram of the electronics used in relation to  the /? telescope is shown in 

Fig. E.1. 

The DSSSD provides us with 24 2 + 24 g = 48 energy signals and 6 groups of fi 
timing signals (consisting of 4 strips each). Each of the 24 y-strip's timing signals 



FIGURE E.l: Schematic electronics diagram for the ,O telescope. 

have discriminators set to 5 15 keV; if any of the strips pass this hardware threshold, 

the timing signal is used to generate a (wide) DSSSD event trigger. The gain of all 

48 strips is monitored using the Ortec 448 research pulser. 

The BC408 scintillator energy reading is taken from the dynode output of the 

PMT after it is inverted by a LeCroy 428F linear fan-in/fan-out. The high voltage 

applied to the PMT is adjusted by a stabilization unit [I261 based on the LED signals 

observed; the intensity of the LED is (independently) maintained constant using a 

temperature-stabilized photodiode. The Tennelec 455 constant fraction discriminator 

uses the anode signal to generate the scintillator's (fast) timing signal. 

A ' 'p event'' is determined by a hardware coincidence condition between the DSSSD 

and scintillator timing. If satisfied, a signal is sent to a LeCroy 429A fan inlout which 

acts as our event trigger. To retain information on the scintillator singles, we prescale 

the anode timing and input this into the event trigger as well; this gives us 1 in 100 

of the singles events without overwhelming our DAQ with background events. The 

C212 coincidence register (see below) labels both types of events, as well as pulser 
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FIGURE E.2: Schematic electronics diagram for (one of) the phoswich detectors. 
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events from either the LED or research pulser. 

The Phoswich Detectors 

1 

A schematic diagram of the electronics for one of the phoswich detectors is shown in 

Fig. E.2. Both phoswiches have identical electronics. 

A CHQ222M DAC, controlled by the frontend code of the DAQ, provides the high- 

voltage for the PMTs of the phoswich detectors. The LED used as part of the gain 

stabilization of the ,B telescope's scintillator is also input into the phoswich detectors 

in order to monitor their gains. For these events, the signal is read out by a charge 

sensitive ADC with a 150 ns wide gate. ,B events will generate a signal with a fast 

component from the thin scintillator ( A E )  and a slow component from the CaFz(Eu) 

( E ) .  Their signals are separately read out in charge- and peak-sensing ADCs with 

gate widths of 32 ns and 5 ps respectively. The fast AE signal is used to provide the 

timing of the event, to provide the event trigger, and to label the event in the C212 

as a phoswich event. 

1 

2249W 
QADC 
(LED) 

154 ns gate 

2249A 7164 
QADC PADC 
(W 

32 ns gate 5 ps gate 
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FIGURE E.3: Schematic electronics diagram for the recoil MCP detector. 
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E.3 The MCP 

recoil position 

A schematic diagram of the electronics used in relation to the MCP recoil detector is 

shown in Fig. E.3. 

The recoil detection system is essentially unchanged from previous experiments. 

The four resistive anode signals are pre-amplified and then amplified before being 

read out by a peak-sensing ADC. These signals are used to  deduce the position of the 

hit in the MCP. The same research pulser used with the DSSSD monitors the gains 

of the resistive anodes. The timing from the last plate of the MCP is used to define 

the recoil TOF by stopping the 2228 multi-hit TDC. In addition, we use this signal 

to  generate a recoil event trigger and to label it as such in the C212. 

E.4 Event Types 

The gates for the ADCs and the starts for the TDCs are all derived from the LeCroy 

429A unit labeled 'event trigger'. The inputs to this unit, i.e. the various event types, 

are: 

1. A prescaled scintillator singles event, 

2. A ,O event from the hardware DSSSD-scintillator coincidence, 



3. A recoil-triggered event from the MCP, 

4. a p event from the phoswich A detector, 

5. a P event from the phoswich B detector, 

6. DSSSD/MCP pulser events from the Ortec 448, and 

7. Scintillator pulser (LED) events from the stabilization unit. 

A C212 coincidence unit allows us to record which of these generated the event 

trigger. It is a 16 bit register which is strobed with every event trigger and so records 

the status of a number of aspects of our system with each event: 

1. if the event was generated by the LED pulser in the scintillators, 

2. whether the Dl optical pumping laser was on or off, 

3. whether the push beam was on and transferring atoms from the collection trap 

to the detection chamber, 

4. if there are atoms in the trap or if they're being loaded, 

5. if the event was generated by a prescaled scintillator event, 

6. if the MCP started the event trigger, 

7. if the research pulser of the DSSSD/MCP triggered the event, 

8. whether the optical pumping light polarization was a+ or a-, 

9. if phoswich A generated the event, 

10. if phoswich B generated the event, 

11. if the photoionization laser was pulsed, 

12. a flag to warn us if the MCP or one of the electrostatic hoops tripped, 



The C212 information provides our basic conditions when analyzing the data. For 

example, if we are interested monitoring the gains of the detectors, we would require 

that either the LED or research pulser generated the event; if we're looking a t  the /3 

decay events, we would instead veto these pulser events. 

In addition to the C212 label for a' polarization of the Dl light, we read out the 

DAC from the PC controlling the atomic part of the system into an ADC; the value of 

the ADC (high vs. low) provided an extra check of the polarization state, and allowed 

us more than two states (as a diagnostic, we sometimes used linear polarization of 

the optical pumping light, which would have required another signal to the C212 to 

be able to  flag this polarization state). 
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